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Abstract— Tactile sensors play an important role in many
robotic applications providing information about shape,
roughness, frictions and acting forces. However, it is chal-
lenging cover large robots with tactile sensors. In this paper
we introduce a modular tactile sensor skin built on master
and slave principle. The structure of the sensor skin was
inspired by the biological multi layered skin from humans.
Modular design principle allows covering different flat and
rough robot geometries. The skin is able to detect tactile
and pressure sensor values and is therefore applicable to
different applications. Fuzzy logic based data fusion method
allows the input values to be fuzzy while receiving numerical
values as the output. This concept reduces the number of
required sensor to a minimum and consequently also the
computational effort and production costs.

Keywords: Tactile sensing; Artificial Sensor Skin; Fuzzy logic;
Modular Master-Slave design.

1. Introduction
Over the past view decades, the attitude towards robots

and their acceptance in our environment has changed. Robots
are stepwise bridging the gap between being a pure executive
machine and becoming fully autonomous systems that are
capable to fulfil tasks in our daily life or in structural
manufacturing environment without human intervention. To
achieve this goal, intelligent sensors play an important role
providing the capabilities to sense the environment and
the internal states of the robot. Inspired by humans and
mammals with visual, auditory, somatosensory, gustatory
and with the olfactory sensing capabilities, in robotics these
sensory systems are imitating by equipping the robots with
a variety of different sensors. Recently, the visual and au-
ditory sensory systems have been experiencing tremendous
progress and are already used in many robotic applica-
tions. The gustatory and the olfactory senses are difficult
to imitate on robots because they are based on complex
chemical reactions. However, the field of research related
to an artificial somatosensory sensor systems covering the
sense of touch, temperature, body position etc. are currently
experiencing a rapid growth [4], [5], [16]. In a human body,
the ‘sense of touch’ is provided by millions of skin receptors
covering the whole body. In most cased we use hands to
grasp and to recognize the objectt’s properties such as shape,
roughness, softness of the surface, size etc. Therefore, a
lot of research in humanoid robotics is focusing on robotic
hand applications [2],[13],[1]. However, in an unstructured

or hazardous environment, humanoid shape of robot can
be impractical or inefficient. Modular self-reconfigurable
robots can solve the problem because they are able to
reconfigure their shapes and hence are able to adapt to
different situations and environments. Self-adaptivity is on
the one hand advantageous but on the other hand implicates
high complexity for coordination and control. Such systems
strongly rely on information provided by different sensors.
Therefore, the capability to recognize and sense the forces
and pressures acting from each individual module is of great
importance, but to sense big parts of the robots shape is still
a technological challenge. We speak about artificial sensor
skin when more than a few sensors cover a big robot surface.
Such a sensor skin needs to fulfil several important require-
ments for the hardware design such as flexibility, sensitivity
or reliability and therefore often requires a cost intensive
realization on micro or nano level. Most of the existing
artificial skin systems are based on resistive, capacitive,
piezoresistive or magnetic transduction methods measuring
forces, pressures or proximity. A good overview about the
state-of-the-art of tactile sensors and artificial skin systems
is given in [14],[9] or in [3].

The paper is organized in the following way. In Section 2
we explain the bio-inspired concept of modular sensor skin.
Two different sensing principles, the optical and the capac-
itive method which are used in this concept are explained
in this section. The modular hardware design is introduced
in Section 3. In Section 4 we introduce the data processing
and data fusion approach based on the Fuzzy logic theory.
Implementation strategy as well as software structure are
explained in Section 5. In Section 6 we show different
experimental results and application scenarios. Sections 7
concludes the work and gives a short outlook.

2. Bio-Inspired Concept
The skin concept was inspired by the human skin, which

consists of three layers: the water-repellent epidermis layer,
protecting the body from infections and poisons, the dermis
layer responsible for tensile strength, and the basement mem-
brane layer subcutis providing protection against external
physical influences and also acting as energy storage [6].
All layers are subdivided into more layers providing several
types of mechanoreceptors, which react to different stimuli.
Human skin combines multiple receptors in order to reach
wide operation range. In artificial skin, this means that
different kinds of sensor values need to be fused by applying
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Fig. 1: Artificial sensor skin.

sensor fusion methods. Several sensor fusion techniques
such as Fuzzy logic, Dempster-Shafer theory (DST), Kalman
filter, Bayesian or Artificial Neural Networks (ANNs) are
possible for systems with uncertainties. Fuzzy logic has been
chosen as a favourite technique between all these options
because it provides an adaptive method that can deal with
uncertain data and allows good rule based approximation by
absence of exact model of a system. As a result of different
input values one numerical output value is calculated that
can be directly related to a force or as a pressure value.
Additionally, Fuzzy logic based approaches are not computa-
tionally and memory intensive and can run as a small stand-
alone application on embedded devices. After clarifying the
general concept idea for the skin several specifications have
been done in order to reduce the complexity for the hardware
design and realization:

1) Modularity and Scalability: The skin should be extend-
able to different structures and shapes.

2) Flexibility and Compliance: The skin hardware should
be able to be applied on flat as well as on rough
surfaces providing certain degree of bending. Addi-
tionally, the used material should provide compliance
properties.

3) Master and Slave principle: The sensor pre-processing
should be fused to one master unit avoiding to have
microprocessors in each skin module, however at the
same time keeping wiring as simple as possible.

4) Manufacturability and Maintenance: Should be easy to
produce and to maintain without immense effort.

5) Robustness: The skin should resist against strong
forces.

6) Adaptivity: Should be adaptive to diverse high and low
pressure applications.

7) Attractiveness: The skin should give an attractive look
to the robot because it is able to cover big parts of the
robot.

8) Power Consumption: The high number of sensors
requires that all sensors should consume as little power
as possible.

The sensor skin (Figure 1) described in this paper is designed
based on the dispersive reflexion principle of the infrared
(IR) light in diffuse and flexible materials. The motivation

was to utilise the material properties and hence to reduce the
number of sensors. The level of reflexion is the quantity that
can be related to the distance between the optical sensor and
the reflexion layer and correspondingly between the acting
load and the distance. The idea to use light as a parameter
for measuring forces and loads was also used in [18] and
in [12]. Ohmura et al. use visible light reflexions in urethane
foam in order to determine the deformation. In [12] infrared
sensors embedded into rapid-prototyped elastomer material
are used to measure proximity. With the novel skin design
concept we are able to detect both, the proximity as well as
soft and heavy loads acting on it by using optical as well
as capacitive sensors. Reflexion layer allows us to use soft
and simultaneously transparent materials. Sensor fusion is
based on the Fuzzy logic based approach that reduces the
computational complexity and therefore enables the skin to
be implemented as a stand-alone embedded sensor.

2.1 Optical method
Light has the property of reflexion and dispersion in

transparent or diffuse materials. The level of dispersion
depends on the chosen material. Combining these properties
together open new possibilities to use light for measuring
forces or deformations. When light is dispersed and reflected
within the silicone it covers an orbital area surrounding the
sensor. Therefore, a low number of IR sensors allows to
sense big areas (Figure 2). The maximum distance between
sensors that is required to sense the surface without optical
gaps is 20mm. One of the advantages of optical method is

(a) (b)

Fig. 2: IR light reflexion principle of the sensor skin. (a)
Without load; (b) With load.

a low degree of complexity for electronic design. Standard
reflective sensors such as Sharp GP2S60 sensor can be used
to build the skin system. In case when no load is acting
on the surface, the light produced by the infrared sensor
is reflecting by the reflection layer homogeneously through
the silicone material settling around one value. The current
value in the sensor is changed rapidly when the distance
between the reflecting layer and the sensor is decreasing
(Figure 2). This dependency between the distance and the
collector current is scaled down and is used as force/pressure
estimation. This principle depends strongly on the used
viscoelastic material. Silicones seems to be a proper material
to fulfil the requirements and by choosing from different
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mixtures between component A and B different elasticity
can be achieved. One important factor that should not be
neglected is the nonlinear relaxation of soft materials. The
stress relaxation can be obtained by following equations:

E =
σ

ε
, where σ(t) = σ0e

−λt, (1)

where E is the elastic module, ε the constant strain and σ
determines the stress depending on time and the relaxation
time. The process is reversible as soon the deformation stays
in allowed ranges and is not too excessive. In this case the
material is able to recover to original stiffness in a short
time. This principle allows to measure forces or pressure
for a wide range of load, however due to the mentioned
nonlinear relaxation not for soft touch applications.

2.2 Capacitive method
Capacitive sensing principle is a common technique used

in tactile and touch based technologies. Additional capacitive
sensing principle has been included in order to increase the
sensitivity range of the skin. A capacitive sensor is simply
a pair of adjacent electrodes. The main principle of all non
contact capacitive sensors is measuring of the capacitance.
The equation for calculation of the capacitance C of a
parallel electrically conductive plate is

C =
ε ∗A
d

, (2)

where ε is the permittivity of the dielectric between two
electrodes, A is the overlap area of the parallel plates and
d is the clearance of those plates. It is obvious, that with
the same overlap area and dielectric, the capacitance of the
sensor depends only on the distance between the plates and
is inversely proportional to it. We use integrated capacitive
sensors where both electrodes of the capacitor are arranged
in the same plane of the PCB. The structure of the capacitor
is illustrated in Figure 3(a) and 3(b). To achieve homoge-
neous field profile a symmetric adjustment of the electrodes
has been used. With this design we are able to detect very
soft touch on the surface of the skin. A disadvantage of the

(a) (b)

Fig. 3: (a) Principle of integrated capacitive sensor; (b)
Electrodes of the capacitor in the plane.

capacitive sensing technique is that sensors are only able
to recognize interaction with a conductive object. To solve
this problem a conductive plate is used as a reflective layer.

This plate acts as reflector for infrared light and at the same
time as a conductive layer changing the electromagnetic
field according to the distance between the plate and the
planar capacitor. In combination of elastic silicon layer it
is possible to achieve a low hysteresis. Silicon acts also as
dielectric in this arrangement and increases an electric flux
density, which delivers a better sensing property. To achieve
appropriate field profile the right size of the capacitive
electrode and the gap between the pad and ground layer have
been chosen. Before implementing the capacitive method a
simulation in COMSOL1 Multiphysics tool has been done
to guarantee that the changes in capacitance will be enough
to resolve on a microprocessor. As result an estimated

(a)

(b)

Fig. 4: (a) Electric field profile of capacitive sensors; (b)
Capacity analysis dependent on distance.

capacitance of the developed integrated sensor is obtained
as a function of distance between PCB plane and conductive
plate Figure 4(b) and we also received visualization of the
electric field profile shown in Figure 4(a).

3. Hardware
The hardware realization is based on the modular de-

sign principle consisting of one master module that carries
the embedded microprocessor and a variable number of
slave patches equipped with sensors. Both master and slave
modules are mounted on the supply layer PCB. Different
topologies for the skin can be built by connecting the patches
together to one skin pattern. We call the complete system
with one master and more than one slave as a Skin Unit
(SU) (Figure 1).

3.1 Slave Module
Slave module has a simple structure consisting of four

infrared sensors and four integrated planes for capacitive

1COMSOL Multiphysics is a finite element analysis solver and simulation
software for physics and engineering applications
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sensors (Figure 5). For this reason each slave has eight
analogue signals connected to the master module. Routing
all lines directly to the processor requires for n slave
module n × 8 signal lines. Because of limited number of
available ADC pins on the microprocessor the lines need to
be multiplexed. Multiplexing of signals also simplifies the

(a) (b)

(c) (d)

Fig. 5: (a) First slave prototype [11]; (b) Slave module
produced on flexible substrate; (c) Layout of slave module;
(d) Final prototype produced on stiff PCB.

routing problem and allows the extension of slave modules
in one skin system. Capacitive sensors are very sensitive
to external influences, therefore the top layer of each slave
has a grid-like structure ground shape for shielding and a
conductive plate on the bottom layer.

3.2 Master Module
The master module controls all slave modules that are con-

nected to it and is responsible for the data processing and for
communication control. It contains a 32bit Programmable
System on Chip (PSoC) main processor from Cypress [8]
that enables to use the skin as a stand-alone embedded
tool. This novel technology is similar to Field Programmable
Gate Array (FPGA) however with much lower power con-
sumption. PSoC is built based on Universal Digital Blocks
(UDBs) providing diverse functionalities such as ADC,
PWM, I2C, SPI etc. which can be multiple assigned to
general purpose input/output pins (GPIOs) of the processor
and therefore makes the layout design very flexible. This
PCB includes also a high-speed USB peripheral controller
for in-system-programming (ISP) and for live debugging via
the USB. The board contains also all required periphery for
supplying the slave modules with power. The inter-master
communication is possible via I2C or via Controller Area
Network (CAN) multi-master bus systems and allows to
connect more than one skin systems.

3.3 Supply Layer
The complete skin is a multi-layer design shown in

Figure 6. The lowest layer is the supply and signal layer
that connects the master module with the slaves providing
channels for communication, pressure signal transfer and
power supply. Compared to human skin this layer has similar
functionality like the dermis layer bundling all nerve cords.
Figure 6(a) shows coloured address lines (red and blue) for
different rows and columns. These signal lines select and
activate the slaves. Because of narrow interface of slave and
master modules the structure of the skin unit depends on the
hardware structure of the supply layer. The layer can be built

(a) (b)

Fig. 6: (a) Signal routing layer with signal lines for rows
and columns; (b) Skin principle.

by using either rigid PCB materials or by flexible substrates
for flexible skin applications.

4. Fuzzy Logic Based Sensor Fusion
The skin system proposed in this paper was inspired

by the human skin with the goal to sense the whole skin
surface without spatial gaps. However equipping the whole
skin surface with sensors requires a huge hardware and
processing effort. To avoid this effort and complexity, optical
method has been chosen with the combination of Fuzzy logic
based approach that allows reducing the number of sensors
by estimating the values instead. The final skin design end
up in a grid-like structure with the sensors placed 20mm
away from each other. In the case when pressure is applied
between two or more sensors without touching the sensor
area directly, it becomes difficult to determine the resulting
pressure. To estimate this value a cascade of three Fuzzy
logic systems is used. The whole procedure is shown in the
flowchart, see Figure 7.

The first fuzzy system (FS1) is used for the fuzzification of
the digital values from each sensor and maps sensor values
to linguistic pressure values. The sensor values are between
0 and 254 while linguistic values are of ‘light’, ‘normal’,
‘heavy’ and ‘very heavy’ character. Two different mem-
bership functions are used to describe different classes of
pressure (Figures 8(a)-8(c)). The first function is sigmoidal

f(x, a, c) =
1

1 + e−a(x−c) , (3)
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Fig. 7: Program flowchart of the skin system framework.

where parameters a and c allow to shape the functions as
required by application. The second function is the bell curve

f(x, a, b, c) =
1

1 +
∣∣x−c
a

∣∣2b , (4)

where parameter b is usually positive and the parameter c
determine the centre of the curve.

The second fuzzy system (FS2) calculates the pressure of
a single slave and has four input sets for all four sensors
and one output set for the resulting force (Figure 8(b)). The
fuzzy system on the highest level is the third fuzzy system
(FS3), which collects the data from FS2 and according to
these results, calculates the resulting pressure applied to
the whole skin system. In a skin which consists of one
master and eight slaves modules eight input and one output
is required (Figure 8(c)). In case when pressure is applied
to the skin on multiple points at the same time for many
applications it is necessary to determination the resulting
force. The calculation is based on vector analysis and for a
single slave can be calculated as follows:(

x
y

)
=

(
S1
Σ

)
∗
(
d
d

)
+
(
S2
Σ

)
∗
(
−d
d

)
+
(
S3
Σ

)
∗
(
d
−d

)
+
(
S4
Σ

)
∗
(
−d
−d

)
, (5)

where Si are the digital values from the four sensors, Σ =
S1 +S2 +S3 +S4, and d is the distance from the origin of
slave sensor to the corresponding sensor. The same principle
is used as well for the calculation of the resulting position
for the whole skin system.

5. Implementation
The first prototype of the skin has been presented in

[11]. At this stage one slave prototype was built in order to

(a)

(b)

(c)

Fig. 8: Three Fuzzy Systems used for sensor fusion. (a) FS1;
(b) FS2; (c) FS3.

proof the idea. The slave was directly connected to a PSoC
evaluation kit from cypress that acts as a master module
and the sensor data were sent via Universal Asynchronous
Receiver Transmitter (UART) interface to the host computer.
One Fuzzy System based on MATLAB Fuzzy Toolbox [19]
was implemented to represent the data of the four optical
sensors as linguistic variables. Simple Graphical User Inter-
face (GUI) visualized the sensor data in a three dimensional
mesh. In this paper we present the extended version of the
skin and of the evaluation tool. In the current design all three
Fuzzy Systems are implemented to fuse the data from the
whole skin. The principle is shown in Figure 9. The real

Fig. 9: Working principle of the skin with Fuzzy Systems.

skin deformation can be observed on the screen through the
deformation of the two dimensional surface (Figure 10). On
the left side of the GUI marked with (1), the axes show visual
representation of the skin deformation according to received
raw sensor data. Additionally, these values can be observed
in the “RAW DATA” matrix (2). On the right side of the
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Fig. 10: GUI for monitoring and parameter adaptation.

GUI the axes show graphical representation of the resulting
value calculated by all three fuzzy systems (3) as well as
the numerical value (4) for it. This value is the result after
the calibration process of the skin and its ranges can differ
dependent on the used material or different composition of
the silicone components. The estimated coordinates for the
resulting position of load can also be read (5).

6. Experimental Results
The current skin design is considered to use for modular

robot applications with Backbone and Scout robots [7],[10],
which are developed in projects Symbrion [17] and Repli-
cator [15]. The goal is to measure the normal forces on the
ground and to detect collisions with obstacles or other robots
(Figure 13(a)-13(d)). Therefore, for this kind of application
we choose a hard silicone composition admitting heavy loads
up to 10kg.

Figures 11(a) and 11(b) show the force responses from one
slave element when force is applied in the normal direction
at one point and when it is applied sidewise. As can be
observed in these figures this difference is clearly detectable.
This information can be used to approximate shear forces
on the surface of the skin. In this experiment only optical
transduction method for pressure measurement was use with-
out activating the capacitive sensors. Force response values
are intrinsically nonlinear because of nonlinear relaxation
of the silicone. However, Fuzzy logic based approach does
not require exact sensor values as an input and therefore
even with the sensor values accuracy of about 10 − 15% it
is still enough to determine a good approximation for the
resulting force. The evaluation of the approach can be done
by using the GUI tool (Figure 10) introduced in the previous
section. The sampling rate for the sensors is about 100ms
therefore forces applied on multiple points can be detected
and visualized within GUI. Figures 12(a) and 12(b) show
two examples when pressure is applied to one or to multiple
points. Another analysis for one slave has been done for the
accuracy of the optical based approach. For this experiment
slave of size 40 × 40mm has been divided into nine parts

(a)

(b)

Fig. 11: Different loads applied to one slave of the skin. (a)
Force applied in normal direction; (b) Force applied at an
oblique angle.

(3 × 3 mesh-like structure). The distance from one sensor
to another is 20mm and hence only the half to the centre
of the skin module. In this experiment we applied repeated
constant pressure to different points of the skin collecting
statistical values (Table 1). As can be observed from the

Table 1: Accuracy analysis of slave.

Force applied on (X/Y) Average values Standard deviation
-1/-1 -0.72/-0.2 0.18/0.31
-1/0∗ -0.86/0.8 0.05/0.07
-1/-1 -0.77/0.79 0.09/0.08
0/-1∗ 0.86/-0.56 0.4/0.15
0/0∗ 0.6/0.22 0.22/0.29
0/1∗ 0.48/0.83 0.21/0.09
1/-1 1/-0.93 0/0.15
1/0∗ 0.88/-0.05 0.29/0.05
1/1 0.78/0.73 0.09/0.14

table, Fuzzy logic based approach is able to detect forces
between two sensors (marked with star) where no real sensor
is placed. Low standard deviation enables a calculation of
the static offset, which can make the sensor more accurate.
This analyses show that with given accuracy the skin can
be used for diverse robotic platforms such for example the
robots Backbone and Scout (Figures 13(a)-13(d). Modular
and flexible design allows adapting the shape of the skin
and therefore can also find different other applications in
areas such as healthcare, eldercare, domestic, entertainment
and many others.
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(a)

(b)

Fig. 12: Applied forces to: (a) single point; (b) to multiple
points of the skin (multi-touch capability).

(a) (b)

(c) (d)

Fig. 13: Skin applications: (a) Skin on Scout robot; (b,c)
Scout with Backbone as a small robot organism; (d) Online
parameter adaptation.

7. Conclusion and Future Work
In this paper we present a novel idea for a tactile multi

sensor skin based on modular master and slave design
principle. General idea of this skin is to measure forces and
pressures on the whole skin surface however with a low
number of sensors. Two kinds of sensors, optical as well as
capacitive sensors are used to range the applied forced from
very high to very smooth touching. The hardware structure
is inspired from the multi layered human skin providing
different functionalities. Compensation of displaced sensors

is done by use of Fuzzy logic based sensor fusion method.
This concept allows input values to be fuzzy while returning
sharp values for the force response. Additionally, the skin is
able to determine and to approximate one single point of
contact in case when load is acting on multiple points or
even on the whole skin surface. This feature is important for
model based control algorithms that allow one force response
value only. The current prototypes are built on rigid as well
as on flexible substrates and allow covering flat and rough
robot geometries.
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Abstract - This paper presents a filter for “conceptual 

spaces.”  The application is image understanding.  A 

conceptual space is a collection of one or more “quality 

dimensions.” In our approach, functionals on various Hough 

transforms of the input image determine the quality 

dimensions.  For example, how “line-like” and “circle-like” 

the input image is can be used as quality dimensions.  A 

“natural concept” is a convex region in a conceptual space.   

A conceptual Space can be partitioned into natural concept 

using a tessellation and prototypes for each concept. The 

filter we present takes in an input image and outputs a 

prototype image which represents the natural concept the 

input image corresponds to. It serves as an interface between 

an input image and a human user, aiding comprehension by 

providing a better match to the human information channel. 

We use a fuzzy tessellation to account for uncertainties in the 

mapping to prototypes. 

Keywords: Conceptual spaces, image understanding, fuzzy 

logic, Hough transforms, tessellation. 

1 Quality Dimensions 

A conceptual space is a collection of one or more quality 

dimensions.  As an example, sweet, sour, salt, and bitter could 

be the quality dimensions of the conceptual space representing 

taste [1, 2].   If the conceptual space is partitioned into convex 

regions, these regions are natural concepts in the conceptual 

space.  For example, an apple could be a natural concept in 

the space representing taste with quality dimensions sweet, 

sour, salt, and bitter.  A prototype is a point in a natural 

concept in a space which is, in a certain way, the most 

representative point of the concept.  For example, a Red 

Delicious apple may be a better prototype for the natural 

concept of apple than a Granny Smith apple would be.  Figure 

1 shows an example conceptual space with two quality 

dimensions and partitioned into six convex concepts, with 

each concept containing a prototype point which is 

highlighted in a different color. Quality dimensions are 

sometimes not totally independent entities.  For example, the 

ripeness and color dimensions covary in the space of fruits [1, 

2]. 
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Figure 1: Conceptual Space divided up into six concepts and 

showing six prototypes indicated by the single pixels. 

2 Conceptual Spaces Filter 

The problem which the Conceptual Spaces Filter addresses is 

in the area of image understanding.  Often image analysts are 

overwhelmed by the sheer volume of images they have to 

inspect in a limited amount of time.  This causes incorrect 

interpretations to be made and important features to be 

missed.  The Conceptual Spaces Filter aides the image analyst 

by doing part of the comprehension work so that he/she can 

successfully interpret a large number of images per hour.  It 

presents to the user a prototype image rather than the input 

image.  The prototype, being representative of a concept, is 

more easily comprehensible to the user than the input image.  

The degree of membership in a borderline fuzzy concept is 

also presented at the output of the filter.  A high fuzzy 

membership signals the user that they should assign more 

resources to that image case, possibly to include direct human 

inspection of the input image. 

So, for the Conceptual Spaces Filter, an input visual image is 

the input to the filter and a prototype visual image is the 

output of the filter, along with a fuzzy membership indicator.   

The Conceptual Spaces Filter sends the input image to a 

number of different Hough transforms in separate Hough 
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channels.  These Hough transforms help to determine the 

quality dimensions. 

Hough Transforms were discovered by Paul Hough [3].  They 

can be used to detect lines and curves in images [4].  Even 

arbitrary shapes may be detected using Hough Transforms [5].  

Hough Transforms are invariant to rotation, displacement and 

intensity and so are widely used in image processing.   A Line 

Hough detects the presence of lines.  An example is shown in 

Figure 3.  The original input image is shown above the Hough 

transform accumulator (Hough domain).  The high amplitudes 

in the Hough domain are indicated by light shades.  Most of 

the energy in the Hough transform domain is concentrated in a 

few small places, indicating that the input image is line-like.  

The Line Hough transforms the input from the x,y-domain to 

a ,-domain.  A is the accumulator.  The algorithm for the 

Line Hough is as follows: 

To filter in the quality dimensions, the Conceptual Spaces 

Filter sends the input image to a number of different Hough 

transforms in separate Hough channels.  The separate Hough 

transforms produce separate accumulators.  A “peakiness” 

operator operates separately on each of the accumulators to 

determine a coordinate along a quality dimension associated 

with each Hough transform.  The coordinates are combined to 

form an n-tuple in a conceptual space determined by the 

Hough quality dimensions.  The conceptual space is pre-

partitioned into convex concepts determined by the 

application.  The n-tuple is a functional of the input image and 

will fall within one of the space’s concepts or on or near a 

boundary.  The output of the Conceptual Spaces Filter is the 

prototype of the concept which captured the n-tuple. 

Fuzzy sets are discussed in the text by Klir and Yuan [6].  On 

the borders between the natural concepts a fuzzy non-natural 

concept is pre-determined.  The n-tuple’s location in the 

conceptual space determines a discrete membership in a 

natural concept and a fuzzy membership in the fuzzy non-

natural concept.  The prototype of the natural concept, 

determined by the n-tuple, is presented as output to the user 

along with a display indicating the fuzzy membership in the 

non-natural concept. 

Tessellation is an algorithm for determining convex concepts 

once the prototypes are known and a distance is defined.  In 

tessellation, a point belongs to a concept if it is closer to the 

prototype of the concept than to the other prototypes. 

By “closer” we mean the distance is smaller.  There are many 

ways to define distance.  For example, weighted Euclidean 

distance is given by: 

  
i

2

iiiE )vu(w)v,u(d  (1) 

Where the w’s are the attention weights. 

Original Image

Hough Transform of Original Image
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Figure 2: Line Hough detects the presence of lines.  In the transform domain, the highest amplitudes are indicated by lighter shades. 
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The accumulator, or the array utilized in the Line Hough 

Transform, detects the existence of a line.    A circle Hough 

detects the presence of circles.  Similar Hough transforms can 

be set up to detect ellipses, squares, and various other shapes. 

The Conceptual Spaces Filter has two modes:  1.) Setup Mode 

and 2.) Run Mode.  The diagram of the Setup Mode is 

presented in Figure 3.  The diagram of the Run Mode is 

presented in Figure 4. 

In Setup Mode, in the first stage, it is determined, for an 

application, what are the qualities that need to be 

distinguished.  Quality dimensions that have associated Hough 

transforms are selected.  The choices are Circle Hough, Line 

Hough, Ellipse Hough, Square Hough and other admissible 

Hough transforms.  A subset of these is chosen and associated 

quality dimensions D1, D2, … , Dn are passed to the next stage. 

In the second stage in Setup Mode, prototype images are 

selected.  These are fed into the Hough transforms selected in 

Stage 1.  The output Hough accumulators are then fed into the 

peakiness function to determine the coordinates of the 

prototypes in the conceptual space.  The peakiness is 

determined as follows: 

function [ x_ness ] = peakiness( B ) 

[m, n] = size(B) 

z_max = max(B); 

max_max = max(z_max); 

count = 0; 

for im = 1:m 

    for in = 1:n 

        if(B(im,in) > .5*max_max) 

            count = count + 1; 

end 

    end 

end 

x_ness = m*n/count; 

end 

Here B is the Hough accumulator.  The peakiness determines 

how much of the Hough transform is within 50% of the peak 

of the Hough transform.  The prototypes so determined, p1, 

p2,…, pn, are then sent to Stage 3. 

At Stage 3 the prototypes p1, p2,…, pn and a chosen distance 

function dx are used to tessellate in order to determine the 

convex concepts.  The tessellation T is passed to the Final 

Figure 3: Setup Mode 
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Stage.  Example MATLAB code for the tessellation is as 

follows: 

for i = 1:100 

    for j = 1:100   %  Step through each point in the image. 

        for k = 1:6      

            x = p(k,1);                 % Find the distance between 

            y = p(k,2);                 % the current point and each of 

            d(k) = d_E(i, j, x, y); % the prototypes. 

        end 

        [y, I] = min(d);              % Find the nearest prototype. 

        T(i,j) = I*10;  % Assign color according to prototype. 

    end 

end 

The tessellation is also passed to an intermediate stage that 

determines the fuzzy concept .  T is stepped through and 

every 3x3 subarray is tested to determine if it is an edge point.  

When an edge point is found in T, a non-zero entry is placed 

in the corresponding location in a buffer array Y.  Next, in 

array Y, the array (image) is smoothed (Gaussian smoothing) 

by replacing each pixel by the average of its neighbors. 

This step is repeated until the desired fuzziness is achieved.  

The final smoothed concept is .  The cross-section of  is a 

Gaussian. 

In Run Mode, the image is converted from color to grayscale.  

The image average is first determined.  The image is passed to 

n separate “Hough Channels” which work independently.  In 

each Hough channel, a Hough transform associated with each 

quality dimension Dk is applied to the input.  To each Hough 

transform, a peakiness operator is applied to determine a 

coordinate dk in quality dimension Dk.  

The Hough channels are combined and a coordinate (d1,…,dn) 

in the conceptual space S(D1,…,Dn) is produced.  The natural 

concept X that (d1,…,dn) corresponds to, is determined.  In 

parallel, the fuzzy membership (d1,…,dn) in the non-natural 

concept  is determined.   

Figure 4: Run Mode 
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In the final stage, the prototype of natural concept X and the 

membership in the non-natural concept  is presented to the 

user. 

An example is shown in Figure 5.  Two quality dimensions, 

“line-ness” L and “circle-ness” C create a conceptual space 

shown in blue.  Using a given set of prototypes, a tessellation 

has partitioned the space into four natural concepts.  Two 

input images were input to the Conceptual Spaces Filter and 

their locations in the conceptual space is shown.  The 

Olympic image is well within the Circles concept with fuzzy 

membership 0.  The LinesAndCircles image is well within the 

LinesAndCircles concept with fuzzy membership 0.   

The operation as a filter is illustrated in Figure 6.  There are 

four prototypes that an input image can be mapped to, farm, 

circles, circles and lines, and lines.  The Olympics input 

image maps to the circles prototype image and has a 

membership in the fuzzy concept of  = 0.  The lines and  

circles input image maps to the lines and circles prototype and 

also has a membership in the fuzzy concept of  = 0. 

 

 

 

Figure 5: In the final stage, the Olympic image is mapped to the Circles concept and the LinesAndCircles image is mapped to the 

LinesAndCircles concept. 
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3 Summary 

A Conceptual Spaces Filter was described which may aid 

image understanding and reduce the workload for image 

analysts.  For the quality dimensions of the conceptual space, 

we use a peakiness functional on Hough transforms.  These 

Hough transforms are rotationally and affine invariant and 

pick out special features in the image.  We perform a 

tessellation to partition the conceptual space into convex 

concepts.  We augment the tessellation with a fuzzy non-

convex concept which is used to express uncertainties.  The 

filter takes as its input an input image, uses Hough transforms 

and peakiness to determine coordinates in the conceptual 

space, and maps from the n-tuple to the prototype which is the 

output of the filter. 

 

 

 

 

 

 

 

 

Figure 6 In the final stage, the Olympic image is mapped to the Circles concept and the LinesAndCircles image is mapped to the 

LinesAndCircles concept. 
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Abstract - This paper discusses the design of a controller 

for low-cost fixed-wing Unmanned Aerial Vehicles (UAV’s) 

using fuzzy rules and fuzzy inference systems. The control 

flow in the architecture design process consists of four levels: 

Guidance, Navigation, Control and Stability, 

Communications. The Fuzzy Logic Control System (FLCS) 

introduced here, is mainly used to control and stabilize the 

aircraft while navigating towards different waypoints defined 

according to the waypoint plan. This idea forms the base for 

an AI approach to the development of an autopilot unlike the 

traditional way of using PID (Proportional Integral 

Derivative) controllers for control and navigation [1]. 

Keywords: Unmanned Aerial Vehicle (UAV), Fuzzy Inference 

Systems (FIS), Flips, Fuzzy Logic 

 

1 Introduction 

Unmanned Aerial Vehicles (UAV’s) have been attracting a lot 

of attention especially in fields like military, civil and research 

applications. In addition to these, UAV’s are also being used 

in traffic control, target acquisition, localization and 

surveillance [2], virtual reality aided control [3], measurement 

of atmospheric composition [4][5], crop monitoring, 

telecommunications, reconnaissance, attack roles and many 

other areas over the last thirty years. Autonomously controlled 

UAV’s are gaining special importance since they do not need a 

radio link like the remote controlled planes and also, very 

minimal human support is required for control, stability and 

navigation.  

 

1.1 Fuzzy Logic and Fuzzy Inference Systems 
 

Fuzzy Logic, introduced by Lofti Zadeh [6] deals with 

reasoning that is fixed or appropriate rather than fixed and 

exact. Fuzzy Logic can be used to describe control or describe 

a system by using “commonsense” rules that refer to 

inadequate quantities [7] [8]. It incorporates a simple rule-

based “if X and Y, then Z” approach to solving a control 

problem rather than attempting to model a system 

mathematically [9].  

 

Fuzzy Inference Systems are designed based on the concept of 

Fuzzy Logic (FL). Fuzzy Inference can be defined as the 

process of formulating the mapping from a given input to an 

output. A Fuzzy Logic System or a Fuzzy Inference System 

(FIS) maps the crisp inputs into crisp outputs. A membership 

function is such a graph that defines how each point in the 

input space is mapped to the membership value between 0 and 

1. A Fuzzy Inference process comprises of five parts: 

fuzzification of the input variables, application of the fuzzy 

operator in the antecedent, implication of the antecedent to the 

consequent, aggregation of the consequents across the rules 

and defuzzification.  

2 System Architecture 

This section introduces a brief overview of the present research 

article. A rule based system is being developed, where the 

control flows from the higher levels to the lower levels. The 

architecture can be described in different operating levels, 

which are assigned to perform four different kinds of 

functions. The user specifies his/her goals in a high-level 

(human-readable) language, which are then converted to tasks 

with the help of the FLIPS (Flight Instruction Processing 

System) parser [10]. The autopilot converts these instructions 

or tasks to fuzzy rules. These fuzzy rules, combined with fuzzy 

inference systems, send out action commands to the actuators. 

The actuators then communicate with the hardware (micro-

controllers) on-board to execute the mission.  

 

The main focus of this paper is the Fuzzy Logic Controller for 

Unmanned Aerial Vehicles, which is solely responsible for the 

Navigation, Control and Stability tasks. Hence, the emphasis 

of this paper would be the process of conversion of the tasks 

to actions which is depicted in Figure 1. 

 

Though the practical implementation involves much more than 

this, the above architecture can be compared to a virtual 

blackboard. The blackboard idea is such that the values from 

every level are posted onto the blackboard. Every level gets its 

instructions or tasks from its corresponding higher level’s 

output values. With the help of the fuzzy inference system 

(controller) and the values posted on the blackboard, the 

autopilot sends commands to the actuators for task execution.  
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Figure 1: UAV System Overview 

 

Since this is a closed-loop feedback system, the current state 

of the aircraft is measured and stored. The controller compares 

these values (current state and the desired state of the aircraft) 

and executes the tasks accordingly. The present architecture is 

considered as a black box which is fully autonomous.  

The UAV autopilot is said to operate in four levels. They are: 

i. Guidance  (via FLIPS) 

ii. Navigation 

iii. Control and Stability 

iv. Communications 

 

 
Figure 2: UAV System Architecture 

 

2.1 Guidance (High Level) 

This level consists of high-level operations (goals and 

missions) specified by the user. Any kind of guidance system 

can be implemented with the present Fuzzy Logic Control 

System. FLIPS (FLight Instruction Processing System for 

Unmanned Aerial Vehicles) grammar developed by Robert 

Eunice has been chosen in order to give instructions / specify 

waypoints (goals) [11]. FLIPS is a grammar used to define 

UAV mission commands in a high-level language that can be 

used as a hardware-independent instruction set architecture 

(ISA) for implementation of commands. The goal of FLIPS is 

to provide a better abstraction between the user and the flight 

hardware. The high-level tasks are specified as FLIPS 

assembly language instructions. These instructions are 

presented to MATLAB in a text file. The commands and 

waypoints used for controller input are specified in the 

example below to create a better understanding for the user. 

An example of FLIPS conversion is as follows:  

Example1.uav 

Commands:      Waypoints – Latitude, Longitude  

Normal = 0       Atlanta = 33.748995, -84.387982  

Take-off = 1      New York = 40.714269, -74.005973  

Inverted = 2       

Hover = 4  

Roll left = 8 

Roll right = 16 

Goals: (High-level instructions)   Example1.uav.asm 

(FLIPS Assembly)  

a.  Take-off          = CMD 1    // Take-off 

b.  Fly to Atlanta at 50 meters  = POS X GEO -84.387982   

                                                       // Atlanta W Longitude                           

POS Y GEO 33.748995  

// Atlanta N Latitude  

        POS Z FIX -50.0    

// 50m Altitude  

            FLY 

c.  Fly to New York       POS X GEO -74.005973  

                // New York W Longitude 

        POS Y GEO 40.714269   

// New York N Latitude  

        FLY  

d.  Fly at 1000 feet        POS Z FIX -304.8   

// 1000 feet = 304.8m 

        FLY  

e.  Loiter and Land        CMD 192    

// Loiter and Land  

These FLIPS assembly commands are the output commands of 

the Guidance level. 

 

2.2 Navigation (Mid Level) 

The mid-level coordinates the task execution by receiving the 

task information (FLIPS Assembly) from the high level. The 

Flight Manager tries to identify the current & desired states of 

the aircraft and sends commands to the next level. These 

commands describe the kind of maneuver and the type of 

maneuver the aircraft needs to perform at that moment. Ex: 

From the above example, (d.) says:  POS Z FIX -304.8 (climb 

to 1000 feet) and suppose the altitude sensor measures the 

current altitude as 200 feet. The altitude difference is 800 feet 

and is very high. The Flight Manager then sends the following 

instruction:  

ΔAltitude = + High => Perform a steep climb  

 

Control is now handed over to the Control and Stability level. 

18 Int'l Conf. Artificial Intelligence |  ICAI'12  |



2.3 Control and Stability (Low Level) 

The lower level receives the instructions from the mid-level 

and then tries to match these to the fuzzy rules designed for 

control and stability of the aircraft. This fires the actual rules 

that perform the maneuver and type of maneuver action. 

Examples of the low-level rules for a steep climb are displayed 

in Table 1:  

 

 Table 1: Steep Climb: (ΔAltitude = + High) 

 

If Then 

Altitude = +High, 

Airspeed = High 

Throttle = VeryHigh, 

Elevator = High 

Altitude = +High, 

Airspeed = Moderate 

Throttle = VeryHigh, 

Elevator = High 

Altitude = +High, 

Airspeed = Low  

Throttle = VeryHigh, 

Elevator = VeryHigh 

 

This level is responsible for the defuzzification of the fuzzy 

output values from the low-level rules fired. These defuzzified 

values are then converted to electrical signals to be sent to the 

actuators. This is then sent to Flight Gear for visualization 

purposes. 

 

The ‘Communications’ level is not being discussed here since 

the system has been implemented and tested in a simulation 

environment only. 

 

3 Implementation 

To attain the readability and flexibility of the present control 

system, the controller has been designed as a rule-based 

system whose architecture is hierarchically structured with 

different layers. Each layer consists of a set of rules and is 

based on the function performed by the autopilot. MATLAB’s 

Fuzzy Logic Toolbox has been used for the development of a 

rule-base to navigate the aircraft. The rules have been 

categorized into four categories – Climbs, Descents, Left Turn 

and Right Turn which are further categorized into 

subcategories of Steep, Moderate and Shallow.  

 

The climbs and descents rules are designed in such a way that 

the main factors - altitude and airspeed; contribute equally to 

the climb and descent paths. Similarly, “Angle of Bank” or 

“Roll Angle” is another factor which is necessary to be 

considered during the turns.  

 

A simulation environment has been provided for the UAV in 

order to provide a platform for testing and tuning algorithms 

and to foresee the behavior of the UAV prototype in different 

scenarios. The simulation can also be used as a part of the 

ground station software to control the UAV.  

 

 
Figure 3: MATLAB Simulink Model 

 

 

In order to build a base for the development of intelligent 

systems, the Fuzzy Logic approach has been considered by 

replacing the traditional PID (Proportional Integral Derivative) 

controllers with Fuzzy Inference Systems. The simulation 

environment (current UAV Simulink model in MATLAB) 

shown in Figure 3 has been developed using Mathwork’s 

Simulink software and FlightGear and has been classified into 

three key components: 

 

3.1 Aerodynamics and Environmental Model 

This contains the ‘Airframe’ and ‘Actuators’ blocks. This 

model is used to characterize the dynamics of a UAV in its 

environment. The effects of the actuators (throttle, elevator, 

aileron and rudder) and the environment including 

gravitational forces, wind forces, aerodynamic forces and 

moments on the motion of the simulated UAV are taken into 

account to generate the total force and moment on the 

Airframe of the UAV. 

3.2 Controller Model 

This consists of the ‘Controller Board’, a combination of two 

fuzzy controllers, one for Turns (lateral controller) and one for 

Climbs and Descents (longitudinal controller). This model is 

used for Guidance, Navigation, Control & Stability and 

Communications. The controller model reads the current state 

of the aircraft from the airframe through the feedback system 

and sends output signals to the control actuators to meet its 

goals. The top-level set points for the fuzzy controllers are the 

three variables: desired altitude, desired heading and desired 
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airspeed. The waypoints are defined as parameters (not inputs 

or outputs) in order to calculate the above three set points. The 

Fuzzy Inference Systems present in the controller block which 

made up of rules and fuzzy membership functions pertaining 

to the inputs and outputs are responsible for all the logic 

behind the controller.  

 

3.3 Visualization Model 

This model communicates with FlightGear and produces 

useful graphical outputs to analyze and monitor the motion of 

the aircraft. This block takes in the 12-input values needed to 

display the state of the aircraft and the output is represented as 

graphical flight simulation. The whole environment is simply a 

feedback loop control system with subsystems built into it. 

This feedback loop control system reports the state of the 

aircraft every 0.005 sec which is said to be its simulation step 

time. The accuracy and the length of time of the resulting 

simulation depend on the size of the step taken by the 

simulation: the smaller the step size, the more accurate the 

results. In the fuzzy controllers used, the membership 

functions are properly chosen and are assigned with 

membership values with intuition by observing the universes 

of discourse of the input and output variables. The aircraft 

would become highly unstable if the values out of the 

specified ranges are used. The FlightGear simulation 

environment used in this project is as shown in Figure 4: 

 

 
    Figure 4: FlightGear Flight Simulator 

 

 

4 Results 

The Fuzzy Logic approach appears to be presenting with 

interesting results in the sense that the autopilot obeys the 

instructions precisely according to the waypoints defined.  

 

 

 

 
Figure 5: Figure 8 with fixed altitude 

 

Figure Units: X-Axis – Matlab Units, Y-Axis – Matlab Units, 

Z-Axis – Altitude (m) 

 

 

 
Figure 6: Figure 8 with varying altitude 

 

Figure Units: X-Axis – Matlab Units, Y-Axis – Matlab Units, 

Z-Axis – Altitude (m) 

 

It also corrects itself from small roll and pitch angle errors 

during straight and level flight. The autopilot has been tested 

with various trajectory paths and just not one to test for 

precision. A comparison of the results  with the PID controller 

model has also been made in order to determine its 

performance. Figures 5 and 6 depict the ‘Figure 8 trajectory’ 

of the aircraft using Fuzzy Logic Control System. As 

presented in Figure 5, the aircraft starts from waypoint (0, 0); 

which represent the latitude and longitude and continues                

to fly according to the waypoints defined in the goal. The axes 
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in the above Figures depicting the aircraft trajectory define 

orientation of the aircraft. The 3D plots in Figures 5 and 6 

display all the three X (Longitudinal Axis), Y (Lateral Axis) 

and Z (Vertical Axis) axes respectively. The beginning and 

end of the trajectory taken by the aircraft in Figure 5 are 

marked with green and red arrows respectively. In Figure 6, the 

altitude increases for the first half of ‘Figure 8 trajectory’ and 

starts decreasing for the second half. The trajectory of the path 

in Figure 6 is- Green, Yellow, Red, Green, Pink, Purple, 

Mustard and Red. The turns, as discussed earlier, seem to 

appear distorted since controlling the altitude and heading 

with rules is a challenging task for the controller and better 

results can be achieved with additional tuning procedures.  

 

 

5 Conclusion and Future Work 

The purpose of this research was to develop navigation and 

control based fuzzy logic controller for Unmanned Aerial 

Vehicles. The simulation results depict an adequate overall 

performance of the autopilot. The results show some 

deflections during the turns which are due to the adjustment of 

the controller with the corresponding rules during every time 

step. Trial and error methods to fine tune them during the turns 

have been performed but it was disappointing to note that not 

much tuning was possible to make them smoother. Every 

method has its own disadvantages and this can be considered 

as a disadvantage of using fuzzy rules for smoothing the turns. 

However, this might be improved by employing a very few 

PID’s for just tuning purposes during the turns. The perfect 

control flow of the architecture at present helps in developing 

a fuzzy model on the hardware much easier without the PID’s. 

A similar model can be used to develop a controller for elevon 

controlled aircrafts like Zagi. This research follows waypoint 

navigation like most of the aircraft control systems. New 

navigation control methodologies can also be employed like 

learning the trajectory path while traversing and coming up 

with a new set of points of interest. 
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Abstract - This paper presents a fuzzy automaton/Kalman 

filter hybrid algorithm (Kalmaton).  Automata are of 

pivotal importance in artificial intelligence (AI), being 

used in knowledge engines such as Wolfram|Alpha.  Also 

they are applicable to emerging needs for predictive 

situational awareness involving data mining and data 

fusion. Kalman filters have many applications which need 

predictive validity, including GPS.  Fuzzy transitions from 

different learning states associated with fuzzy automata 

along with estimation of the true state of a system using a 

Kalman filter creates an algorithm that achieves good 

stability and reaches a decision boundary early. 

 

Keywords: Kalman filtering, automaton, fuzzy logic, 

change detection, state smoothing, machine learning. 

 

1 Introduction 

Formal Languages provide an advantageous framework in 

applications where the essential behavior of a system is 

language-like. A very approachable treatment of Formal 

Languages is given by Revesz [1].  An automaton is a kind 

of language receiver.  Automata are not limited to spoken 

languages but can be used with nearly any sequence of 

symbols.  As an automaton interacts with its environment 

receiving symbols, it undergoes transitions of its internal 

state.  The internal state of the automaton determines, in 

part, what the output (response) of the automaton is. 

Automata learn from the environment what their internal 

state should be.  If you think of an automaton as a 

machine, you may look inside the machine to see what it is 

made of. If you „run‟ the automaton, and let it interact with 

the environment, when you open the box again and look 

you will typically see a different machine.   

 

It is often advantageous to use a fuzzy automaton.  When I 

say “yester,” you go partly into a state where you are ready 

to hear “day.”  But this is not the whole story.  You also go 

partly (slightly) into a state where you are ready to hear 

“year” because yesteryear is also a word you might expect 

to hear occasionally.  Fuzzy automata allow you to work 

with such situations.  They allow your state membership to 

straddle two or more states.  In addition to fuzzy states, 

fuzzy automata also have fuzzy transitions and fuzzy 

output mappings (responses).  Klir and Yuan provide an 

excellent introduction to fuzzy automata [2]. 

 

Fuzzy automata are able to learn from actions    produced 

in the environment by making fuzzy transitions from 

learning state    to learning state      until an admissible 

response    is achieved.  This response corresponds to 

reaching a decision boundary for labelling in active 

learning.  These decisions about what has been detected or 

acquired (the label) inform the user of what is present in 

the environment.  A pernicious problem with fuzzy 

automata is the tendency in applications for the internal 

state to be unstable.  The presently discussed new 

algorithm addresses this problem by integrating 

components of a Kalman filter to smooth the internal state 

of the fuzzy automaton. 

 

Sometimes the state of a system cannot be known 

perfectly.  For example, in GPS it is not possible to know 

the position and velocity perfectly owing to noise and 

environmental effects.  A Kalman filter is used to smooth 

the state vector (position, velocity, etc.) to provide an 

optimal approximation to the true state.  A Kalman filter is 

an algorithm for estimating the true state of a system at 

iteration k by using previous estimates and measured data.  

State estimates     are formed using the previous state 

estimate        and measured data    as well other 

variables including Kalman Gain    and covariance     .  

An engineering approach to Kalman Filtering, with a 

MATLAB disk, is provided by Grewal and Andrews [3] 

while a mathematical discussion is presented in a Dover 

book by Stengel [4]. 

 

The present paper presents a new algorithm which 

addresses the stability problem of the fuzzy automaton by 

smoothing its internal state using a Kalman filter.  An 

example application is change detection.  An example of 

the application of Kalman state-smoothing of a fuzzy 

automaton is presented in Figure 1.  The inputs and outputs 

of the fuzzy automaton are shown.  In Figure 1, in the top 

of the plot, an input signal    over two channels (for 

example, I and Q) has a hidden, low entropy, signal in one 

of the channels (the solid line channel).  The output 

(automaton response)    is three signals that appear in the 

lower half of the diagram.  (Think of them as three 

voters.).  Here the input actions    (the “-.” and black 

curves) produce output    (“-“, “.”, and “+”).  A smooth, 

early arrived at, change detection is demonstrated.  
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Example decision boundaries could be the horizontal lines 

at y = .6. 

 
 
Figure 1: Smooth, early change detection using fuzzy 

automaton with Kalman state-smoothing.  The output 

signals rise in response to the “hidden” signal in the 

solid component of the input. 
 

2 Description of the Algorithm 

This paper presents a fuzzy automaton/Kalman filter 

hybrid algorithm (“Kalmaton”).  The algorithm is an 

iterative predictor device which steps through a sequence 

of steps from     to  , taking input    at each step and 

producing output    at each step.  The elements that occur 

together in this algorithm are: 

 

 
1) An input matrix    of actions from the 

environment external to the device. 

2) A matrix    of outputs returned from the device 

and presented to the user. 

3) An estimate internal state of the system     which 

is updated every iteration,  . 

4) A three-dimensional matrix   of fuzzy state 

transitions. 

5) An aggregate matrix     which is derived from 

the input and the matrix of fuzzy state transitions 

at each iteration k. 

6) A Kalman Gain matrix    which is updated each 

 . 

7) A symmetric covariance matrix    which is 

updated each   using a congruence transform. 

8) A transition matrix  . 

9) A fuzzy response matrix  . 

10) An observation matrix  . 

11) An internal measurement   . 

12) A white noise covariance matrix  . 

 

The sequence of activities of the algorithm at each iteration 

  are as follows: 

 

1) An input    from the environment is aggregated 

(minmax) with the matrix of fuzzy transitions   to 

form fuzzy intermediate matrix    . 

 

           

    
 

                          
(1) 

 

2)       is aggregated with     and the result of this 

aggregation is called measurement   . 

 

              (2) 

 

 Where the operator   is defined as: 

 

        
 

                   (3) 

 

3) The Kalman gain,   , is updated using the 

covariance,     , observation matrix,  , and 

white noise covariance,  . 

 

         
         

       (4) 

 

4) The covariance is updated to become    by using: 

 

                (5) 

 

5) The state estimate update,    , is then formed by 

using the Kalman weighted average with    

serving as the measurement. 

 

                         (6) 

 

6) Finally,     is aggregated with response matrix   

to form the output   . 

 

          (7) 

 

A point of novelty is that the fuzzy intermediate matrix, 

   , is aggregated with the state estimate from the Kalman 

filter,      .  This aggregation amalgamates the state of the 

automaton with the Kalman filter state so that the state can 

be smoothed in order to increase the stability.  A second 

point of novelty is that the aggregate,   , is used as the 

input to the Kalman state update operation.  This allows an 

innovation process that smoothes the output, making it 

easier to place decision boundaries.  A third point of 

novelty is that the output,   , to the user is formed by 

aggregating the state estimate with the fuzzy response 

matrix  .  This allows more flexibility to make the output 

in a format that is conducive to setting decision 

boundaries. 
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The Kalman filter is integrated with the fuzzy automaton 

as a hybrid algorithm, rather than being a Kalman filter 

and automaton in series or parallel.  The block diagram of 

the Fuzzy Automaton with Kalman State-Smoothing is 

presented in Figure 2.  The variables are identified in Table 

1.  Lower-case denotes a vector while upper-case denotes a 

matrix. 

 

Table 1: List of Variables 

Variable Description 

  Iteration Number 

    Estimate State 

   Input from Environment 

   Output to User 

    Fuzzy Intermediate Matrix 

   Kalman Gain 

  Matrix of Fuzzy Transitions 

   State Covariance 

  Response Matrix 

   Measurement of State 

 

3 Application of Algorithm 

The algorithm described by the diagram in Figure 2 was 

demonstrated by coding it as a MATLAB script.  That 

script was executed on an HP EliteBook notebook 

computer, generating the plot appearing in Figure 1.  The 

plot shows a 20x2 matrix input actions,   , represented by 

the “.-“ and solid curves, and a 20x3 output matrix,   , 

which is represented by the dot, dash, and plus curves.  

The meaning of the plot is that there is a smooth response 

to very noisy input actions while an early change detection 

capability is demonstrated as the output signals rise at 

about time k = 14. 

 

For the reduction to practice the authors used the following 

state transition matrix  : 

 

  

   

                    
                    
                     
                     

  
(8) 

 

The input actions,  , were given by: 

 

 

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
           
          
          
          
          
          
          
          
          
          
          
          
          
          
          
         
          
          
          
            

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (9) 

 

The white noise covariance that was used is given by the 

following: 

 

  

   

                    
                     
                    
                     

  
(10) 

 

The observation matrix,  , that was used is: 

 

  

   

                    
                     
                    
                     

  
(11) 

 

The fuzzy response,  , that was used is: 

 

 

    

               
               
               
                

  (12) 

 

The fuzzy state transition used is a 4x4x2 matrix given by 

the following: 
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Figure 2: Fuzzy Automaton with Kalman State-Smoothing block diagram. 
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(13) 

 

The initial state of the system was: 

 

  
                          

(14) 

 

As a basis of comparison, the Kalman filter was extricated 

from the algorithm and the same experiment was run.  As 

can be seen in the example in Figure 3, the automaton 

broke down and failed to respond to the hidden signal. 

 

 
Figure 3.  Automaton breaks down and fails to respond 

to the hidden signal. 

 

The average of 20 Automaton responses shows that the 

automaton breakdown is typical.  See Figure 4.  Here, the 

same input generator was used.  The average of output 

responses of the Kalmaton for the same input signal 

generator is shown in Figure 5.  The response to the 

“hidden” signal is evident. 

 
Figure 4.  Average of 20 sets of automata show that 

utomaton breakdown is typical for the input signal of 

Figure 3. 

 

 
Figure 5.  Average Kalmaton output shows response to 

“hidden” signal is typical. 

 

4 Summary 

A Kalman filter can be incorporated into a fuzzy 

automaton and used to smooth the internal state.  The 

resulting “Kalmaton” can produce a stable automaton 

response while retaining the ability to perform an effective 

change detection. 
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6 Appendix:  MATLAB® Code 

% 
%  Scott Imhoff, PhD           15 June 2011 
%  Palak Thakkar 
% 
 
M = 20; 
 
Actions = rand(M,2) 
  
for k = M/2+1:M 
    Actions(k,1) = sin(2*k/M); 
    Actions(k,2) = Actions(k-M/2,2)^2; 
end 
  
figure 
plot(1:M,Actions(:,1)+1,'k') 
hold on 
plot(1:M,Actions(:,2)+1,'k-.') 
  
I = [1 0 0 0; 0 1 0 0; 0 0 1 0; 0 0 0 1]; 
     
phi = rand(4,4);     
phi(2,1) = phi(1,2); 
phi(3,1) = phi(1,3); 
phi(4,1) = phi(1,4); 
phi(3,2) = phi(2,3);   
phi(4,2) = phi(2,4); 
phi(4,3) = phi(3,4); 
     
Rho = rand(4,4) 
  
H = rand(4,4) 
     
R = rand(4,3) 
  
S = zeros([4 4 2]); 
  
S(:,:,1) = rand(4,4);   
S(:,:,2) = rand(4,4); 
  
C = rand(1,4) 
  
x = rand(4,1)         

  
P = rand(4,4) 
  
B_buffer = zeros(M,3); 
  
for k = 1:M     

 
    A = Actions(k,:); 
     
    [SA] = maxmin(A,S);     
     
    z = aggregate(x,SA)';   
     
    x = phi*x;          
     
    P = phi*P*phi';    
     
    %  Update 
     

    K = P*H'*inv(H*P*H' + Rho);  % Kalman gain 

     
    P = (I - K*H)*P;  % Update covariance 
     
    x  =  x  + K*(z - H*x); % Update state 
  
    [B] = aggregate(x,R); 
      
    B_buffer(k,:) = B(:); 
     
end 
 

  
plot(1:M,B_buffer(:,1),'k+') 
plot(1:M,B_buffer(:,2),'k.') 
plot(1:M,B_buffer(:,3),'k-.') 
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Abstract - Some researchers have proposed a self-
constructing rule-based fuzzy system based on reinforcement 
learning, which often results in a 5-layer neural network. The 
Fuzzy-reasoning Radial Basis Function Neural Network 
(FRBFN) proposed in this paper has only 3 layers to reduce 
its forwarding calculation time. The network has no 
fuzzification and defuzzification in the learning system. The 
Radial Basis Function Neural Network (RBFN) is employed in 
FRBFN to offer the generality and smoothness of the network. 
The conducted experiment shows the proposed network has 
good performance on well training a rule-based fuzzy system 
through reinforcement learning. 

Keywords: fuzzy systems, radial basis function neural 
network, reinforcement learning, supervised learning 

 

1 Motivation 
  The rule-based fuzzy systems have been successfully used 
in many real-world control applications [1]. Many researchers 
have devoted research on constructing rules and membership 
functions by system itself through learning [2][3][4][5]. 
Supervised learning requires sample data sufficiently large 
enough to learn. The use of reinforcement learning is to 
eliminate this requirement. Reinforcement learning method is 
based on a trial-and-error method and therefore no precise 
training pair is required [6][7][8][9][10]. 
 Most researchers have considered a fuzzy system as a 
five layers neural network. This selection is to map input 
variables, input membership functions, rule base, output 
membership functions and output variables to each layer of 
neural network respectively. The use of five layers has 
created a complex neural network that requires high 
computation cost. A less layers of neural network that 
performs the same function is proposed in this thesis. This 
idea comes from the similarity between a Radial Basis 
Function Neural Network (RBFN) and a rule-based fuzzy 
system [11][12]. The proposed network has only three layers: 
input layer, hidden layer and output layer. The layer reduction 
can decrease the computation cost and enhance the learning 
speed of a network system. 

2. The Fuzzy-Reasoning Radial Basis 
Function Neural Network (FRBFN)  

 
2.1  Network Architecture  
 
 The logical network of proposed FRBFN is shown in 
Figure 1. 

 
Figure 1.  Logical Network Architecture of FRBFN 

 
 There are four functional blocks in Figure 1. Action 
Critic Network (ACN), Action Selection Network (ASN) and 
Stochastic Action Modifier (SAM) function blocks are the 
basic components of FRBFN network. The environment 
function block on the right is the target for control purpose. 
 
2.2  Function of ASN 
 
 ASN acts as a rule-based fuzzy logic controller that 
includes three basic components in a fuzzy system: 
fuzzification, inference engine and defuzzification [1]. 
Because of the equivalence between rule-based fuzzy system 
and RBFN[11][12], a RBFN is introduced to implement an 
ASN. The RBFN performs the task of what a fuzzy system 
can do and eliminates the procedures of fuzzification and 
defuzzification. The network architecture of ASN 
implemented by RBFN is shown in Figure 2. ASN receives 
state variables s(t) from environment, such as a controlled 
plant and internal reinforcement signal )(ˆ tr  generated from 
ACN. The state variables offer the information about plant’s 
current status. For the associated reinforcement learning 
system, both the state variables and the internal reinforcement 
signals are used as a criteria to update learning parameters in 
ASN. The values of these parameters are learned and 
consequently generated through the signals of state variables 
s(t) and internal reinforcement signal )(ˆ tr . 
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Figure 2.   Block diagram of Action Selection Network (ASN) 
 

The output of ASN does not directly apply to the 
controlled plant. Instead, the output y(t) of ASN is first sent to 
the Stochastic Action Modifier (SAM). The SAM then tries to 
optimize y(t) to generate a modified output )(ˆ ty  based on the 
predicted reinforcement signal )(tp  at that time and its 
stochastic algorithm.     

 
))(),(()(ˆ ttyNty σ=          (1) 

where N is a normal or Gaussian distribution function with 
mean )(ty  and variance )(tσ . A small value of )(tσ  
indicates the system is closer to a stable situation. For our 
learning algorithm, we choose probability function )(tpσ  as 

)(21
1)( tpp e

t
+

=σ         (2) 

where )(tp  is generated by ACN and is the signal used to 
predict reinforcement signal )(tr . 
 
2.3  Function of ACN 
 
 The function of an ACN shown in Figure 1 is to 
generate signals of )(tp  and )(ˆ tr  by receiving state 
variables and external reinforcement signals. The output 
signal )(tp  is a prediction signal and )(ˆ tr  is an internal 
reinforcement signal. The purpose of )(tp  is to predict the 
infinite discounted prediction signal )(tz and )(ˆ tr  is the 
difference between )(tp  and )(tz . The objective of ACN is 
to model the environment such that it can perform a multi-
step prediction of reinforcement signal for the current action 
chosen by ASN. Using a Radial Basis Function Network 
(RBFN) is proposed to implement an ACN, because a RBFN 
has the ability to approximate the real-valued mapping of 
continuous or piecewisely continuous function. Another 
reason to use RBFN is for total network architecture of 
FRBFN. If both the ASN and ACN use the same neural 
network architecture, some layers of RBFN can be shared. 
The network diagram of ACN is shown in Figure 3. 
 

 
Figure 3.   Block diagram of Action Critic Network (ACN) 

 
 The input space s(t) of ASN and ACN should be 
identical because they all receive same information of s(t) 
from the same environment. The input and hidden layers of 
ASN or ACN can be shared each other. The architecture of 
proposed FRBFN is more compact by sharing the first two 
layers,. The network architecture shown in Figure 4 is 
composed of one ASN and one ACN to form the final version 
of FRBFN. 
 

 
Figure 4.  FRBFN implementation diagram 

 
 The network diagrams of ASN and ACN shown in 
Figure 2 and Figure 3 are merged in Figure 4. There are three 
reasons to combine these two networks: (1) Both ASN and 
ACN have the same network architecture. (2) The input state 
space for these two networks is identical. (3) The numbers of 
hidden nodes in ASN and ACN are identical because of the 
same input state space. Sharing layer 1 and layer 2 by ACN 
and ASN will reduce the memory requirement for storage and 
eliminate the need to recalculate the outputs of hidden nodes. 
And in learning phase, we do learn widths and centers in 
hidden nodes once only because ACN and ASN both use the 
same hidden nodes. These two networks have their own 
weight parameters between layer 2 and layer3. The network 
architecture of FRBFN is simpler and the learning parameters 
are less than others in [3][4][5][6]. 
 
2.4  Learning in Action Selection Network 
 

The parameters that need to be adjusted by learning 
mechanism are centers and widths in nodes of hidden layer 
and the weights between hidden and output layers. One of the 
goals of the ASN is to have output that maximizes the 
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reinforcement signal )(tr . The learning relation can be 
written as: 

i
i m

rm
∂
∂

∝Δ       (3) 

where im  denotes a parameter to be adjusted and imΔ  is the 

amount of adjustment applied to the parameter im  stands for 
in ASN. The relation indicates that the amount of adjustment 
to a parameter is proportional to the strength of its associated 
reinforcement signal. Using chaining rule to expand the right 
part of equation (3), we have 

ii m
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m
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where y is the output of the ASN and 
im

y
∂
∂  denotes the 

amount y is changed when adjustment parameter im  changes. 

The equation (4) shows 
y
r

∂
∂  and 

im
y

∂
∂  are required in order 

to determine 
im

r
∂
∂ . The term 

im
y

∂
∂  is the gradient 

information for output regarding to its operational parameter 
and can be derived easily. But the reinforcement signal is not 

generated in every time step. The gradient value of 
y
r

∂
∂ can 

only be estimated. In our learning algorithm, we use 
stochastic exploration method [13] to estimate gradient 
information

y
r

∂
∂ . For multi-step prediction, the gradient 

information 
y
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∂
∂  is estimated as 
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 The estimation of 
y
r

∂
∂  is defined in equation (5), where 

zt-1 is infinite discounted cumulated outcome. A general 
network architecture of ASN based on RBFN is shown in 
Figure 5. 

 
Figure 5. General Network Architecture of ASN 

 
 
 

2.5  Learning for weights between hidden and 
output layers of ASN 
Let’s discuss weight wij between i-th hidden node and j-

th output. The kernel function used in ASN is Gaussian 
function. From Figure 5, the output yj for j-th output node can 
be expressed as  
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where wij is the weight between i-th hidden node and j-th 
output node. The variable being interested in equation (6) is 
w . The equation (4) can be re-expressed as ( im  is replaced 

by ijw ) 
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where ∑=
i

ijij wy ϕ  denotes the output value of the j-th 

output node in ASN. 
Because ∑ =
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to equation (7), we have 
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 According to equation (3) and equation (8), the learning 
rule for weights between i-th hidden node and j-th output 
node is 
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where 
wASNα  is a positive learning rate for weights in ASN. 

So, the weight wij(t+1) needs to be adjusted by ijwΔ , that is      
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2.6  Learning for centers in ASN hidden layer  
 

The kernel function of hidden nodes in FRBFN is 
Gaussian function. There are two parameters, width and 
center, should be adjusted in hidden nodes. The interested 
variable is center v in equation (6). Because a hidden node in 
FRBFN is a multi-dimensional node, the output of a hidden 
node is a non-linear transformation based on Euclidean 
distance. Therefore, only the calculation of the Euclidean 
norm between input state and its center is required for multi-
linguistic variable cases to perform Gaussian transformation.  
 Since the interested variable is v, by equation (4), the center 
parameters can be adjusted with respect to each individual 
dimension. 
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where i stands for the i-th rule node and j stands for the j-th 
dimension. Referring to equation (5) and (6),  
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the center parameter can be adjusted in every dimension by 
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           a       b       c 
          a: estimated gradient  

b: to decide effectiveness 
c: to decide direction & amount 

Part a is an estimated gradient information, as discussed in 
equation (5). Part b is one of the factors affects the adjustment 
amount. In part c, the nominator decides the direction and 
amount of adjustment. According to equation (3) and equation 
(12), the learning rule for center in j-th dimension of i-th 
output node is 
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where 
wASNα  is a positive learning rate for weight in ASN. 

So, the center vij(t+1) needs to be adjusted by ijvΔ , that is 
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2.6  Learning for widths in ASN hidden layer  
 
 The interested variable is center σ  in equation (6). 
The width in dimensions can be either equal to or different 
from each other. 
 
2.6.1  Equal width in each dimension 
 

A Gaussian kernel function is described in equation (3) 
a hidden node as:  
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Since the interested variable is σ , by equation (4) and (5) the 
width parameters can be adjusted by. 
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According to equation (3) and equation (16), the 
learning rule for width at i-th hidden node is  
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(17) 
where 

σ
α ASN  is a positive learning rate for a width in ASN. 

The width )1( +tiσ  needs to be adjusted by iσΔ , that is 
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Here all width parameters in each dimension are assumed to 
have equal width to simplify the learning algorithm. This 
scaling factor iju  is shown in Figure 5. This assumption does 
not violate the correctness of our proposed network. 
 
2.6.2  Different width in each dimension 
 

Since the interested variable is ji ,σ , by equation (4)(5) 
and (15) the width parameters can be adjusted by. 
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This is the amount need to be adjusted for the i-th node 
in dimension j. According to equation (3) and equation (19), 
the learning rule for width at i-th hidden node is  
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where 
σ

α ASN  is a positive learning rate for a width in ASN. 

The width in each dimension )1(, +tjiσ  needs to be 

adjusted by ji ,σΔ , that is 
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3. Conclusion 
 

The proposed Fuzzy-reasoning Radial Basis Function 
Neural Network has been applied to control a cart-pole 
balancing system and the result has shown our proposed 
system works better. The experiment is not discussed detailed 
here due to space limit. 
 The contribution of this paper can be summarized as: 

1. The Fuzzy-Reasoning Radial Basis Function Neural 
Network (FRBFN) is proposed to incorporate the 
reinforcement learning method with a neural 
network. 

2. Because of the corresponding equivalence between a 
fuzzy system and a radial basis function neural 
network, the proposed FRBFN has only three layers 
due to the elimination of fuzzification and 
defuzzification functions. This feature significantly 
reduces the computation cost. 

3. The suggestion of combining together the input and 
hidden layers of ASN and ACN, which simplifies 
the proposed FRBFN architecture. 

 The formula of adjusting parameters in ASN and ACN are 
derived for the proposed architecture. 
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Abstract - This paper describes a Fuzzy Coincidence 

Analyzing Automaton.  In network applications, when a 

number of channels are being monitored, it often happens that 

signals on different channels coincide in time.  Usually, 

different combinations of coinciding signals in different 

combinations of channels give rise to different semantics.  The 

present algorithm is an automaton, which monitors a set of L 

signal channels and, when pre-selected coincidences occur, 

outputs signals in alarm channels.  Other sets of coinciding 

signals do not activate the alarm.  Alarms may persist until 

reset by a pre-selected set of reset signals on the same L 

channels.  The automaton is fuzzy so that it can operate in 

conditions of varying signal strength and in the presence of 

drop-outs. 

Keywords:  Fuzzy logic, coincidence detection, automaton, 

change detection, machine learning 
 

1 Introduction 

We present an algorithm for monitoring a set of signal 

channels appearing at a number of separate points at fixed 

locations within the same system.  We use a fuzzy automaton 

to monitor the signals so that an alarm can be issued if certain 

known sets of coinciding signals occur.  Several of the 

antecedents of our approach are as follows:  Hildebrand
 
[1] 

applied fuzzy logic to monitoring resource status of enterprise 

systems so that alerts to personnel are sent when triggering 

events occur.  Zaitsev discusses monitoring system resource 

utilization using fuzzy logic rules
 
[2].  Our algorithm works 

for similar applications but uses fuzzy automata to transition a 

fuzzy internal state vector until conditions warrant the 

issuance of an alarm.  Fuzzy automata are discussed in Klir 

and Yuan
 
[3].  The training of fuzzy automata using genetic 

algorithms is discussed in Nguyen, Imhoff, and Kent [4].   

Aggregation is a way of combining matrices that replaces the 

binary multiplication operation with binary min and replaces 

the sum with the max operation.  If ∘ denotes the aggregation 

operation then we have the following: 

(1) 

An example of the aggregation of a 1-D matrix with a 3-D 

matrix is as follows: 

 

 

(2) 

An automaton is a kind of state machine.  There is typically 

more than one state that the automaton can be in.  As symbols 

(inputs) from the environment arrive, the automaton may or 

may not transition from one state to the next, depending on 

the allowable transitions S.  For example, suppose an 

automaton which detects English language receives the 

symbol “th” and transitions to a state i.  If the next symbol 

arriving from the environment is “q”, the automaton will not 

transition to state i + 1 because “thq” is not a word in the 

English language.  If, however, the environment inputs the 

symbol “e”, the automaton will transition to state i + 1 

because “the” is an English word.  When “q” arrives, the 

automaton‟s response is “this is not English.”  When “e” 

arrives, the automaton‟s response is “this is English.” 

 

A fuzzy automaton consists of a 3-D matrix of fuzzy state 

transition,  , of size      , a fuzzy input from the 

environment, which is a vector,  , of length  , a 2-D fuzzy 

response matrix,  , of size    , a vector initial internal 

state vector,  , of length  , a vector current internal state  , of 

length  , and an output 2-D matrix,  , of size    . 

 

The algorithm appears in block diagram in Figure 1.  It 

consists of a Learning Algorithm, by which the automaton 

learns its fuzzy transitions   and a Run Algorithm by which   

is applied to an arriving stream of several channels of data 

represented by  .  It is in operation of the Run Algorithm that 

the system responds to certain combinations of coinciding 

signals and raises the alarm. 

 

The algorithm uses a novel technique of distributing the anti-

diagonal to initialize the 3-D matrix   of fuzzy transitions.  

Other points of novelty include equipping   with a diagonal in 

         to propagate the internal state   and the anti-diagonal 

in          to reset the automaton after an alarm has occurred. 
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2 Description of Algorithm 

In the Learning Algorithm, the matrix of fuzzy transitions S’’’ 

is formed by advancing S through a series of procedures 

which equip S with the properties it needs to function properly 

in the run environment.  As we equip S with the properties it 

needs, S becomes S’, S’ becomes S’’, and S’’ becomes S’’’.   

 

It becomes easy to detect a set of coinciding signals that flip 

the internal state of an automaton.  The internal state of an 

automaton is said to flip when [e1 e2 e3 … ej]
T
 becomes [ej ej-1 

… e1]
T
.  A selected coincidence of signals           is used to 

equip   with the ability to flip the internal state of the 

automaton when the selected signal coincidence occurs.  A 

technique of anti-diagonal distribution is used to determine a 

matrix of fuzzy transitions   .  An example is shown in Figure 

2.  The algorithm provides that each non-zero element of   

activates a portion of an anti-diagonal during an  ∘   

aggregation so that the aggregated intermediate matrix    is 

the anti-diagonal.  Then    reverses the internal state   

during its aggregation with  .  The algorithm for the anti-

diagonal distribution is as follows: 

 

 

 

 

 

 

Figure 1: Fuzzy Coincidence Analyzing Automaton 
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Figure 2: „Distributing the Antidiagonal‟ – Preparing a 

transition matrix so that, when select coincidence occurs, the 

internal state of the automaton flips over. 

 

The next step in the Learning Algorithm is to equip the 

         matrix with the diagonal.  This maintains automaton 

health, meaning that the automaton won‟t get stuck in a state 

where its responses become insensitive to the inputs.  Thus     

is formed.  The next step is to equip the          matrix with 

the anti-diagonal.  This is used to reset the automaton after an 

alarm has been sent.  This is     . 

 

The remainder of the Learning Algorithm serves to make the 

automaton fuzzy and able to respond to exemplar signals in a 

desired way.  For each exemplar, the Euclidean distance 

between the desired output and the actual exemplar output, 

                            , is monitored while      is 

perturbed by the addition of random numbers.  Each 

                             that does not meet a selected 

threshold causes the automaton to reset to     .  After a reset, 

          is aggregated with     ,   is aggregated with   , 

and then   is aggregated with   to produce the next output 

          to be used in the comparison.  This is repeated until 

a fuzzy state matrix   having the desired exemplar responses, 

is obtained. 

 

The Run Mode algorithm provides for the automaton to 

monitor a channel of L signals.  For each time sample, an 

input vector                is formed from the L 

channels.  This is aggregated with the automaton   in order to 

form the intermediate matrix   .  The internal state   is 

aggregated with    to form the updated state  .    is 

aggregated with the response matrix   to form the output 

vector  .  The elements of   represent one time instance of 

the output channels.  As the time index advances, the L 

channels of the input are sampled, processed by the 

automaton, and the output channels (e.g. alarms) are 

generated. 

 

3 Application of Algorithm 

The algorithm was successfully demonstrated.  A program 

Fuzzy_Coincidence_Analyzing_Automaton.m was written to 

illustrate a simple demonstration instantiation of the 

algorithm.  The demonstration input channels and output 

alarm channels are plotted in Figure 3. In this example, there 

are 6 input channels and two output alarm channels.  The 

demonstration shows how a pre-selected fuzzy coincidence 

sets off alarms while dissimilar fuzzy signals and coinciding 

signals do not set off the alarms.  The algorithm analyzes 

coinciding signals to determine if the coincidence is 

important to the overall system and merits the tripping of the 

alarms.  In this demonstration, signals close to 
                     cause the alarms to go off 

while other signals, such as                      
and                      do not cause the alarms 

to go off.  A signal close to                      
is used to reset the alarms.  In this example, the inputs    the 

output of the alarms    the response    the state transitions  , 

and the internal states   and   are all fuzzy.  The fuzzy state 

transitions   were initialized using the anti-diagonal 

algorithm. 

 

Figure 3: Fuzzy Coincidence Analyzing Algorithm.  This 

example has six input channels and two output channels.  An 

alarm occurs when a pre-selected combination of signals is 

present. 

 

4 Conclusion 

Certain sets of events falling together in time may signal a 

system condition that warrants the issuance of an alarm. An 

algorithm for detecting and alarming on certain special 

coincidences was described as well as an algorithm for 

training it.  In the Learning Algorithm, a fuzzy automaton is 

prepared so that an arriving signal Aalarm, that should cause an 

alarm, causes the fuzzy transitions S to form an antidiagonal 
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during the aggregation which forms the intermediate matrix 

SA. 
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6 Appendix :  MATLAB® Code 

%   

%  Fuzzy_Coincidence_Analyzing_Automaton 

% 

%  Scott Imhoff and  Joel Shaklee,          25 August 2011 

% 

%  This fuzzy automaton analyzes coinciding signals  

%  and sends an alarm when the selected combination  

%  of signals occurs. 

%   

%  In this demonstration, signals close to  

%  [.1 .9 .9 .1 .9 .1] cause the alarms to go off while  

%  other signals such as [.8 .9 .8 .2 .1 .1] and 

%  [.9 .2 .8 .9 .2 .1] do not cause the alarms to go off.   

%  A signal close to [.1 .1 .1 .2 .3 .9] resets the alarms. 

% 

%  The matrix of fuzzy transtions S is initialized to respond  

%   to a selected coincidence using a method we  

%   call 'Antidiagonal Distribution' 

% 

%  A is the matrix of fuzzy actions from the environment.   

%  In this example, every action is a vector of length 6.  S is  

%  a 3-D matrix of fuzzy transtions.  In this example, S is  

%  a cube 6 on a side.  R is the matrix of fuzzy transtions,  

%  in this example, R is a 2x6 matrix, producing two  

% output alarms.  B is the matrix of fuzzy outputs.   

%  It represents the two output alarms.  E is the internal  

%  state of the automaton.  In this example, E has length 6.   

%  C is the initial internal state.  C is of the same size as E. 

  

N = 6; 

  

R        = [.9 .8 .7 .6 .5 .4;... 

            .4 .5 .6 .7 .8 .9]; 

         

Aselect = [.1 .9 .9 .1 .9 .1]; 

         

Sdiscrete = AntidiagonalDistribution(Aselect, N) 

  

Sfuzzy = zeros([N N N]); 

  

Sfuzzy(:,:,1) = [-.1 .3 .1 .1 .1 .1;... 

            .2 -.2 .2 .1 .1 .1; ... 

            .1 .3 -.1 .3 .1 .1; ... 

            .1 .1 .2 -.2 .2 .1; ... 

            .1 .1 .1 .2 -.1 .2; ... 

            .1 .1 .1 .1 .1 -.2;]; 

  

Sfuzzy(:,:,2) = [.1 .1 .1 .1 .2 -.2;... 

            .1 .1 .1 .3 -.1 .3; ... 

            .1 .1 .1 .2 .3 .2; ... 

            .1 .1 .1 .1 .1 .1; ... 

            .1 .1 .1 .1 .1 .1; ... 

            .1 .1 .1 .1 .1 .1;]; 

  

Sfuzzy(:,:,3) = [.1 .1 .1 .1 .1 .1;... 

            .1 .1 .1 .1 .2 .1; ... 

            .1 .1 .2 -.2 .2 .1; ... 

            .1 .3 -.1 .3 .1 .1; ... 

            .1 .3 .1 .1 .1 .1; ... 

            .1 .1 .1 .1 .1 .1;]; 

  

Sfuzzy(:,:,4) = [.1 .2 .3 .2 .1 0;... 

            0 .1 .2 .3 .2 .1; ... 

            .1 .2 .3 .2 .1 0;... 

            0 .1 .2 .3 .2 .1; ... 

            .1 .2 .3 .2 .1 0;... 

            0 .1 .2 .3 .2 .1]; 

  

Sfuzzy(:,:,5) = [.1 .1 .1 .1 .1 .1;... 

            .1 .1 .1 .1 .1 .1; ... 

            .1 .1 .1 .1 .1 .1; ... 

            .1 .1 .2 .1 .1 .1; ... 

            .2 -.2 .2 .1 .1 .1; ... 

            -.1 .3 .1 .1 .1 .1]; 

  

Sfuzzy(:,:,6) = [.1 .1 .1 .1 .2 .8;... 

            .1 .1 .1 .3 .9 .3; ... 

            .1 .1 .2 .8 .2 .1; ... 

            .1 .3 .9 .3 .1 .1; ... 

            .2 .8 .2 .1 .1 .1; ... 

            .9 .3 .1 .1 .1 .1]; 

  

S = Sdiscrete + Sfuzzy; 

  

%  Add perpetuator 

  

S(:,:,1) = S(:,:,1) + diag(ones(6,1)); 

 

     

C = [.3 .4 .5 .6 .7 .8]; 

  

  

Actions = [... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 

.1 .1 .1; ... 
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           .9 .3 .2 .1 .1 .1; .8 .9 .8 .2 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 

.1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .1 .9 .9 

.1 .9 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; ... 

           .1 .1 .1 .2 .3 .9; .9 .3 .2 .1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .1 .9 .2 

.1 .8 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .1 .1 .1 .2 .3 .9; .9 .3 .2 

.1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 

.1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 

.1 .1 .1; ... 

           .9 .2 .8 .9 .2 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1; .9 .3 .2 

.1 .1 .1; ... 

           .9 .3 .2 .1 .1 .1; .9 .3 .2 .1 .1 .1  

           ]; 

  

  

[M N] = size(Actions); 

  

figure 

plot(1:M,Actions(:,1)+12,'b') 

hold on 

plot(1:M,Actions(:,2)+11,'g') 

plot(1:M,Actions(:,3)+10,'r') 

plot(1:M,Actions(:,4)+ 9,'c') 

plot(1:M,Actions(:,5)+ 8,'m') 

plot(1:M,Actions(:,6)+ 7,'k') 

  

  

B_buffer = zeros(M, 6); 

  

E_previous = C;  % Initial state 

  

for action_index = 1:M 

  

   A = Actions(action_index,:) % A actions from  

% the environment   

   [SA] = maxmin(A,S);             

                                      

   [E] = aggregate(E_previous, SA)   % Present internal state 

 

    

   E_previous = E;                   % E reiterates 

  

  [B] = aggregate(E_previous, R)     % R maps E_previous  

%  to the output B 

   

   B_buffer(action_index,:) = B(:);    

    

end 

  

  

  

% plot(1:M,B_buffer(:,1)+5,'b') 

% plot(1:M,B_buffer(:,2)+4,'g') 

% plot(1:M,B_buffer(:,3)+3,'r') 

% plot(1:M,B_buffer(:,4)+2,'c') 

% plot(1:M,B_buffer(:,5)+1,'m') 

% plot(1:M,B_buffer(:,6),'k') 

  

plot(1:M, B_buffer(:,1)+1,'b') 

plot(1:M, B_buffer(:,2)+0,'g') 

  

return 

 

 

function [Y] = aggregate(Y_previous,X) 

  

[M N] = size(X); 

  

Y = zeros(1,N); 

  

min_vec = zeros(1,M); 

  

for col = 1:N 

  

   for x = 1:M 

       min_vec(x) = min([Y_previous(x) X(x,col)]); 

   end 

    

   Y(col) = max(min_vec); 

end 

  

return 

 

 

function [SA] = maxmin(A,S) 

  

[M N P] = size(S); 

  

SA = zeros(M,N); 

  

min_vec = zeros(1,P); 

  

for z_row = 1:M 

    for z_col = 1:N 

       for k = 1:P 

           min_vec(k) = min([A(k) S(z_row,z_col,k)]); 

       end 

       SA(z_row,z_col) = max(min_vec); 

    end 

end 

 

function S = AntidiagonalDistribution(Aselect, N) 

  

A = floor(Aselect + .5); 

  

ZeroVec = 0*A; 

  

M = hamming_distance(Aselect, ZeroVec) 
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L = length(Aselect); 

  

eta = L/M 

  

S = zeros(N,N,L); 

  

c = 0; 

  

for k = 1:L 

    if A(k) == 1 

        c = c + 1 

        for i = 1:N 

           if (eta*(c - 1) + 1 <= i) && (i < eta*c + 1) 

              S(i,N+1-i,k) = 1; 

           end 

        end 

    end 

end 

  

return 

 

 

function d = hamming_distance(A, B) 

  

L = length(A) 

  

d = 0; 

  

for k = 1:L 

    d = d + abs(A(k) - B(k)); 

end 

  

return 

 

function S = AntidiagonalDistribution(Aselect, N) 
  
A = floor(Aselect + .5); 
  
ZeroVec = 0*A; 
  
M = hamming_distance(Aselect, ZeroVec) 
  
L = length(Aselect); 
  
eta = L/M 
  
S = zeros(N,N,L); 
  
c = 0; 
  
for k = 1:L 
    if A(k) == 1 
        c = c + 1 
        for i = 1:N 
           if (eta*(c - 1) + 1 <= i) && (i < eta*c + 1) 
              S(i,N+1-i,k) = 1; 
           end 

        end 
    end 
end 
  
return 
 

function d = hamming_distance(A, B) 
  
L = length(A) 
  
d = 0; 
  
for k = 1:L 
    d = d + abs(A(k) - B(k)); 
end 
  
return 
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Fuzzy Artificial Fish Ensemble Extreme Learning Machine

João Fausto Lorenzato de Oliveira and Teresa B. Ludermir
Center of Informatics, Federal University of Pernambuco, Recife, Pernambuco, Brazil

Abstract— Neural networks have been largely applied into
many real world pattern classification problems, and the
combination of neural networks to overcome the natural lim-
itations of single classifiers is one strategy to achieve better
accuracy. Due to the need of having accurate classifiers with
different knowledge for the same problem, ensembles need
to measure their diversity. In this work we employ a Fuzzy
Adaptive Modified Artificial Fish Swarm Algorithm for evolv-
ing Extreme Learning Machine Ensembles. The ensemble
selection is performed by the use of a hierarchical clustering
algorithm, and two diversity measures. Experimental results
show that the proposed method achieved promising results.

Keywords: Neural Networks, Optimization, Ensembles, Fuzzy
Logic

1. Introduction
In the field of pattern recognition the ensemble techniques

based on the combination of different classifiers were pro-
posed in order to improve the accuracy of a system. The
classifiers in an ensemble should be as accurate as possible
and should make different errors [1], hence the classifiers
should present diversity among themselves.

Techniques such as Adaboost [2] and cross validation can
be applied in order to introduce diversity among the base
classifiers. Studies on composing ensembles with artificial
neural networks (ANNs) show that networks with different
topologies can produce promising results [3], and many opti-
mization algorithms may be used to optimize a population of
neural networks and make use of the population intelligence
to compose an ensemble [4].

This work is focused on combining ANNs trained by
the Extreme Learning Machine (ELM) [5] algorithm. Fast
training speed, good generalization performance, small set of
configurable parameters are characteristics of the ELM. The
usual learning methods for single layered or multilayered
neural networks are the gradient descent algorithms such as
the backpropagation (BP) [6], which iteratively adjust the
weights until the algorithm stop condition is reached. The
ELM algorithm is not based on iterative adjustments on the
weights, it uses fixed random initial weights and bias for
training and the output weights are analytically determined.

Classifiers in an ensemble will contribute with its knowl-
edge over a classification region which may vary for each
classifier, thus promoting the diversity among them. To
combine the opinions of different classifiers, the outputs of

each classifier for a given instance are combined through a
fusion rule

Ensembles of extreme learning machines can be found
in [7], which a trimming coefficient is introduced into the
adaboost algorithm in order to use a fraction of the training
set in the initial stages of execution. In [8] cross validation
technique is used as a method for divide the search space
to crate new classifiers. Another implementation of the
ELM algorithm called online sequential ELM (OS-ELM)
[9] algorithm was used in an ensemble strategy in [10].

In this work we use the fuzzy strategy presented in [11] in
order to regulate the local and global search of the Modified
Artificial Fish Swarm Algorithm (MAFSA) and to select
the classifiers with the hierarchical clustering algorithm, and
also we perform experiments with other ensemble techniques
with the ELM algorithm as base classifier.

This paper is organized as follows. On Section 2 a brief
overview of the ELM algorithm and the ensemble methods
based on ELM are given. On section 3 the proposed algo-
rithm is explained. On section 4 the experiments are showed
along with the results of the simulations. The conclusion is
presented on section 5.

2. Extreme Learning Machine
The ELM [5] is a simple algorithm for the training of

single layer feedforward neural networks (SFLNs), whose
learning speed can be faster then traditional gradient de-
scent methods such as back-propagation (BP) [6] and better
generalization capacity may also be obtained.

In this algorithm, the input weights and hidden layer
biases are randomly set, and through matrix operations the
output weights are calculated without tuning. The absence of
a tuning phase, enables the training to be performed faster.

Given n distinct training samples (xi, ti), where xi =
[xi1, xi2, ..., xin]

T ∈ <n and ti = [ti1, ti2, ..., tim]T ∈ <m
(i ∈ [1, ..., n]), the SLFN with s hidden nodes needs to
learn all the training samples. Since the input weights wj =
[wj1, wj2, ..., wjn]

T and hidden biases b = [b1, b2, .., bj ]
(j = [1, ..., s]) are randomly generated, the task performed
in the training phase is to find the appropriate output weights
for the given input weights and biases through the calculation
of the linear system Hβ = T .

The matrix H = {hij} is the hidden-layer output matrix
and hij = g(wj ∗ xi + bj) corresponds to the result
from the jth hidden neuron to xi, T = [t1, t2, ..., ti]
represents the target (desired output) matrix, and βj =
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[βj1, βj2, ..., βjm]T (j ∈ [1, ..., s]) is the output weight ma-
trix. In order to compute the output weights, an inverse
matrix operation is needed. The output weight matrix will
be calculated as the minimum least-square (LS) solution of
a linear system, through a pseudo-inverse matrix operation
[12]. The next step for the calculation of the output weight
matrix is to compute the pseudo-inverse matrix of H which
results in β̂ = H+T .

Through these calculations the ELM algorithm achieves
good generalization performance and the learning speed is
reduced due to the absence of continuous weight adjust-
ments.

3. Fuzzy Artificial Fish Ensemble Ex-
treme Learning Machine

The hybrid algorithm named Modified Artificial Fish
Swarm for the optimization of Extreme Learning Machines
(MAFSA-ELM) aggregates characteristics from AFSA and
DE, and has the primary objective to optimize weights of
ELM.

In order to further explore the search capacity of the
MAFSA-ELM algorithm, we employ fuzzy strategies in oder
to adapt the search process, regulating a global search or
a more refined local search. Yazdani et al. [11] proposed
a fuzzy adaptive strategy to improve the AFSA algorithm
using two approaches: the Fuzzy Uniform Fish and Fuzzy
Autonomous Fish.

Th improve the performance of the MAFSA-ELM al-
gorithm these two strategies are adopted, and after its
execution, an ensemble selection strategy is applied using
the population of ELMs.

3.1 Modified Artificial Fish Swarm Algorithm
The AFSA algorithm [13] is based on the social behavior

of the fishes. Each fish will represent a potential solution,
in the case of ELM optimization, each fish will represent
the input weights and hidden biases. The movements of the
population will be based on the actual position of each fish
and the nearby fishes inside its visual field (visual). Two
important variables are the visual and step which regulates
how the search will be conducted. The step variable will
control how far a fish can move. Higher values of visual
and step the fishes will move faster towards the best solution,
passing through local minimums without getting stuck, this
configuration is desired in the initial stages of execution.
Lower values will produce an exploitation characteristic,
desired on the last stages of the algorithm. Each fish will
be represented by an input matrix Wij and a bias vector bi,
and these informations are used to calculate the distance.

In order to calculate whether a certain fish is within the
visual field of another fish, the distance between them is
calculated using a euclidean distance. The output weights on
the ELM algorithm are unknown a priori, hence the distance

d is calculated as showed on equation 1, where p and q
represent the indexes of two different fishes.

dpq =
s∑
i=1

h∑
j=1

(Wij(p)−Wij(q))
2

+
h∑
i=1

(bi(p)− bi(q))2
(1)

The number of input parameters on a given instance is
represented by s and the number of hidden neurons is
represented by h. The original AFSA algorithm has some
basic behaviors (Follow, swarm and leap) executed by each
fish, the behavior that produces the highest result will be the
one used for updating the fish position. The Follow behavior
as shown in equation 2 influences the fish by the best fish
inside its visual range Wmax (not necessarily the best fish
in the swarm).

Follow(Wi) =Wi + rand()step
Wmax −Wi

‖Wmax −Wi‖
, (2)

The swarm behavior influences the fish based on the
central position (represented by Wc) of the fishes inside
its visual field. The swarm behavior strengthens the idea
of group search, and is presented in equation 3.

Swarm(Wi) =Wi + rand()step
Wc −Wi

‖Wc −Wi‖
(3)

And the leap behavior, presented on equation 4, represents
the capacity of the fish to move on its own, independent of
any other fish.

Leap(Wi) =Wi + rand()step (4)

Since the traditional Artificial Fish Swarm Algorithm
does not perform well, a new behavior is introduced, using
the genetic operators of Crossover/Mutation [14] from the
Differential Evolution algorithm. The Crossover/Mutation
behavior will produce new individuals based on informations
of the population independently of their position in the
search space. This behavior chooses randomly three fishes
from the swarm, and then a new fish is created based on their
positions and a mutation factor. The next step is to mix the
informations of the created fish, with the original fish based
on a given probability. If the new individual performs better
on the validation set, then the position is updated.

In the modified AFSA algorithm (MAFSA), the additional
behavior was inspired by the capacity of fishes to evolve
and be selected by nature. For that purpose we use the
Differential Evolution (DE) algorithm proposed by Storn
and Price [14] which is known as one of the most effi-
cient evolutionary algorithms. In order to create the next
generation of individuals, the algorithm uses mutation and
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crossover operators. The new behavior is executed in three
steps: Mutation, Crossover and Selection [14]. The first step
is the mutation:

Wi =Wr1 + F ∗ (Wr2 −Wr3), (5)

where r1,r2 e r3 are distinct indexes randomly chosen and
F is an amplitude factor with values within the range (0, 2).
In the crossover phase, a new vector V is created with the
same dimensionality of the individuals.

Vij =

{
Wij if rand() < CR and j = rdInd(i)
Wij if rand() > CR or j 6= rdInd(i)

(6)

If the new vector has better fitness than its predecessor,
the new vector will be selected, otherwise the predecessor
will be selected.

By adding the crossover mutation behavior, the probability
of finding better solutions increases due to the total amount
of possible results (4 results) instead of the original 3 (from
the three original behaviors), so the algorithm incrementally
has more chances to find better solutions. And the reason
why this new behavior is not affected by the visual and
step parameters is simply to produce more diversity in
the results and occasionally escaping from local minimums.
Since rdInd(i) is a randomly chosen index from the entire
swarm, informations from the best (or worst) fishes could be
gathered to produce a new individual (new solution), so this
new behavior adds a stochastic strategy to the algorithm.

The first step is to initialize the population (weights and
biases) along with the parameters, including the distance
matrix of each fish for initialization of the visual parameter.
Then each fish will execute all the behaviors, however the
position adjustments will be accomplished by the behavior
that yields the highest accuracy on a validation set.

Once the weights and bias are adjusted with the best val-
ues, this information is used to calculate the input variables
for the fuzzy engine. There are to main approaches to this
fuzzy strategy called Fuzzy Uniform Fish (FUF) and Fuzzy
Autonomous Fish (FAF) [11].

3.2 Self-Adaptation with Fuzzy Autonomous
Fish and Fuzzy Uniform Fish

The fuzzy strategies adopted will adjust the values of
the visual and step parameters, based on the FUF and FAF
approaches. In order to control the balance between global
search and local search, another parameter, constriction
weight (CW ), will be introduced for the adjustments of the
parameters in both approaches. The adjustment procedures
are presented as follows:

visuall+1 = CW ∗ visuall (7)
stepl+1 = CW ∗ stepl (8)

In the Fuzzy Uniform Fish Ensemble ELM (FUFE-ELM)
approach every fish in the swarm shares the same values for

the visual and step parameters. Thus, the population will start
searching locally or globally at the same time. The fuzzy
engine based on FUF consists of two inputs and one output.
The input parameters are the ratio of improved fish, and the
iteration number. The output parameter is the constriction
weight. The iteration number, is the proportion between the
current iteration and the total number of iterations. The
algorithm needs to perform a global search in the initial
stages of the algorithm, so the reduction of the visual and
step parameters in these stage must be minimal. Near the end
of the execution the algorithm has already approached the
global optimum region, and needs to perform a local search,
thats when higher values of the iteration Number parameter
will influence significantly on the reduction of the visual and
step parameters.

Table 1: Fuzzy Associative memory for the FUF Engine [11]

Iteration Number Ratio of Improved Fish Constriction Weight
L H VH
L M H
L L M
M H H
M M M
M L L
H H M
H M L
H L V L

The ratio of improved fish is the proportion of fishes
that find better solutions (weights and biases) to the total
number of fishes. When most of the artificial fishes find
better solutions the value will be close to 1, then there is
no need to reduce the visual and step parameters. However,
when the proportion is close to 0, there is no improvement
on finding better solutions , the two parameters are reduced
in order to perform a local search, raising the probability of
finding better solutions.

In the Fuzzy Autonomous Fish Ensemble ELM (FAFE-
ELM) approach, each fish will have its own visual and
step variables with individual adjustments, producing more
diverse results and allowing that a given fish start to perform
more refined local search earlier than other fishes. This
strategy could led to more diverse ensembles since each
fish is capable of start a local search before the others, and
consequently it could find a better solution.

In the initial stages of the algorithm these variables have
the same value, and will be individually adjusted through
the execution based on the output of the fuzzy engine which
is calculated using three input parameters namely Distance
from best, Fitness Ranking and Iteration Number.

The Distance from best rank-based parameter which is
based in the distance between the fishes and the best fish
(with highest validation accuracy), the distance is calculated
in the same way is shown on equation 1. After the distance
is computed, all distances are sorted, and then the proportion
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Fig. 1: Fuzzy Uniform Fish Membership Functions. 1a
Iteration Number. 1b Ratio of improved fish. 1c Constriction
Weight.

(a) Iteration Number (b) Ratio of Improved Fish

(c) Constriction Weight

of the current rank to the total of fishes is presented to the
fuzzy engine. When the distance to the best fish is low, then
the visual and step parameters will be less reduced, however
when a fish is close to the best fish then those values are
decreased considerably, in order to perform a more refined
search.

The Fitness Ranking is based on the fitness of each fish
with respect to the validation accuracies obtained with the
ELM algorithm. All fitnesses from each fish will be sorted
and then the proportion to the total amount of fishes will be
presented. Lower rankings on this variable will produce less
reductions on the visual and step parameters. The Distance
from Best will have the same definitions as in the FUF-ELM
approach.

On figure 2 the membership functions are presented for
each variable.

Fig. 2: Fuzzy Autonomous Fish Membership Functions. 2a
Iteration Number. 2b Distance from best. 2c Fitness Ranking.
2d Constriction Weight.

(a) Iteration Number (b) Distance from Best

(c) Fitness Ranking (d) Constriction Weight

Table 2: Fuzzy Associative memory for the FAF Engine [11]

Distance from Best Fitness Ranking Iteration Weight
L L H V L
L L L V L
L L L L
L M H L
L M M M
L M H V L
L M L H
L H H L
L H M M
L H L V L
M L H V L
M L M L
M L L M
M M H L
M M M M
M M L H
M H H M
M H M H
M H L VH
H L H L
H L M M
H L L H
H M H M
H M M H
H M L VH
H H H M
H H M H
H H L V L

The swarm will loop through the algorithm until a stop
condition (number of iterations) is met. The steps for en-
semble selection will be explained on Section 3.3.

3.3 Ensemble selection
The ensemble selection phase is executed after the FAFE-

ELM algorithm is finished. Our criteria for selection are
the performance and the diversity of each classifier. In the
literature there are many diverse measures such as interrater
agreement, double-fault, Q-statistic [1]. In this work we will
use a two-stage selection. The first stage will use a pairwise
measure of diversity namely Double-fault, and this measure
yields the probability of two given classifiers be both wrong,
and the application of the hierarchical clustering algorithm to
reduce the number of possible ensembles. The second stage
uses the Entropy diversity measure which will measure the
diversity of an ensemble.

In [15], this measure was used for the construction of a
distance matrix for distinct classifiers, and group them with
a hierarchical cluster algorithm. In this work we will use the
same approach as was used in [15], however with the ELM
classifiers optimized differently by the MAFSA algorithm.
This measure will be used to compute a distance measure
to build a distance matrix that will be used for the selection
of the classifiers of the ensemble.

Di,m = 1− u(−1,−1)

u(−1,−1) + u(1,−1) + u(−1, 1) + u(1, 1)
(9)
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The diversity measure is given above, where u(−1,−1)
indicates the number of cases where both classifiers are
wrong, u(−1, 1) is the number of cases where only the first
classifier is wrong, u(1,−1) is the number of cases where
u(1, 1) number of cases that neither of them are wrong.

With the distance matrix we apply the hierarchical cluster
algorithm [16] to group the classifiers based on their diver-
sity. Lower values of the distance mean that there are more
coincident errors between the classifiers, thus they present
lower diversity. The classifiers with lower distances are put
in the same cluster. Classifiers that present higher distance
will be grouped in a different cluster, as they will make fewer
coincident errors.

In the first step, all classifiers are considered to be in
individual clusters, and they are iteratively grouped based on
the smallest distance between them. The distance between
two different clusters will be the highest distance between
two classifiers that belong to each of them.

Algorithm 1 Fuzzy Artificial Fish Ensemble Extreme Learn-
ing Machine
c← 0
Initialize population P, ∀pi ∈ P
while c < C do

while i < N do
Determine Output Weights of fish i βi and assess the classification accuracy
CAi

Execute the behaviors (follow(pi), swarm(pi), leap(pi),
crossover −mutation(pi))
Update with the best result :
pi ← max[follow(pi), swarm(pi), leap(pi), crossover −
mutation(pi)]
i← i+ 1

end while
Calculate parameters for the fuzzy engine (Uniform Fish, or Autonomous Fish)
CW c+1

i ←fuzzy_Engine(Distance from best, Fitness Ranking,Iteration Num-
ber) ×CW c

i
c← c+ 1

end while
Build distance matrix with the Double-Fault diversity measure
Group the Ensembles with the Hierarchical Cluster
Use the Entropy diversity measure to select the final ensemble

The hierarchical clustering was used because the num-
ber of possible ensembles in a set of classifiers V =
v1, v2, ..., vT is equal to

∑T
r=1

(
T
r

)
, thus the brute force

approach is unfeasible. So the number of possible ensembles
is reduced through the hierarchical clustering approach. By
the end of the clustering process, all the possible ensembles
clustered by the hierarchical algorithm are tested using the
outputs of each classifier on the validation set, combined by
the majority vote rule. During the simulations we verified
that more than one ensemble may yield the same highest
value. In order to select the best ensemble among the
ones with highest accuracy, we use an entropy [1] diversity
measure. The entropy is a non-pairwise diversity measure,
that verifies how diverse is an ensemble of classifiers. The
ensemble with highest entropy value, is selected as the final
ensemble.

This approach does not exclude the possibility of using all
the classifiers in the population, the criteria for comparing

the ensembles is the entropy diversity measure. In the
algorithm 3, the pseudocode for the FAFE-ELM algorithm
is presented.

4. Experiments
On the experiments we used the ELM, Dynamic Adaboost

Ensemble ELM (DAEELM), EN-ELM, FAFE-ELM, FUFE-
ELM, and a standard Artificial Fish Ensemble-ELM with
no self-adaptation (AFE-ELM). They were applied on five
(Sonar, Ionosphere, Horse, Glass and Vehicle) datasets from
UCI machine learning repository [17].

The data from each dataset were split into training set
(50%), validation set (25%) and test set (25%) randomly
generated for 30 iterations. Except for the EN-ELM algo-
rithm that uses 75% for training and 25% for testing. All
algorithms receive the same testing set.

Table 3: Results for all data sets

Data set Method Mean SD h

Sonar ELM 72.97 4.58 20
AFE-ELM 78.65 7.03 20

FAFE-ELM 78.97 8.11 20
FUFE-ELM 76.35 6.67 20

EN-ELM 71.47 5.41 20
DAEELM 75.20 4.82 15

Vehicle ELM 73.99 2.55 20
AFE-ELM 77.61 2.57 20

FAFE-ELM 77.30 2.56 20
FUFE-ELM 77.81 3.36 20

EN-ELM 72.74 2.52 20
DAEELM 73.22 2.41 20

Ionosphere ELM 85.82 4.31 20
AFE-ELM 90.43 3.58 20

FAFE-ELM 89.00 4.55 20
FUFE-ELM 89.57 3.52 20

EN-ELM 79.60 4.41 20
DAEELM 85.89 3.62 20

Horse-colic ELM 65.54 2.76 20
AFE-ELM 68.60 4.14 20

FAFE-ELM 69.05 4.39 20
FUFE-ELM 68.77 3.95 20

EN-ELM 62.86 3.30 20
DAEELM 65.51 3.58 20

Glass ELM 63.76 5.58 20
AFE-ELM 66.05 4.83 20

FAFE-ELM 66.12 4.43 20
FUFE-ELM 65.81 4.49 20

EN-ELM 66.36 5.28 20
DAEELM 62.33 5.67 15

Diabetes ELM 76.92 1.19 20
AFE-ELM 78.13 3.44 20

FAFE-ELM 78.00 3.03 20
FUFE-ELM 78.29 3.06 20

EN-ELM 76.98 3.17 20
DAEELM 75.97 1.58 15

For each iteration all the classifiers receive the exact
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training, validation and test sets. All the attributes from the
datasets were normalized into the interval [0..1]. The simula-
tions were performed with 10, 15 and 20 hidden neurons, and
the configuration that produced the best result was selected.
The optimization algorithms are executed for 50 iterations.
The initialization of the MAFSA-ELM parameters in this
work is described as follows: The visual parameter was set
as the mean of all the initial distances between the fishes.
The number of fishes N = 30, step = 0.6, crowd factor
δ = 0.8, in this work we set the visual parameter as the mean
for all the initial distances between the fishes. Amplitude
factor for the mutation F = 1 and crossover rate CR = 0.5.
The same parameters for the MAFSA-ELM algorithm are
also used on the AFE-ELM, FUFE-ELM and FAFE-ELM.
The EN-ELM algorithm only has the number of folds=10
and the number of hidden neurons as an input parameter. The
configuration for the DAEELM algorithm is the trimming
factor γ=0.1.

The experiments were measured with respect to the mean
accuracy on the test set. The analysis of the results was
performed through the use of the Wilcoxon Sign-rank test
with 95% of confidence interval.

On Table 2 the results for all the data sets are presented.
Under an empirical analysis the proposed methods per-
formed better on the Diabetes (FUFE-ELM) ,Horse (FAFE-
ELM), Vehicle (FUFE-ELM), Sonar (FAFE-ELM) datasets.
Using the Wilcoxon sign-rank test the FUFE-ELM, FAFE-
ELM and AFE-ELM performed similarly in all data sets, and
they were superior to all other algorithms (ELM, DAEELM,
EN-ELM) except for the Glass data set where the EN-ELM
algorithm also achieved a similar result with higher standard
deviation. The DAEELM and the EN-ELM algorithms per-
formed worse than the single ELM classifier in some data
sets because there is no guarantee that the classifiers in these
ensembles will be accurate and diverse enough. Since some
data sets are unbalanced, in the EN-ELM algorithm some
folds might not have all the classes and this can contribute
negatively for the training of the base classifiers.

The DAEELM algorithm draws samples with reposition,
according to the current probability distribution, hence the
accuracy of the weak classifier on the drawn sample may
not be the best. The algorithm can easily stop on early
iterations if the size of the sample set is equal to the size
of the training set ant the error is above 0.5. This leads to
ensembles with few classifiers and without the possibility
to raise the accuracy of the system. The number of hidden
neurons was the same for almost all techniques except for the
DAEELM which, in some datasets, achieved its best values
with 15 hidden neurons.

5. Conclusions
In this paper, we applied two fuzzy strategies in order to

adjust the parameters of the Modified Artificial Fish Swarm

Algorithm on the optimization of Extreme Learning Ma-
chines, and combined the individuals through a hierarchical
clustering algorithm.

The hierarchical clustering algorithm uses a distance
matrix based on the double-fault diversity measure. After
the ensembles are formed, the entropy diversity measure is
used to select the final ensemble. The performance of the
tested algorithms was evaluated with well known benchmark
classification datasets (Ionosphere, Diabetes, glass, sonar, ve-
hicle and horse-colic), obtained from UCI Machine Learning
Repository [17].

Experimental results show that our hybrid obtained
promising results, in some datasets achieved better accuracy
on the test sets.

As future works, we plan to evaluate the influence of using
other fusion rules as well as other clustering algorithms for
the composition of ensembles. Other optimization algorithms
used for evolving an ELM population such as Particle swarm
optimization (PSO) [18] could be explored for evolving
ELM ensembles.
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Abstract - This paper proposes a new fuzzy neural system 
that deals with fuzzy training samples. That is, the proposed 
learning system includes training of a neural network using 
fuzzy training samples, and it outputs fuzzy value  according 
to a set of given rules. The learning algorithm used in the 
system is composed of two phases. The first phase transforms 
crisp samples into fuzzy ones; the second phase trains the 
network according to the fuzzy samples through a new neural 
network structure proposed in this paper. Finally, two error 
evaluation methods and comparison between them are given. 

Keywords: Fuzzy logic, neural network, mean solution,  

gragh solution. 
 

1 Introduction 
 Fuzzy logic [1] and neural networks [2] play an important 
role in the modeling of intelligent control in complex systems. 
Their combination is widely used in solving problems such as 
classification, identification, pattern recognition and so on. 

 There are three common ways to combine these 
techniques. The first one is a fuzzy neural network [3] (FNN), 
which increases the efficiency of the neural network and its 
velocity of convergence; the second one is a neural-fuzzy 
system[4], the activation function of which is related to fuzzy 
relations or fuzzy operators; the third one is a fuzzy neural 
hybrid system[5], where fuzzy logic and neural networks 
perform separately to attain a common goal. 

 In our previous studies, the first and second types used 
crisp input-output samples to train the neural network and to 
output crisp values. Using these approaches, FNNs embed 
fuzzy logic into a neural network and use that fuzzy logic in 
order to reach some goal; however, the input and output 
values of these networks are crisp values. In this paper, by 
contrast, the neural network uses crisp logic, but the input and 
output values are fuzzy values.  In other words, the previous 
approaches and the new approach operate in opposite ways. 

 The new neural fuzzy system can deal with fuzzy input-
output training samples, but also with crisp training samples. 
And, it can output fuzzy values according to fuzzy rules given 
in advance.  The new approach adds two extra layers in front 
of the network to generate fuzzy training samples. These 

additional layers generate crisp training samples and then 
fuzzify them for use as input to the network.  

 The organization of this paper is as follows. In section 
2, we briefly introduce the preliminaries of the paper: fuzzy 
logic theory and neural network theory. Section 3 presents 
the main structure of the system and algorithm used in the 
new network. Section 4 is an example of the system. Finally, 
the experiment of the example is shown and the conclusion is 
summarized. 

2 Preliminaries 
2.1 Fuzzy Logic Theory 
 Fuzzy logic is a form of many-valued logic; it deals 
with reasoning that is approximate rather than fixed and 
exact. In contrast with traditional logic theory, where binary 
sets have two-valued logic, fuzzy logic variables may have a 
true value that ranges in degree between 0-1. Fuzzy logic is 
used to handle the concept of partial truth, in which the value 
may range between completely true and completely false. 
Furthermore, when linguistic variables[6] are used, these 
degrees may be managed by specific functions called 
membership function, which is a function from a universal set 
U to the interval [0,1]. A fuzzy set A is defined by its 
membership function  μ 	over U.  

2.2 Neural Network Theory 
 Artificial neural networks refer to computer algorithms 
and structures that mimic the function of the biological 
neutrons. Similarly, it is composed of artificial neurons. The 
connections of the biological neuron are modeled as weights. 
A negative weight reflects an inhibitory connection, while 
positive values mean excitatory connections. The following 
components of the model represent the actual activity of the 
neuron cell. All inputs are modified by a weight and summed 
altogether. This activity is referred as a linear combination. 
Finally, an activation function controls the amplitude of the 
output. For example, an acceptable range of output is usually 
between 0 and 1, or it could be -1 and 1.  

 Mathematically, this process is described in Figure 1. 
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Figure 1. Neural network structure. 

 This network has an input layer (on the left) with m 
neurons, a hidden layer (in the middle) and an output layer 
(on the right) with n neurons. 

 There is one neuron in the input layer for each predictor 
variable. In the case of categorical variables, N- 1 neurons are 
used to represent the N categories of the variable.  

 Input Layer : A vector of predictor variable values 
from x1 to xm is presented to the input layer. The input layer 
distributes the values to each of the neurons in the hidden 
layer. In addition to the predictor variables, there is a constant 
input of 1.0, called the bias that is fed to each of the hidden 
layers; the bias is multiplied by a weight wij and added to the 
sum going into the neuron.  

 Hidden Layer : Arriving at a neuron in the hidden 
layer, the value from each input neuron is multiplied by a 
weight, and the resulting weighted values are added together 
producing a combined value, which is fed into a transfer 
function, which outputs a value. The outputs from the hidden 
layer are distributed to the output layer.  

 Output Layer : The y values are the outputs of the 
network. If a regression analysis[7] is being performed with a 
continuous target variable, then there is a single neuron in the 
output layer, and it generates a single y value. For 
classification problems with categorical target variables, there 
are N neurons in the output layer producing N values, one for 
each of the N categories of the target variable.  

3 Neural fuzzy system with crisp input 
and fuzzy output 

 Herein, we consider a neural fuzzy system with a rule 
base of R rules, e.g., n-input m-output. The jth control rule is 
described as following form: 

 Rj: IF x1 is A1 AND x2 is A2 AND …AND xn is An, 
THEN y1 is B1 AND y2 is B2 AND … AND ym is Bm. 
Where j is a rule number, n is the total number of input 

variables and m is the total number of output variables, A1-
An denotes the fuzzy set over the universe of x(X) and maybe 
not identical to each other, B1-Bm denotes the fuzzy set over 
the universe of y(Y) and maybe not identical to each other. 

 However, we cannot use fuzzy words to train the neural 
network and the conception of fuzzy logic can be introduced 
to solve such problem. In fact, it is necessary to use fuzzy 
values which depict the degree to which a crisp value belongs 
to a fuzzy set (fuzzy words) to train the neural network. By 
transferring the crisp samples into fuzzy ones, we could train 
the neural network using the fuzzy samples and output fuzzy 
values. 

 The whole structure of the neural fuzzy system with 
fuzzy output is show as Figure 2. 

 We can see from the picture that the whole neural 
network has several parts: Input layer, Fuzzification layer, 
Neural training layer and Output layer.  

 There may be many dashed parts. The dashed area is 
similar to the solid part but differ from each other 
corresponding to different rules. That is, the number of the 
solid parts and dashed parts depend on the number of the 
rules. We will give the reason why there is dashed part later. 

 

Figure 2. Fuzzy neural system. 

 Take a simple rule as an example: 

 (R1) IF x1 is Small AND x2 is Small, THEN y is Small; 
(R2) IF x1 is Small AND x2 is Large, THEN y is Middle; 
(R3) IF x1 is Large AND x2 is Small, THEN y is Middle; 
(R4) IF x1 is Large AND x2 is Large, THEN y is large. 

 There are 4 rules in the example, where n is 2 and m is 
1, A1 (Small) and A2 (Small) denotes the fuzzy set (fuzzy 
words) over the universe of x, which are not identical to each 
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other in rule 1 but identical in rule 2, since A1 is Small and 
A2 is Large, B1denotes the fuzzy set (fuzzy words) “Small” 
over the universe of y, B2 denotes the fuzzy set (fuzzy words) 
“Middle” over the universe of y, B3 denotes the fuzzy set 
“Large” over the universe of y.  

 The network structure of this example is show as Figure 
3. 

 

Figure 3. Fuzzy neural system with two inputs and one output. 

         Specification: 

 Input layer:  If the neural fuzzy system is given 
suitable fuzzy training samples containing fuzzy values, this 
layer isn’t a necessary part. But, what is the suitable fuzzy 
training sample? Just as the name implies, a suitable fuzzy 
training sample is a training sample whose members are 
fuzzy values corresponding to some fuzzy set (word). 
Besides, “suitable” means that the training sample must obey 
the rules we set in advance.  

 The main goal of this layer is to generate some crisp 
training samples randomly, each of which contains 
independent variable values and expected values of induced 
variable.  

 Using the example above, obviously, there are 2 
independent variable values (x1, x2) and 1 expected value y1. 
Specifically, we should generate members of a training 
sample in the same universe of discourse for x and do the 
same for y. 

 Fuzzification layer: This layer is also redundant if the 
neural fuzzy system is given suitable fuzzy training samples 
containing fuzzy values. 

 If necessary, it transfers the training samples into fuzzy 
ones according to fuzzy logic theory. For each value in a 
sample, firstly, the system gets several membership function 
values corresponding to the current value being checked 
within its universal; secondly, compare membership function 

values and get the biggest one as a member of the fuzzy 
sample, at the same time, records the fuzzy word with the 
biggest membership function value. That is the maximum 
membership degree principle[8].  

     

(a)                   

           

(b)                              

                            
(c) 

                            
(d) 

                                                             

 

(e) 

Figure 4. Membership fuction curve of fuzzy set (a) “large” 
with universal x, (b) “small” with universal x, (c) “large” with 
universal y, (d) “small” with universal y, (e) “middle” with 
universal x. 
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 Assuming there is a training sample <24, 42, 
90>.Firstly, the system gets 2 values for “24” according to the 
curve in graph(a) and graph(b); Secondly, compare them, get 
the biggest one --- max( (24), (24)) and the fuzzy 
words “small” since max( (24), (24)) is 

(24). 

 Sometimes, we generate some samples which are not 
accordance with the fuzzy rules we care, at this time, we 
discard these useless samples.  

 In the given example, we should notice (from the 
membership function graph of x and y) that the fuzzy sets 
(fuzzy words) over x and over y we have defined are not 
always the same but it could be. 

 Neural training layer: The function of this layer is 
similar to existing neural network, but the difference between 
them is that the system proposed in this paper use different 
structure related to the different rule to train the neural 
network in order to output expected value in keeping with the 
rule. In addition, we may make use of the same neural 
training layer working area, instead of open up a new 
working area. That is why there is dashed part in Figure 2 and 
3.  

 Output layer: This layer outputs fuzzy values labeled 
by output fuzzy words. It is easy to see that one output has 
two meanings. One is the fuzzy set (word), the other is the 
fuzzy value corresponding to this fuzzy set. The point is how 
to decide for a fuzzy output which fuzzy set it belongs to. 
Deciding the fuzzy set of the output according to the given 
rules and the record of the fuzzy words of the inputs is a 
direct method.  

4 Evaluation methodology 
4.1 Graph solution 
 Here, we introduce a new evaluation methodology 
called “graph solution” to evaluate the performance of the 
neural network. This method can only be applied when the 
membership functions are given. 

 Step1: Draw the membership function of different fuzzy 
sets given the same universal in one graph. 

 For example,  Figure 5 denotes the graph solution for y 
within the universal 0-100. 

 Step2: Find the biggest values for each interval. For 
example, [0-27]: (y) has the biggest values;[27-53]: 

(y) has the biggest values;[53-100]:(y) has the biggest 
values. 

 Step3: Within each interval, find out the difference of 
the biggest membership function value and the smallest 

membership function value for the fuzzy word with the 
biggest values. Obviously, the example above has the same 
differences, which are “ (0) - 	 (27)”, “ (40) 
- (27)” and “ (80) - (53)”. 

 

 

Figure 5. Graph solution. 

 If the error is between “0” to “0.47”, the training of the 
neural network is reasonable. 

 We should notice that this method is useless if we do 
not know the membership function. 

4.2 Mean solution 
 If there is a one-many relationship between the inputs 
and targets in the training data, then it is not possible for any 
mapping of the form to perform perfectly. It is 
straightforward to show that if a probability density P(Y|X) 
describes the data, then the minimum of error measure is 
attained by the map taking X to the average target 

                                P |                                        

 Any given network might or not be able to approximate 
this mapping well, but when trained as well as possible it will 
form its best possible approximation to this mean.  

 For the fuzzy linguistic inputs and outputs, one input set 
may match along with many outputs. We calculate the 
average target based on P(Y|X) for each rule. 

5 Experiment 
Rule specification: 

 (R1) IF x1is Small AND x2 is Small, THEN y is Small; 
(R2) IF x1 is Small AND x2 is Large, THEN y is Middle; 
(R3) IF x1 is Large AND x2 is Small, THEN y is Middle; 
(R4) IF x1 is Large AND x2 is Large, THEN y is large. 

Original training sample: 
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 Universal of x (X) and Universal of y (Y) are [0,100]. 
We just generate randomly these samples such as (x1, x2, y), 
each of which ranges from 0 to 100, inclusively. 

Algorithm to train the neural network: 

   BP Algorithm. 

Neural network structure: 

   4 layers having 3, 3, 3 and 1 neutrons respectively. 

Experiment environment: 

   Matlab. 

5.1 Experiment using graph solution 
 The system generates 100000 samples randomly, where 
28793 samples are satisfied with the 4 rules in the example. 
Using these training samples to train the neural network, we 
get error values below (Figure 6) and the error is reasonable 
since it fall within the interval [0-0.47] according to the 
“graph solution” mentioned above. 

 

Figure 6. Training error using graph solution. 

 Using 14428 testing samples on this network, we get 
error values shown as Figure 7. The result is approximately 
between 0-0.47 and reasonable. 

 

Figure 7. Testing error using graph solution. 

5.2 Experiment using mean solution 
 Assuming P(Y|X) of each rule is an average 
distribution, we easily calculate the average target for four 
rules and they are 0.8313, 0.8375,0.8375,0.8313 separately. 
We get error values below (Figure 8).  

 

Figure 8. Training error using mean solution. 

 Using 14455 testing data samples on this network, we 
get error values shown as Figure 9. The result is between 
0.015-0.04 and reasonable. 

 

Figure 9. Testing error using mean solution. 

 Experiments show that the graph solution goes a litter 
faster than the mean solution to get to a stable state. However, 
mean solution could deal problems which have background 
knowledge P(Y|X). They are determined by properties of 
probability mathematics and the practical needs. So, we could 
realize that mean solution make use of known conditions 
more sufficiently. On the other hand, graph solution would be 
chosen if we do not want to fix fuzzy output and there is no 
background knowledge at all. 
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6 Conclusions 
 This neural fuzzy system could deal with problem of 
fuzzy rules. 

 Obviously, this system can input crisp values and output 
fuzzy values, which is more convenient compare to previous 
fuzzy neural networks with crisp inputs and outputs. 

 In addition, this system is also suitable for fuzzy 
reference problems. That is, if we are given the membership 
function value of X, what the membership function value of 
Y should be? It is already known that there are different fuzzy 
reasoning rules defined by human-beings in the fuzzy logic 
area, such as Mamdanian Larsen fuzzy reference[9], Zadeh 
fuzzy reference[1], and so on. We may choose different 
methods doing fuzzy reference. But which method is better? 
It depends on needs. For complex reference problem, fuzzy 
neural network system could be used to get the relationship 
between fuzzy variable X and Y---R(X, Y), which is a good 
method to get a suitable rule according to our needs.  
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Abstract - This paper presents two optimal approaches of 

two-stage fuzzy controller for traffic signals at isolated 

intersections. Firstly, in the light that traffic status variables in 

two-stage controller leads to the inefficiency of traffic status 

weakening under low traffic flow, a two-stage combination 

fuzzy controller is designed from the perspective of structural 

optimization; this controller introduces 0-1 combination and 

determines the variables of fuzzy controller’s inputs according 

to real-time traffic status identification. Secondly, aiming at 

the problems of fuzzy controller parameter empirical settings 

and functional disability of learning, a two-stage fuzzy logic 

traffic signal controller with online optimization is proposed; 

this controller introduces the rolling horizon framework and 

optimizes parameters of membership functions and controller 

rules by an improved hybrid genetic algorithm. The 

performance of the two proposed models is validated via 

online Paramics-based simulation platform, and extensive 

relative simulation tests have demonstrated the potential of the 

proposed controllers for adaptive traffic signal control. 

Keywords: Traffic signal; fuzzy logic; combination fuzzy; 

hybrid genetic algorithm; isolated intersection 

 

1 Introduction 

 Single fuzzy controller considers all of status variables 

which lead to the increasing number of control rules and 

interference among status variables, or the only selection of 

queue length as status variable could not respond to traffic 

status[1,2]. Multi-stage fuzzy controller takes traffic status 

variables such as queue length, phase time, and saturation etc., 

into account, and processes these status variables dispersedly, 

optimizes phase sequences, and improves the performance of 

fuzzy controllers[3,4]. However, the adoption of standard four 

phase structures ignores the noncritical traffic flow and right 

turn flow, leading to insufficient response to fluctuation of 

complex traffic flow and weekending of traffic status under 

the low or medium saturation at intersections, and due to 

empirical parameters assured by experts, multi-stage fuzzy 

controller is still without learning ability[5]. From previous 

optimization work on the selection of traffic status variables 

and structure of fuzzy controller to current optimization of 

controller parameters with intelligent algorithms. 

Optimization of fuzzy logic-based control for traffic signals at 

isolated intersection have attracted the attention of scholars at 

home and aboard. 

 Ballester[6], Henry[7], and Bingham[8]etc., introduces 

artificial intelligent algorithms, such as genetic algorithm, 

neural networks, reinforcement learning, to learn fuzzy 

controller’s parameters in the course of traffic signal control’s 

interaction with traffic environment, and the simulation results 

indicate effectiveness of multi-stage fuzzy optimizing control, 

but many of which are off-line optimizing methods, and 

performance of these controllers mainly depend on the 

efficiency of optimizing algorithm, the valid sample sets, and 

the design of the feedback function. Genetic algorithm(GA) 

has the ability of global search and does not depend on 

gradient information and experiential knowledge[9]. In the 

light of this, Lekova[10], Kim[11] and Yang[12]etc., widely 

employs GA in researches of parameter optimization of fuzzy 

controllers, which could be divided into there categories: 

optimizing fuzzy membership parameter under experimental 

fuzzy rules, optimizing of fuzzy rules under experimental 

membership parameters, and optimizing membership 

parameters and fuzzy rules at the same time. Moreover, the 

majority of existing methods applies Matlab and computer 

program to simulate operation of traffic flow at intersections 

which does not represent the actual traffic flow in the road 

network, and thus lacks simulation evaluation method to 

evaluate implementation of fuzzy optimal controller[13]. 

 Along the line of previous studies and in response to the 

above critical issues of traffic intensity-based two stage fuzzy 

controller, this paper presents adaptive two-stage fuzzy 

controllers for traffic signals at isolated intersections: 

architecture, algorithms, and online Paramics simulation. The 

remainder of this paper is organized as follows. Section II will 

detail the research scope and illustrate traffic intensity-based 

two-stage fuzzy control model for traffic signals. Section III 

illustrates two-stage combination fuzzy control model for 

traffic signals, including modeling theory analysis and 

conceptual models. Section IV details HGA-based two-stage 

fuzzy controller, which includes rolling horizon framework, 

online optimization design of two-stage fuzzy controller, 

objective function based on traffic status identification, and 

solution algorithm. Section V evaluates the proposed fuzzy 

controller with extensive experimental tests via Paramics-

based simulation platform of online two-stage fuzzy optimal 
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control, which still includes development of Paramics-based 

simulation platform via Matlab and VC++ hybrid 

programming, and Paramics simulation experiment design. 

Section VI analyzes simulation results in detail. Section VII 

concludes the work. 

2 Research scope and two-stage fuzzy 

model for traffic signals 

2.1 Experimental test intersection 

 A typical cross intersection is shown in the left of Fig.1. 

The intersection has four approaches, and each approach has 

three types of traffic flow named straight flow, left flow and 

right flow. When right traffic volume is heavy, to avoid that 

vehicles interweave with each other and affect the passing 

efficiency by disrupting the straight flow in the opposite 

direction and the left flow in the same direction, the right-turn 

vehicles are under the signal control to simulate a real-world 

control environment, and the revised standard four-phase is 

shown in the right of Fig.1. 
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Figure 1.  Experimental test intersection 

 To detect real-time traffic flow arrival and departure of 

each lane at intersection, the strategic and tactical loops are 

respectively deployed in each lane of each approach. As 

shown in left part of Fig.1, the tactical loops are deployed 

before the stop line to detect the throughput of each lane, 

including the number of leaving vehicles and their departure 

time, while the strategic loops are deployed at a distance of 

150m away from tactical loops upstream of each approach to 

detect the arrival traffic demand of each lane, including the 

number of arrival vehicles and their arrival time. 

2.2 Two-stage fuzzy control algorithm 

 Following basic principles of traffic signal control such 

as the maximum and minimum cycle and the maximum and 

minimum green time, the two-stage fuzzy control algorithm is 

as follows: (1) give minimum green time to the current green 

phase until the remainder of green time is 2s; (2) traffic 

intensity module determine red-urgency or green-urgency of 

each phase according to real-time detected traffic flow data, 

and select the red phase with maximum red-urgency as the 

next target green phase; (3) decision module determines 

extension time of current green phase (ge) based on green-

urgency and maximum red-urgency; (4) whether to switch 

current phase is determined by control logic that phase switch 

to next target green phase if ge is less than 6s. 

2.3 Structure of two-stage fuzzy controller 

 The Control rules of traffic signal fuzzy controller 

increase by exponent with the increase of the number of status 

variables, and each status variable interferes with each other. 

In order to make traffic signal fuzzy controller to respond to 

traffic flow change swiftly, this paper introduces traffic 

intensity to apply the two-stage fuzzy control model for 

isolated traffic signals, and denominates traffic intensity of red 

light phase and traffic intensity of green light phase as red 

urgency and green urgency respectively depending on their 

control features. Following this, the number of control rules 

decreases through multi stage and the interference between 

status variables of green light phase and those of red light 

phases is avoided. The structure of traffic signal two-stage 

fuzzy controller is shown in Fig.2. 
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Figure 2.  The structure of traffic signal two-stage fuzzy controller 

 The first stage is to determine the level of the traffic 

statues, which includes determining the urgent degree of red 

phase, the urgent degree of green phase and the optimal 

choice of next target phase. Among the three items, analyzing 

the traffic flow data collected at intersections, the urgent 

degree of red phase and the urgent degree of green phase are 

determined by green urgency module and red urgency module 

to evaluate the traffic intensity of signal phases. As to adapt to 

the dynamic features of traffic flow at intersections and the 

non-uniformity of traffic flow distribution, the function of the 

optimal choice of next target phase is aimed at selecting the 

highest phase among the urgent degree of red phases as the 

next target phase of green light, so as to achieve the 

optimization of phase sequence. 

 The second stage is to determine the extension time of 

the phase of green light. Based on the urgent degree of the 

current green phase and the urgent degree of the current red 

phase, the values of the current extension time of current 

green phase is determined by decision module. 

 The details on the above three fuzzy modules that 

determine red urgency, green urgency and decision time 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 53



respectively could see Yang’s models[12]. Because of the 

uncertainty of traffic flow arrival for different phases, to 

consider non-critical flows, the average value of traffic flow 

parameters is selected as the input of controllers. And to 

formulate the reasonable control scheme representing traffic 

reality, vehicle flows of right turn are taken into account. 

3 Two-stage combination fuzzy model 

3.1 Theory analysis of modeling 

 The urban traffic signal two-stage fuzzy controller is 

influenced by the choice of traffic status variables and the 

reasonable setting of control parameters. When saturation of 

traffic flow is high, a certain number of queuing vehicles  

appears in each red light phase, thus it is hard to accurately 

represent the traffic status at intersections only considering the 

number of queuing vehicles, and  two-stage fuzzy control 

based on traffic intensity, considering the phase time traffic 

status variables, meets control demands. However, the traffic 

flow is free under the condition of low vehicle flow and the 

number of queuing vehicles is less[3-5]. Under this situation, 

traffic status at intersections is weakened due to consideration 

of phase time and two-stage fuzzy control under low traffic 

flow approximately equals to the minimum-cycle based 

control. The reasons of the worse performance in low traffic 

flow condition is illustrated as follows: (1) Because of the 

short extension time of green phase, the phases switches 

frequently, and most of new coming vehicles have to queue 

before going through intersections; (2) Because of the 

consideration of time of red light phase, the waste of green 

time under no queuing vehicles is severe as the queuing 

vehicle of the new green light phase is less. 

 Thus, the status variables’ choice of two-stage fuzzy 

controller’s inputs should be directly relevant to traffic status 

at intersections. The choice of status variables is determined 

by features of traffic status. Based on respective traffic status 

variables of different traffic status at intersections, the 

structure of fuzzy controller under different traffic status 

should  be adaptive. 

3.2 Conceptual model of comination fuzzy 

 In the light that the standard fuzzy controller has 

achieved better control performance under low traffic flow 

and two-stage fuzzy control based on traffic intensity has 

achieved effective performance under high or middle traffic 

flow, the two-stage combination fuzzy control for urban 

traffic signals introduces “0-1” combination[14], in which 

choose the number of queuing vehicles as the traffic status 

variable under the condition of low traffic flow and thus apply 

the standard traffic signal single-stage fuzzy control 

(SFTSC)[2], while choose the phase traffic intensity as the 

traffic status variable under the condition of high traffic flow, 

and thus apply the traffic signal two-stage fuzzy control 

(TFTSC)[12]. The conceptual model of traffic signal two-

stage combination fuzzy control is shown in (1). 

0

0

              
 

              

SFTSC if Y Y

TFTSC if Y Y






                      (1) 

 In (1), Y0  denotes total flow rate of intersections. And 

the identification of high or low traffic flow at intersections 

applies the method of two-dimension traffic status 

identification in reference [15]. According to the features of 

high or low traffic flow, the standards of identification of high 

and low traffic flow uses the threshold of free status that is Y0 

is 0.42 while occupancy of intersections is lower than 0.33. 

 Based the real-time ability of traffic signal control 

schemes and demand of the balanced transition of control 

schemes, Tc is selected as roll optimization cycle of two-stage 

combination fuzzy controller, that is at every Tc, by judging 

the traffic status of the intersection, the model of fuzzy 

controller for the following control interval is selected based 

the traffic status at isolated intersections. 

4 Online optimization design for two 

stage fuzzy control 

4.1 The rolling horizon framework 

 This paper optimizes parameters of membership 

functions and parameters of fuzzy rules at the same time[9]. 

To set the parameters of two-stage fuzzy controller response 

to real-time traffic conditions at intersections, this study 

introduces the rolling horizon[16]. With detecting traffic data, 

at each control interval, the controller parameters can be 

updated to adapt to real-time traffic flow characteristics 

accordingly. The framework of rolling horizon is shown in 

Fig.3. And the illustration of rolling horizon are as follows. 

 (1) Detect real-time traffic data during entire control 

time horizon H, such as arrival and leaving vehicles, etc.; (2) 

Setting length of projection stage T, decide each roll period 

length or each control interval(the accumulated time under 

latest controller with optimal parameters is just over To), and 

optimize parameters of fuzzy controller by hybrid genetic 

algorithm(HGA) according to quasi real-time historical traffic 

data; (3) Update parameters of fuzzy controller in time after 

optimization; (4) Repeat the above optimization process when 

it comes to the next control interval. 
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Figure 3.   Illustration of the rolling horizon 
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 And the structure of two-stage fuzzy controller based 

hybrid genetic algorithm for traffic signals is shown in Fig.4. 
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Figure 4.  Structure of optimal two-stage fuzzy control system 

 In Fig.4, the designed HGA-based optimal fuzzy control 

system  includes four following sub-modules: the two-stage 

fuzzy control in implementation, the reappearance of quasi 

real-time historical traffic flow, HGA-based optimization of 

parameters of fuzzy controllers and history database for 

managing traffic data. 

4.2 Objective function based on traffic status 

identification 

 This study adopts average delay at an intersection as 

evaluation index of each controller with specific controller 

parameters. There are two methods to calculate delay: 

Mesoscopic numerical simulation[17] and Microsimulation 

[18]. Limited to the support of secondary development kits of 

most simulation software, this study employs mesoscopic 

numerical simulation to model the  average delay.  

 To model the discrete process of vehicle arrival at 

intersections, the assumption that one vehicle is queuing when 

it just arrives strategic loops is mostly used. Though delay 

models based this assumption fit better relatively under high 

saturation that traffic volume at intersection is heavy and there 

are certain queuing vehicles at most approaches, the delay 

error is larger under low saturation due to vehicle’s discrete 

process between strategic and tactics loops. Therefore, this 

study models average delay at intersections based traffic 

status identification[15]. Under low saturation, the newly 

arrived vehicles enter the queuing with the possibility of 

50%[12], while the newly arrived vehicles enter the queuing 

with the possibility of 100% under high saturation[17]. 

4.3 Solution algorithm 

 (1) Decoding for controller parameters 

 The traffic intensity-based two-stage fuzzy controller 

employed in this study has two input variables and one output 

variable, and all of which are divided into five fuzzy sets. 

Decoding for this controller includes parameters of 

membership function and fuzzy rules. To improve control 

algorithm’s accuracy and solution algorithm’s convergence 

speed, real number encoding is designed to decrease the 

length of the chromosome. As shown in the left part of Fig.5, 

this study adopts triangle membership function to reduce the 

number of controller parameters, and let the base vertices of 

each membership function separately superpose centers of two 

adjacent membership function, consequently, with the center 

of membership functions, its position and shape could be 

effectively given. 

 For the chromosome of control rules,, to decrease the 

complexity and enhance the real-time ability of controller, 

utmostly 25 controller rules could be selected. considering 

following integer matrix R: 
5 5,[ ]    [1,5], [1,5]ijR r i j   , 

while rij is a integer within [1,5], denoting the index value of 

output of fuzzy sets. Then R can be converted into a row 

vector R’ that can denote the chromosome of fuzzy rule, i.e. 

replacing the first element of the next row just behind the last 

element of the former row. Individual coded schema of two-

stage fuzzy controller is shown in the right part of Fig.5. 
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Figure 5.  Decoding for parameters of fuzzy controller 

 (2) Hybrid genetic algorithm 

 A GA-based heuristic(HGA) extended form the method 

by Yang has been developed to yield approximate solutions 

for each control interval during the entire optimization 

period[15]. The proposed heuristic features its capability to 

identify the solution closest to the best solution by introducing 

simulated annealing algorithm to enhance the local optimal 

capability of genetic algorithm. The process of improved 

hybrid genetic algorithm is as follows: 

 i) Initialization: generate initial population, and initialize 

GA and SA parameters. According to generation and fitness 

value, crossrate and mutationrate is adaptive. 

 ii) Fitness evaluation: Evaluating performance of each 

controller with specific controller parameters is to calculate 

average delay at intersection (d) based traffic status 

identification, then the fitness value is computed in (2). 

1
( )

1
f d

d



                                       (2) 

 iii) Selection: roulette wheel selection. 

 iv) Crossing: non-uniform arithmetic crossover operator. 

 v) Mutation: non-uniform mutation operator, by which 

the degree of mutation is adaptively adjusted with generation 

and fitness value.  
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 vi) Elitist strategy: replace the worst individual by the 

best. 

 vii) Local optimization by Simulated Annealing: 

introduced the best individual of cur-generation as initial 

vector, enhancing the local optimization via SA. 

 a) Generate new individuals by status function of SA; 

 b) Select the individual by metropolis principle in SA; 

 c) Judge the stability of SA, if non-steady, go to a); 

Otherwise, execute annealing operation and go to step viii); 

 viii) Judgment of termination principle: if n<Gen, go to 

Step2. Otherwise, output the best solution. 

5 Case study 

5.1 Quasi-online Paramics-based simulation 

platform 

 Traffic simulation, which could simulates the operation 

of traffic flow under different control strategies, is an effective 

evaluation approach for urban traffic signal controls. The 

microscopic simulator Paramics was employed as an unbiased 

evaluator for model performance, and a Paramics-based 

simulation platform of quasi-online two-stage fuzzy 

optimization control is developed. The Paramics-based 

simulation platform of two-stage fuzzy optimization control 

consists of implementation module for actual control and 

optimizing module for learning parameters. Taking the 

efficiency of optimizing module into account, in the process 

of optimizing, the implement module is still operating. The 

novel optimizing codes come into operation just at the end of 

previous optimizing request. The following are the features of 

the developed simulation platform:  

 (1) To shorten the development cycle and improve the 

accuracy of fuzzy decision, three types of fuzzy controller are 

developed via Matlab;  

 (2) To make Paramics simulation platform of fuzzy 

control interact with above three fuzzy controller, the hybrid 

programming of Matlab and VC++ is introduced by which 

interface between VC++ and Matlab is defined and control 

strategies such as actuated control, two-stage fuzzy control, 

and HGA-based two-stage fuzzy control are secondarily 

developed into Paramics via Paramics API[18], and to 

establish the communication between implementation module 

and optimal module, database-based command queuing 

technology is used;  

 (3) Physical simulation network for a typical urban 

isolated intersection is developed via Paramics’s Modeler 

module, and by loading control strategies’ Plug-in into 

Paramics, the performance of those traffic signal controllers 

could be validated under different traffic scenarios designed 

in Paramics. 

5.2 Paramics simulation 

 (1) Simulation algorithm 

 Following the basic algorithm of two-stage fuzzy control, 

in the two-stage combination fuzzy controller, Tc is 5min, that 

is when the accumulated time is just over 5min, two-stage 

combination fuzzy optimization module selects the most 

appropriate fuzzy controller based real-time traffic status at 

intersections; For HGA-based fuzzy controller, T is 10min 

and To is 8min, that is when the accumulated time under latest 

controller with optimal parameters is just over 8min, HGA-

based two-stage fuzzy optimization module learns parameters 

of three fuzzy controllers, and updates the parameters of fuzzy 

controllers of implementation module at the end of parameter 

optimization. 

 (2) Simulation scenarios 

 In order to examine the proposed control method under 

different traffic flow conditions and different traffic flow 

fluctuation, this paper designs a variety of simulation 

scenarios, including uniform arrival for each approach, a 

sudden change in one of direction flows, and unbalanced 

arrival for each approach. The specification of simulation 

scenario is as follows: 

 i) Simulation length is 13h, approach arrival flow ranges 

from 400 to 1600 per hour. And every per hour is a simulation 

time period, and the turning ratio of left-straight-right 0.25-

0.60-0.15; 

 ii) To simulate traffic fluctuation in short-term, vehicle's 

departure rate in 10min intervals per hour, set in the Profiles 

of Paramics, is as follows: 15-11-17-22-16-19; 

 iii) According to the design standard of urban roads in 

china that the capacity of straight, left and right are 1650pcu/h, 

1550pcu/h and 1550pcu/h, the key simulation parameters of 

mean driver reaction time(MDT) and mean headway time 

(MHT) are respectively calibrated to1.8s and 1.5s; 

 iv) To overcome the stochastic nature of simulation 

results, an average of 20 simulation runs has been used. 

 (3) Simulation experiments 

 Experiment I is designed to verify two- stage 

combination fuzzy control (CTFIFuzzy), compared to fixed-

timing, actuated, and traffic intensity-based two-stage fuzzy 

control. Here, fixed-timing scheme (Fixed) is Webster signal 

timing under average traffic flow at intersections (05:0-

06:000)[19], while in actuated control (Actuated), detector 

loop is 30m away from the stop line, and the extension unit 

time is 3s[15]; and traffic intensity-based two-stage fuzzy 

control (TFIFuzzy) adopt Yang’s method[12]. And compered 

to fixed-timing, actuated and two-stage fuzzy control based 
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traffic intensity, experiments II are designed to validate two-

stage fuzzy control based HGA (GAFuzzy). 

 Considering traffic flow characteristics and safety 

demands at signalized intersections, simulation parameter 

settings are as follows：maximum green time for phase1 and 

phase 3 is 80s, while 50s for phase 2 and phase 4, and 

minimum green time for four phases is 12s. 

6 Results 

 Performance indices in this study are average delay 

(Delay), average queuing number (Queue) and average speed 

(Speed), and approach throughput (Count). Among them, 

speed and throughput are benefit indicators, while delay and 

queue are efficiency indicators. 

 (1) Two-stage combination fuzzy controller 

 Simulation results of the two-stage combination fuzzy 

control’s performance are shown in Fig.6. The performance of 

two-stage fuzzy controller is poor in the low traffic flow due 

to the weakening of traffic status, which result in the frequent 

shifts of phases and the waste of phase green time when less 

vehicles passing. Throughout the whole simulation process, 

combination fuzzy control is stable, and compared to the fixed, 

actuated or two-stage fuzzy control, the performance of 

combination fuzzy controller are improved greatly. For 

example, the delay decreases by 30% to 10%. And simulation 

results indicate that this controller improves the performance 

of two-stage fuzzy control in low traffic flow conditions. 

 

Figure 6.  Simulation results of two-stage combination fuzzy controller 

 (2) HGA-based two-stage fuzzy controller 

 Simulation results of HGA-based two-stage fuzzy 

controller’s performance indices are shown in Fig.7. 

Throughout the simulation process, HGA-based two-stage 

fuzzy control is stable. Performance of delay, queue length 

etc., are better than those of fixed-timing, actuated control and 

two-stage fuzzy control. Furthermore, performance of this 

controller is still getting better as traffic arrival volume of 

each approach is increasing. Taking delay as an example, 

compared to the actuated control, fixed control, and two-stage 

fuzzy control, GA-based fuzzy control decreases delay by 

27%, 30% and by 13% respectively. 

 

Figure 7.  Simulation results of HGA-based  two-stage fuzzy controller  

 At a certain control interval, taking the red urgency 

module as an example, the differences between membership 

functions with empirical parameters and membership 

functions with optimized parameters are shown in Fig.8. 

 
(a) The fuzzy sets of empirical settings 

 
(b) The fuzzy sets aft optimization 

Figure 8.  Parameters of Membership functions of Red urgency judgment  

7 Conclusions 

 This paper presents two adaptive two-stage fuzzy 

controllers for unban traffic signals at isolated intersections. 

From the perspective of structural optimization, the two-stage 

combination fuzzy controller introduces 0-1 combination, in 

which the single-stage controller will be applied under low 

traffic flow, while the traffic intensity-based two-stage fuzzy 

controller will be used under medium or high traffic flow. 

This combination controller determines traffic status variables 

of fuzzy controller’s inputs depending on the traffic status at 

intersections, and adapts to the influence of traffic flow 

change on the performance of different fuzzy controllers. 

Then, aiming at the problems of fuzzy controller parameter 

empirical settings and functional disability of learning,  the 

HGA-based two-stage fuzzy control introducing rolling 

horizon framework develops an adaptive optimization 

framework of fuzzy controller to adjust fuzzy membership 

functions and controller rules with on-line learning. At regular 

time intervals, HGA-based controller employs a hybrid 

genetic algorithm to efficiently yield the reliable solution 

through reappearance of statistical traffic flow. Experiments 

are carried on typical urban isolated intersection and the 

performance of proposed model and algorithm is validated via 

Paramics-based simulation platform of on-line two-stage 

fuzzy optimization control. 
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 Extensive Paramics simulation results indicate that 

different traffic signal controller has its application boundaries. 

It is reasonable that combination fuzzy control selects traffic 

state variables of fuzzy controller according to traffic status at 

intersection, which improves the performance of two-stage 

fuzzy control in low flow conditions; and HGA-based fuzzy 

controller learns parameters with quasi-online optimization, 

which is stable and get better performance. Compare to fixed-

time, actuated, and two-stage fuzzy controller for different 

traffic conditions, the two proposed controller offer a better 

performance as the traffic flow increases, and control effects 

are consistent with traffic manager’s control object. 
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Abstract— A Firefly Algorithm (FA) based on Fuzzy PID 

controller is proposed in this paper to solve the Load 

Frequency Control (LFC) problem in a deregulated 

environment. In multi area electric power systems, if a large 

load is suddenly connected (or disconnected) to the system, 

or if a generating unit is suddenly disconnected by the 

protection equipment, there will be a long-term distortion in 

the power balance between that delivered by the turbines 

and that consumed by the loads. This imbalance is initially 

covered from the kinetic energy of rotating rotors of 

turbines, generators and motors and, as a result, the 

frequency in the system will change. This paper applied a 

fuzzy controller to solve this problem. The results of the 

proposed controller are compared with the classical fuzzy 

PID type controller and classical PID controller through 

ITAE and FD performance indices. 

Keywords; FA, Load Frequency Control, Two-Area Power 

System, Deregulated Environment. 

I.  INTRODUCTION 

For large scale electric power systems with 

interconnected areas, Load Frequency Control (LFC) is 

important to keep the system frequency and the inter-area 

tie power as near to the scheduled values as possible. The 

input mechanical power to the generators is used to 

control the frequency of output electrical power and to 

maintain the power exchange between the areas as 

scheduled. A well designed and operated electric power 

system must cope with changes in the load and with 

system disturbances, and it should provide acceptable 

high level of power quality while maintaining both 

voltage and frequency within tolerable limits. Many 

control strategies for Load Frequency Control (LFC) in 

electric power systems have been proposed by 

researchers over the past decades  [1] . 

The foremost task of LFC is to keep the frequency 

constant against the randomly varying active power 

loads, which are also referred to as unknown external 

disturbance  [2] . Another task of the LFC is to regulate the 

tie-line power exchange error. A typical large-scale 

power system is composed of several areas of generating 

units. In order to enhance the fault tolerance of the entire 

power system, these generating units are connected via 

tie-lines. The usage of tie-line power imports a new error 

into the control problem, i.e., tie-line power exchange 

error. When a sudden active power load change occurs to 

an area, the area will obtain energy via tie-lines from 

other areas. But eventually, the area that is subject to the 

load change should balance it without external support. 

Otherwise there would be economic conflicts between the 

areas. Hence each area requires a separate load frequency 

controller to regulate the tie-line power exchange error so 

that all the areas in an interconnected power system can 

set their set points differently  [3] . 

There are lots of techniques to solve the LFC problem 

in power system [4]. The Proportional Integral (PI) 

controllers have been broadly used for the load frequency 

controllers [5]. The LFC design based on an entire power 

system model is considered as centralized method. In [6] 

and [7], this centralized method is introduced with a 

simplified multiple-area power plant in order to 

implement such optimization techniques on the entire 

model. However, the simplification is based on the 

assumption that all the subsystems of the entire power 

system are identical while they are not. 

In this paper, to overcome these problems, Firefly 

technique (FA) is proposed for the solution of tuning the 

fuzzy controller parameters. The FA is a meta-heuristic, 

nature-inspired, optimization algorithm which is based on 

the social (flashing) behavior of fireflies, or lighting 
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bugs, in the summer sky in the tropical temperature 

regions [8]. Its main advantage is the fact that it uses 

mainly real random numbers, and it is based on the global 

communication among the swarming particles, and as a 

result, it seems appropriate technique to use LFC problem 

solution. The effectiveness of the proposed method is 

tested on a three-area deregulated power system. Also the 

result of the proposed technique is compared with 

classical fuzzy PID type controller and classical PID 

controller [9] through Integral of the Time multiplied 

Absolute value of the Error (ITAE) and the Figure of 

Demerit (FD) performance indices. 

II. POWER SYSTEM DESCRIPTION 

Power systems have variable and complicated 
characteristics and comprise different control parts and 
also many of the parts are nonlinear [1]. These parts are 
connected to each other by tie lines and need 
controllability of frequency and power flow [4]. 
Deregulated power system consists of GENCOs, 
TRANSCOs and DISCOs with an open access policy. 
This is obvious that all transactions have to be cleared via 
Independent System Operator (ISO) or other responsible 
infrastructure. In this latter environment, it is appropriate 
that a new model for LFC scheme is improved to account 
for the effects of possible load following contracts on the 
system‟s dynamics [10]. 

In the restructured power system, Generation 
Companies (GENCOs) may or may not participate in the 
LFC task. On the other hand, distribution Companies 
(DISCOs) have the liberty to contract with any available 
GENCOs in their own or other areas. Thus, there can be 
various combinations of the possible contracted scenarios 
between DISCOs and GENCOs [1-3]. The concept of an 
Augmented Generation Participation Matrix (AGPM) is 
introduced to express these possible contracts in the 
generalized model. The dimension of the AGPM matrix in 
terms of rows and column is equal the total number of 
GENCOs and DISCOs in the overall power system, 
respectively. Consider the number of GENCOs and 
DISCOs in area i be ni and mi in a large scale power 
system with N control areas. The structure of the AGPM 
is given by: 
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Where, ni and mi define the number of GENCOs and 

DISCOs in area i and gpfij refers to the „generation 

participation factor‟ and displays the participation factor 

of GENCO i in total load following requirement of 

DISCO j based on the possible contracts. The sum of all 

inputs in each column of AGPM is univalent. The block 

diagram of a generalized LFC model with AVR loop in a 

deregulated power system to control area i, is presented 

in Fig.1. These new information signals are considered as 

disturbance channels for the decentralized LFC design 

[4]. As there are many GENCOs in each area, ACE 

signal has to be distributed among them due to their ACE 

participation factor in the LFC task and
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Where, ∆Pm,ki is  the desired total power generation of 
a GENCO k in area i and must track the demand of the 
DISCOs in contract with it in the steady state. Two 
GENCOs and DISCOs are assumed to each control an 
area for which the system parameters are given in [3]. 

To make the visualization of contracts easier, the 
concept of a “DISCO Participation Matrix” (DPM) will be 
used. Essentially, DPM gives the participation of a 
DISCO in contract with a GENCO. In DPM, the number 
of rows has to be equal to the number of GENCOs and the 
number of columns has to the number of DISCOs in the 
system. Any entry of this matrix is a function of the total 
load power contracted by a DISCO toward a GENCO. 

A. Firefly Algorithm 

The Firefly Algorithm (FA) is a meta-heuristic, 

nature-inspired, optimization algorithm which is based on 

the social (flashing) behavior of fireflies, or lighting 

bugs, in the summer sky in the tropical temperature 

regions and introduced by Xin-She Yang [11]. Although 

FA has many similarities with other algorithms which are 

based on the so-called swarm intelligence; it is indeed 

much simpler both in concept and implementation [12]. 
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Figure 1.  Generalized LFC model in the restructured system 

Furthermore, this proposed technique is very efficient 

and can outperform other conventional algorithms, for 

solving many optimization problems; where the statistical 

performance of the firefly algorithm was measured 

against other well-known optimization algorithms using 

various standard stochastic test functions [13]. For 

simplicity, summarize of these flashing characteristics as 

the following three rules [11-13]: 

 All fireflies are unisex, so that one firefly is 
attracted to other fireflies regardless of their sex. 

 Attractiveness is proportional to their brightness, 
thus for any two flashing fireflies, the less bright 
one will move towards the brighter one. The 
attractiveness is proportional to the brightness and 
they both decrease as their distance increases. If 
no one is brighter than a particular firefly, it 
moves randomly. 

 The brightness of a firefly is affected or 
determined by the landscape of the objective 
function to be optimized. 

B. Attractiveness 

The form of attractiveness function of a firefly is the 

following monotonically decreasing function [24]: 
 

,1),exp()(
*

0  withmrm

r 




Where, r is the distance between any two fireflies, β0 

is the initial attractiveness at r = 0. 

γ, is an absorption coefficient which controls the 

decrease of the light intensity. 

C. Distance 

The distance between any two fireflies i and j, at 

positions xi and xj , respectively, can be defined as [12]: 
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Where xi,k is the kth component of the spatial 
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dimensions. 

However, the calculation of distance r can also be 

defined using other distance metrics, based on the nature 

of the problem, such as Manhattan distance or 

Mahalanobis distance [12]. 

D. Movement 

The movement of a firefly i which is attracted by a 

more attractive firefly j is given by the following 

equation: 

)
2

1
(*)(*)exp(* 2

0  randxxrxx ijijji 


Where, the first term is the current position of a 

firefly, the second term is used for considering a firefly‟s 

attractiveness to light intensity seen by adjacent fireflies, 

and the third term is used for the random movement of a 

firefly in case there are not any brighter ones. Actually α 

is a randomization parameter determined by the problem 

of interest between [0, 1]. 

E. FA-based PID type controller 
This paper applied the PID controller for the solution 

of LFC problem [7]. Actually, the PID controller in wide 
range of operating conditions which provides robust 
performance. It is clear that, transient performance of the 
power system with respect to the control of the frequency 
and tie-line power flows obviously depends on the 
optimal tuning of the PID controller's parameters. In order 
to overcome the backwashes of conventional method and 
supply optimal control performance, FA technique is 
proposed to optimal tune of PID controllers parameters 
under different operating conditions. The block diagram 
of proposed technique for PID controller is presented in 
Fig. 2.  Also the equation of load frequency control for 
PID in each control area is: 

D
I

P k
S

k
kPID 

                             (6) 

Actually, in industrial PID controller is applied for low 
pass filter which is necessary to omit high frequency noise 
in entry of differentiator. Therefore in this paper for PID 
controller, conversion function of differentiator is: 

 

kD S/(1+TdS), Td=100,  kD Td                                       (7) 
 

 

By taking Area Control Error (ACEi) as the input of 
PID controller in two case studies, the control vector for 
PID controller in each control area is given by: 

  iDiiLiiPii ACEkdtACEkACEku      (8) 

According to equation 8, in this paper the KPi, KIi and 
KDi gains are tuned by proposed FA technique. The design 
problem can be formulated as the following constrained 

optimization problem, where the constraints are the PID 
controller parameter bounds: 
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Figure 2.  The introduced FA based PID controller structure. 

 

Accordingly, the PID controller generates the control 

signal that applies to the governor set point in each area 

where the FA module works offline. For testing the 

robustness of the proposed technique, the power system 

is analyzed through some performance indices as ITAE 

and FD which are based on ACEi and system responses 

characteristic, respectively [14]. The formulation of 

ITAE and FD are described as: 

 dttACEtACEtACEtITAE  

10
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In other words, the concept of appropriate situation 
for LFC problem is based on overshoot (OS), undershoot 
(US) and settling time of frequency deviation in 
comparison of other techniques. It is clear that, the lower 
value of this objective functions is the best situation for 
system. The result of PID parameters are shown in Table 
1. Also, the numerical results of these indices are 
presented in Table. 2. 

To improve the overall system dynamic performance 
in a robust way and optimization synthesis, FA technique 
is employed to solve the above mentioned optimization 
problem and search for optimal or near optimal set of off-
nominal PID controller parameters (KPi, KIi and KDi for 
i=1, 2 ,…, N) where, N introduce the number of control 
areas [4]. Hence, the proposed method finds appropriate 
PID parameters with considering objective functions 
optimization. The convergence trend of proposed 
technique is presented in Fig. 3. 

 
Figure 3.  Variations of fitness function. 
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TABLE I.  OPTIMUM PID CONTROLLER GAINS   

FAPID Area 1 Area 2 Area 3 

Kp 2.597 1.784 1.684 

Ki 3.846 1.987 1.745 

Kd 1.245 1.013 1.003 

In this paper, a nonlinear model with ±0.1 replaces the 
linear model of turbine ΔPVki/ΔPTki is considered which 
is shown in “Fig. 4”. The proposed controller reduces the 
Frequency Deviance (∆F) in dynamic status Per Load 
variations (∆PL). This is to take Generation Rate 
Constraints (GRC) in to account, i.e. the practical limit on 
the rate of the change in the generating power of each 
GENCO. 

 
 

 

 

Figure 4.  Nonlinear turbine model with GRC 

I. SIMULATION RESULTS 

In this paper for each DISCO demands 0.1 pu MW is 
considered. Also, it is possible that a DISCO violates a 
contract by demanding more power than that of specified 
in the contract. This excess power must be reflected as a 
local load of the area but not as the contract demand and 
taken up by the GENCOs in the same area [14].  

Also for test the robustness of proposed controller the 

case study is tested against uncertainties and large load 

disturbances in the presence of GRC [14]. For this 

purpose two scenarios are applied as: 
 

 Scenario 1 
The GENCOs participate only in load following control 

of their areas. It is assumed that a large step load of 0.1 
p.u. is demanded by each DISCO in areas 1 and 2. 
Assume that a case of Poolco based contracts between 
DISCOs and available GENCOs are simulated based on 
the following AGPM. Also the GENCOs of area 3 do not 
participate in the AGC task [9]. Essentially, DPM gives 
the participation of a DISCO in contract with a GENCO. 
The deviation of frequency and tie lines power flows for 
+25% changes is presented in Fig. 5. The element of DPM 
matrix and desired values for this scenario are: 

ΔPM,1-1=0.11 pu MW, ΔPM,2-1=0.09 pu MW 
ΔPM,1-2=0.1 pu MW, ΔPM,2-2=0.1 pu MW 
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 Scenario 2 
In this Scenario, it is assumed that in addition to the 

specified contracted load demands and 25% increase in 
parameters, DISCO 1 in area 1, DISCO 1 in area 2 and 
DISCO 2 in area 3 demand 0.05, 0.04 and 0.03 pu MW as 
large un-contracted loads, respectively [9]. Using Eq. (2), 
the total local load in all areas is obtained as: 

PLoc,1=0.25, PLoc,2=0.24, PLoc,3=0.23 MW         (10) 

 
Figure 5.  Frequency deviation and tie line power flows; solid 

(FAPID), dashed (CFPID) and dotted (PID) 

The simulation results of scenario 2 are presented in 

Fig. 6. 

TABLE II.  ITAE AND FD PERFORMANCE INDICES 

Change 

parameters 

ITAE Scenario 1 ITAE Scenario 2 FD Scenario 1 FD Scenario 2 

FAPID CPID PID FAPID CPID PID FAPID CPID PID FAPID CPID PID 

25% 289  340 378 425 717 3530 476 793 1378 1407 1839 12445 

20% 264 293 356 404 675 2887 481 804 1187 1423 1891 10949 

15% 248 269 346 384 641 2364 456 608 1134 1452 1814 9834 

10% 237 258 340 368 614 2003 481 650 1088 1476 1882 8859 

5% 226 256 334 357 593 1750 496 692 1043 1489 2113 7901 

Nominal 214 259 329 334 582 1556 505 825 1002 1514 2205 7278 

-5% 227 259 330 364 578 1383 514 875 1017 1553 2312 6782 

-10% 238 288 340 374 577 1247 534 925 1068 1567 2271 6395 

-15% 254 315 357 397 587 1135 584 983 1136 1588 2565 6076 

-20% 276 348 377 418 601 1042 604 1046 1206 1607 2565 4592 

-25% 304 391 400 450 623 970 643 1116 1283 1668 2779 5543 
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Figure 6.  Deviation of frequency and tile lines power flows in 

proposed system; solid (FAPID), dashed (CFPID) and dotted (PID) 
 

II. CONCLUSION 

This paper presents a Firefly Algorithm to solve the 
LFC problem in power system. It is well known that the 
conventional method to tune gains of the PID controller 
with numerical analysis may be tedious and time 
consuming. This control strategy was chosen because of 
the increasing complexity and changing structure of the 
power systems. Also, it is easy to implement without 
additional computational complexity. The Firefly 
Algorithm is a meta-heuristic, nature-inspired, 
optimization algorithm which is based on the social 
(flashing) behavior of fireflies, or lighting bugs, in the 
summer sky in the tropical temperature regions. Its main 
advantage is the fact that it uses mainly real random 
numbers, and it is based on the global communication 
among the swarming particles, and as a result. The 
effectiveness of the proposed method is tested on a three-
area restructured power system for a wide range of load 
demands and disturbances under different operating 
conditions in comparison with CPID and PID through 
ITAE and FD. Simulation results demonstrate its 
superiority and robustness. 
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Abstract— Neural networks have been largely applied into
many real world pattern classification problems. During
the training phase, every neural network can suffer from
generalization loss caused by overfitting, thereby the process
of learning is highly biased. In this work we propose an
Adaptive Modified Artificial Fish Swarm Algorithm applied
to the optimization of Extreme Learning Machines. The
algorithm presents the basic Artificial Fish Swarm Algo-
rithm (AFSA) with some features from Differential Evolution
(Crossover and Mutation) and fuzzy rules to improve the
quality of the solutions during the search process. The
results of the simulations demonstrated good generalization
capacity from the best individuals obtained in the training
phase.

Keywords: Neural Networks; Optimization; Fuzzy Logic

1. Introduction
When a mathematical model is applied in classification

problems, the main task is to find a hypothesis that represents
best the training set, in order to correctly classify unseen
instances. The representation of a hypothesis in a neural
network is based on the networks architecture, thus finding
better weights and bias will improve the performance of
the system. One way to improve the performance of the
system is to use swarm based algorithms to search for better
configurations of the networks. The search process is not
an easy task due to the dimensionality of the search space,
which will depend basically on the number of attributes of
the problem, the number of hidden neurons and the number
of layers of the network.

This work is focused on finding the best set of weights
and bias for the Extreme Learning Machine (ELM) [1]
through the use of swarm based search algorithms. The
ELM is a technique applied to the training of Single Lay-
ered Feedforward Neural Networks (SLFNs) and its main
advantage over the traditional gradient descent methods is
the reduced number of parameters of the network and the
learning speed. Although the ELM algorithm can only be
employed in SLFNs, this is not a major constraint because
with just one layer it is possible to model any continuous
function [2]. With just one layer, the dimensionality of the
search space will only depend on the problems attributes
and the number of hidden neurons of the network. In the

ELM algorithm the initial weights and bias are randomly set,
and the output weights are analytically determined through
matrix operations, thus the optimization of ELMs will focus
on searching optimal initial weights.

In the literature the Particle Swarm Optimization (PSO)
algorithm [3] has been successfully applied on the ELM
algorithm [4]. In [4] the PSO algorithm is used to optimize
the weights and bias of the ELM, and the best solution is
applied on regression problems. The Artificial Fish Swarm
Algorithm (AFSA) was applied on the optimization of
ELMs (AFSA-ELM) in this work, however the results were
not satisfying due to some limitations of the algorithm,
conducting to modifications on the traditional algorithm in
order to obtain better results. The modified AFSA called
MAFSA obtained faster convergence and better results on
the optimization of ELMs (MAFSA-ELM).

The PSO and the AFSA techniques differ significantly on
their search methodologies. The PSO conducts the search
based on their past movements of the particles and their
previous experiences. The movements done in the AFSA
algorithm are based on the actual position of the fishes and
the situations of the neighbor fishes.

In the AFSA and MAFSA algorithms there are two im-
portant parameters used to control the way the search will be
performed, namely the visual and step parameters. These two
parameters are used to balance exploration and exploitation
characteristics during the search. On the first stages of the
algorithm the particles will move faster towards a global
optimum passing through local minima, thus an exploration
configuration is desired. However on the last stages of
execution, the search needs to be more specific in some area
in the search space, hence an exploitation characteristic is
needed. Higher values of visual and step will produce an
exploration characteristic while lower values will produce
and exploitation characteristic. In the traditional AFSA and
MAFSA algorithms these parameters are manually set and
remain unchanged for the rest of the execution, thus the
search process may not be performed appropriately.

In [5] simulated annealing is used along with the AFSA
algorithm in order to improve the local search. The AFSA
algorithm was also used on the optimization of neural
networks in [6], which also modified the algorithm by intro-
ducing an aleatory step parameter to achieve better global
search capacity. In [7] two fuzzy strategies are employed
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in the AFSA algorithm, and were applied on benchmark
functions. One is the Fuzzy Uniform Fish (FUF) and the
other is the Fuzzy Autonomous Fish (FAF) which will be
described in details.

In this work we use the fuzzy strategies presented in [7]
in the MAFSA-ELM algorithm, and real world benchmark
problems from the UCI repository [8] are used to validate
the effectiveness of these methods. The proposed method
presented better convergence than the AFSA and MAFSA,
and competitive results in comparison to existing techniques.

This paper is organized as follows. On Section 2 the
Evolutionary Extreme learning Machine based on Particle
Swarm optimization (PSO-ELM) is presented along with
the Modified Artificial Fish Swarm Algorithm for the op-
timization of Extreme Learning Machines (MAFSA-ELM).
On section 3 the proposed method is explained in details and
the experimental results are given on Section 4. On Section
5 the conclusions are presented.

2. Preliminaries
2.1 Extreme Learning Machine

The ELM [1] is a simple algorithm for the training of
SLFNs, whose learning speed can be faster then traditional
gradient descent methods such as back-propagation (BP) [9]
and better generalization capacity may also be obtained. In
this algorithm, the input weights and hidden layer biases
are randomly set, and through matrix operations the output
weights are calculated without tuning. The absence of a
tuning phase, enables the training to be performed faster.

Given n distinct training samples (xi, ti), where xi =
[xi1, xi2, ..., xin]

T ∈ <n and ti = [ti1, ti2, ..., tim]T ∈ <m

(i ∈ [1, ..., n]), the SLFN with s hidden nodes needs to
learn all the training samples. Since the input weights wj =
[wj1, wj2, ..., wjn]

T and hidden biases b = [b1, b2, .., bj ]
(j = [1, ..., s]) are randomly generated, the task performed
in the training phase is to find the appropriate output weights
for the given input weights and biases through the calculation
of the linear system Hβ = T .

The matrix H = {hij} is the hidden-layer output matrix
and hij = g(wj ∗ xi + bj) corresponds to the result
from the jth hidden neuron to xi, T = [t1, t2, ..., ti]
represents the target (desired output) matrix, and βj =
[βj1, βj2, ..., βjm]T (j ∈ [1, ..., s]) is the output weight ma-
trix. In order to compute the output weights, an inverse
matrix operation is needed. The output weight matrix will
be calculated as the minimum least-square (LS) solution of
a linear system, through a pseudo-inverse matrix operation
[10]. The next step for the calculation of the output weight
matrix is presented β̂ = H+T :

Through these calculations the ELM algorithm achieves
good generalization performance and the learning speed is
reduced due to the absence of continuous weight adjust-
ments.

2.2 Evolving ELMs using a Modified Artificial
Fish Swarm Algorithm

The AFSA algorithm is based on the social behavior of
the fishes. Each fish will represent a potential solution, in
the case of ELM optimization, each fish will represent the
input weights and hidden biases. The movements of the
population will be based on the actual position of each fish
and the nearby fishes inside its visual field (visual). Two
important variables are the visual and step which regulates
how the search will be conducted. The step variable will
control how far a fish can move. Higher values of visual
and step the fishes will move faster towards the best solution,
passing through local minimums without getting stuck, this
configuration is desired in the initial stages of execution.
Lower values will produce an exploitation characteristic,
desired on the last stages of the algorithm. Each fish will
be represented by an input matrix Wij and a bias vector bi,
and these informations are used to calculate the distance.

In order to calculate whether a certain fish is within the
visual field of another fish, the distance between them is
calculated using a euclidean distance. The output weights on
the ELM algorithm are unknown a priori, hence the distance
d is calculated as showed on equation 1, where p and q
represent the indexes of two different fishes.

dpq =

s∑
i=1

h∑
j=1

(Wij(p)−Wij(q))
2 +

h∑
i=1

(bi(p)− bi(q))
2 (1)

The number of input parameters on a given instance is
represented by s and the number of hidden neurons is
represented by h. The original AFSA algorithm has some
basic behaviors (Follow, swarm and leap) executed by each
fish, the behavior that produces the highest result will be the
one used for updating the fish position. The Follow behavior
as shown in equation 2 influences the fish by the best fish
inside its visual range Wmax (not necessarily the best fish
in the swarm).

Follow(Wi) =Wi + rand()step
Wmax −Wi

‖Wmax −Wi‖
(2)

The swarm behavior influences the fish based on the
central position (represented by Wc) of the fishes inside
its visual field. The swarm behavior strengthens the idea
of group search, and is presented in equation 3.

Swarm(Wi) =Wi + rand()step
Wc −Wi

‖Wc −Wi‖
(3)

And the leap behavior represents the capacity of the fish
to move on its own, independent of any other fish.

Leap(Wi) =Wi + rand()step (4)
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In the modified AFSA algorithm (MAFSA), the additional
behavior was inspired by the capacity of fishes to evolve
and be selected by nature. For that purpose we use the
Differential Evolution (DE) algorithm proposed by Storn
and Price [11] which is known as one of the most effi-
cient evolutionary algorithms. In order to create the next
generation of individuals, the algorithm uses mutation and
crossover operators. The new behavior is executed in three
steps: Mutation, Crossover and Selection [11]. The first step
is the mutation:

Wi =Wr1 + F ∗ (Wr2 −Wr3), (5)

where r1,r2 e r3 are distinct indexes randomly chosen and
F is an amplitude factor with values within the range (0, 2).
In the crossover phase, a new vector V is created with the
same dimensionality of the individuals.

Vij =

{
Wij if rand() < CR and j = rdInd(i)
Wij if rand() > CR or j 6= rdInd(i)

(6)

If the new vector has better fitness than its predecessor,
the new vector will be selected, otherwise the predecessor
will be selected. By adding the crossover mutation behavior,
the probability of finding better solutions increases due to
the total amount of possible results (4 results) instead of
the original 3 (from the three original behaviors), so the
algorithm incrementally has more chances to find better so-
lutions. And the reason why this new behavior is not affected
by the visual and step parameters is simply to produce more
diversity in the results and occasionally escaping from local
minimums.

3. Proposed Method
In the AFSA-ELM and MAFSA-ELM algorithms, both

values of the visual and step parameters remain unchanged
for the whole execution of the algorithms. In the initial stages
of execution, higher values of visual and step are desired
in order to explore the search space towards the global
best solution. In the last stages, lower values are desired
in order to perform a more refined local search. In this work
we use fuzzy strategies to adjust the values of these two
parameters, based on the Fuzzy Uniform Fish (FUF) and
Fuzzy Autonomous Fish (FAF) approaches presented in [7].
In order to control the balance between global search and
local search, another parameter, constriction weight (CW ),
will be introduced for the adjustments of the parameters in
both approaches. The adjustment procedures are presented
as follows:

visuall+1 = CW ∗ visuall (7)
stepl+1 = CW ∗ stepl (8)

The CW is generated as an output for the fuzzy engines
described in [7]. Since the traditional AFSA algorithm acts

better at global searching, higher values will be assigned
to the parameters on the initial stages, and they will be
reduced adaptively. In this work we use the same engine
presented in [7], which is a Mamdani fuzzy inference system
with centroid of area defuzzyfication strategy, and the rules
are shown in tables 1 and 2 for the Uniform Fish and
Autonomous Fish respectively. The values of the input and
output values can be represented by the following linguistic
variables: Very low (VL), low (L), medium (M), high (H)
and very high (VH).

3.1 Evolving ELMs with Fuzzy Uniform Fish
In the FUF approach every fish in the swarm shares the

same values for the visual and step parameters. The fuzzy
engine based on FUF consists of two inputs and one output.
The input parameters are the ratio of improved fish, and the
iteration number. The output parameter is the constriction
weight. The iteration number, is the proportion between the
current iteration and the total number of iterations. The
algorithm needs to perform a global search in the initial
stages of the algorithm, so the reduction of the visual and
step parameters in these stage must be minimal. Near the end
of the execution the algorithm has already approached the
global optimum region, and needs to perform a local search,
thats when higher values of the iteration Number parameter
will influence significantly on the reduction of the visual and
step parameters.

Table 1: Fuzzy Associative memory for the FUF Engine [7]

Iteration Number Ratio of Improved Fish Constriction Weight
L H VH
L M H
L L M
M H H
M M M
M L L
H H M
H M L
H L V L

The ratio of improved fish is the proportion of fishes
that find better solutions (weights and biases) to the total
number of fishes. When most of the artificial fishes find
better solutions the value will be close to 1, then there is
no need to reduce the visual and step parameters. However,
when the proportion is close to 0, there is no improvement
on finding better solutions , the two parameters are reduced
in order to perform a local search, raising the probability of
finding better solutions.

On figure 1 the membership functions for the FUF engine
are presented. The membership functions for the iteration
number and ratio of improved fish are shown on figures
1(a) and 1(b) respectively. The output of this fuzzy system
is given by a set of fuzzy rules (same as [7]) in order to
compute the value of the constriction weight parameter. The

68 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Fig. 1: Fuzzy Uniform Fish Membership Functions. 1(a) Iter-
ation Number. 1(b) Ratio of improved fish. 1(c) Constriction
Weight.

(a) Iteration Number (b) Ratio of Improved Fish

(c) Constriction Weight

membership function for the variables is presented on figure
1(c).

3.2 Evolving ELMs with Fuzzy Autonomous
Fish

In the FAF approach, each fish will have its own visual
and step variables with individual adjustments, producing
more diverse results and allowing that a given fish start to
perform more refined local search earlier than other fishes.
In the initial stages of the algorithm these variables have the
same value, and will be individually adjusted through the
execution based on the output of the fuzzy engine which
is calculated using three input parameters namely Distance
from best, Fitness Ranking and Iteration Number.

Fig. 2: Fuzzy Autonomous Fish Membership Functions.
2(a) Iteration Number. 2(b) Distance from best. 2(c) Fitness
Ranking. 2(d) Constriction Weight.

(a) Iteration Number (b) Distance from Best

(c) Fitness Ranking (d) Constriction Weight

The Distance from best rank-based parameter which is
based in the distance between the fishes and the best fish
(with highest validation accuracy), the distance is calculated

Table 2: Fuzzy Associative memory for the FAF Engine [7]

Distance from Best Fitness Ranking Iteration Weight
L L H V L
L L L V L
L L L L
L M H L
L M M M
L M H V L
L M L H
L H H L
L H M M
L H L V L
M L H V L
M L M L
M L L M
M M H L
M M M M
M M L H
M H H M
M H M H
M H L VH
H L H L
H L M M
H L L H
H M H M
H M M H
H M L VH
H H H M
H H M H
H H L V L

in the same way is shown on equation 1. After the distance
is computed, all distances are sorted, and then the proportion
of the current rank to the total of fishes is presented to the
fuzzy engine. When the distance to the best fish is low, then
the visual and step parameters will be less reduced, however
when a fish is close to the best fish then those values are
decreased considerably, in order to perform a more refined
search.

The Fitness Ranking is based on the fitness of each fish
with respect to the validation accuracies obtained with the
ELM algorithm. All fitnesses from each fish will be sorted
and then the proportion to the total amount of fishes will be
presented. Lower rankings on this variable will produce less
reductions on the visual and step parameters. The Distance
from Best will have the same definitions as presented on
section 3.1.

On table 2 the associative memory is showed and on figure
2 the membership functions are presented for each variable.

4. Experiments
On the experiments we used the ELM, AFSA-ELM,

PSO-ELM, MAFSA-ELM and Levenberg Marquardt (LM)
algorithms [9] to compare with the proposed methods (FAF-
ELM and FUF-ELM) and they were applied on five (Sonar,
Ionosphere, Ecoli, Horse, and Vehicle) datasets from UCI
machine learning repository [8].
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Table 3: Experimental results for all datasets.

(a) Ionosphere
Technique Mean±SD h

ELM 84.92 ± 3.03 20

LM 88.16 ± 11.36 15

AFSA-ELM 87.15 ± 4.19 20

MAFSA-ELM 88.10 ± 4.06 20

PSO-ELM 84.09 ± 3.55 20

FAF-ELM 88.20 ± 3.63 20

FUF-ELM 87.46 ± 4.03 20

(b) Vehicle
Technique Mean±SD h

ELM 73.82 ± 2.69 20

LM 52.55 ± 16.70 15

AFSA-ELM 74.91 ± 2.87 20

MAFSA-ELM 74.78 ± 3.26 20

PSO-ELM 75.49 ± 2.51 20

FAF-ELM 74.88 ± 2.44 20

FUF-ELM 75.48 ± 3.09 20

(c) Ecoli
Technique Mean±SD h

ELM 84.24 ± 3.41 20

LM 59.20 ± 19.79 20

AFSA-ELM 84.84 ± 3.77 20

MAFSA-ELM 84.68 ± 4.47 20

PSO-ELM 83.17 ± 4.40 20

FAF-ELM 85.00 ± 3.75 15

FUF-ELM 84.48 ± 3.78 20

(d) Horse
Technique Mean±SD h

ELM 65.47 ± 2.60 20

LM 68.91 ± 5.61 20

AFSA-ELM 66.66 ± 4.78 20

MAFSA-ELM 68.38 ± 3.96 20

PSO-ELM 66.18 ± 4.34 15

FAF-ELM 68.78 ± 3.49 20

FUF-ELM 66.49 ± 4.44 20

(e) Sonar
Technique Mean±SD h

ELM 72.37 ± 4.57 20

LM 74.67 ± 10.67 10

AFSA-ELM 72.05 ± 7.36 20

MAFSA-ELM 73.71 ± 6.51 15

PSO-ELM 73.46 ± 5.13 15

FAF-ELM 73.52 ± 4.03 10

FUF-ELM 73.91 ± 5.61 20

The data from each dataset were split into training set
(50%), validation set (25%) and test set (25%) randomly
generated for 30 iterations. For each iteration all the classi-
fiers receive the exact training, validation and test sets. All
the attributes from the datasets were normalized into the
interval [0..1]. The simulations were perfomed with 10, 15
and 20 hidden neurons, and the configuration that produced
the best result was selected. The optimization algorithms
executed for 50 iterations. The initialization of the AFSA-
ELM and MAFSA-ELM parameters in this work is described
as follows: The visual parameter was set as the mean of
all the initial distances between the fishes. The number of
fishes N = 30, step = 0.6, lotation factor δ = 0.8, in
this work we set the visual parameter as the mean for all
the initial distances between the fishes. Amplitude factor for
the mutation F = 1 and crossover rate CR = 0.5. The
same parameters for the MAFSA-ELM algorithm are also
used on the FUF-ELM and FAF-ELM. For the experiments
using the PSO-ELM method, we used the same configuration
presented in [4] with some modifications. The constants C1
and C2 were initialized as C1 = 2 e C2 = 2, the inertia
factor was set to w = 0.9, number of particles is 30, and
the number of iterations is 50.

The experiments were measured with respect to the mean
accuracy error over the 30 simulations on the validation set
of the optimization techniques and the mean accuracy on the
test set. The analysis of the results was performed through
the use of the Wilcoxon Sign-rank test with 95% of confi-
dence interval. Figures 3 to 10 present the mean accuracy
over the iterations of the algorithms on the validation set.

For the Ionosphere dataset (figure 3), the proposed meth-

Fig. 3: Ionosphere

ods achieved better validation errors than the PSO-ELM
and the AFSA-ELM. The FUF-ELM algorithm obtained
the smallest validation error, while the the FAF-ELM and
MAFSA-ELM obtained similar results. The FAF-ELM tech-
nique achieved higher mean accuracy on the test set than the
other techniques according to table IV(b). The FUF-ELM
and FAF-ELM algorithms outperform the ELM and PSO-
ELM algorithms.

Fig. 4: Vehicle

In the Vehicle dataset (figure 4) the the FUF-ELM and the
MAFSA-ELM obtained similar results, but the FUF-ELM
achieved lower errors with fewer iterations. The AFSA-
ELM algorithm achieved the worse results in this dataset.
On table IV(c) the PSO-ELM and the FUF-ELM obtained
the highest mean accuracy on the test set. The FUF-ELM
and the PSO-ELM were superior to the ELM algorithm. The
other algorithms obtained similar results under this level of
significance (95%).
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Fig. 5: Ecoli

The results concerning the Ecoli dataset (figure 5) show
that the FAF-ELM method achieved lowest errors on the
validation set, and the MAFSA-ELM and the FUF-ELM
obtained similar results. The mean accuracy on table IV(d)
shows that the FAF-ELM obtained highest accuracy with
fewer hidden neurons than the other techniques. There was
no significant difference on the results among the techniques.

Fig. 6: Horse

With respect to the Horse dataset (figure 6) the FAF-
ELM technique achieved lower errors than the MAFSA-
ELM technique, the AFSA-ELM did not perform well in
comparison with the other techniques. According to table
IV(e) the mean accuracy of the FAF-ELM method was
superior to the ELM, AFSA-ELM, FUF-ELM, MAFSA-
ELM and PSO-ELM. The FAF-ELM technique was superior
to the ELM, AFSA-ELM, FUF-ELM and PSO-ELM.

In the Sonar dataset (figure 7) the FUF-ELM approach

Fig. 7: Sonar

obtained smaller validation errors with fewer iterations.
According to table IV(f) the FAF-ELM approach obtained
acceptable results with the slowest standard deviation and
fewer hidden neurons while the FUF-approach obtained the
highest mean accuracy, with more hidden neurons and higher
standard deviation. The results for all the techniques were
similar.

5. Conclusion
In this paper, we applied two fuzzy strategies in order

to adjust the parameters of the Modified Artificial Fish
Swarm Algorithm on the optimization of Extreme Learning
Machines, namely FAF-ELM and FUF-ELM. These algo-
rithms optimize the random initial weights and bias from the
ELM algorithm through the adjustments of global and local
search using the visual and step parameters. The output
weights are analytically determined through the pseudo-
inverse matrix operation.

The performance of the tested algorithms was evaluated
with well known benchmark classification datasets (Iono-
sphere, ecoli, sonar, vehicle and horse-colic), obtained from
UCI Machine Learning Repository [8].

Experimental results show that our hybrid approaches
achieve better validation errors, and in some datasets
achieved better accuracy on the test sets.

As future works, we plan to evaluate the influence of using
the Autonomous Fish (FAF-ELM) and Uniform Fish (FUF-
ELM) for the composition of homogeneous ensembles.
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Abstract— In this paper a new Modified Invasive Weed 

Optimization is proposed to find a parameters of fuzzy PID 

controller as a stabilizer in multi-machine power system. 

Actually, IWO is a bio-inspired numerical algorithm which 

is inspired from weed colonization and motivated by a 

common phenomenon in agriculture that is colonization of 

invasive weeds. Also, finding the parameters of PID 

controller in power system has direct effect for damping 

oscillation. Thus, to reduce the design effort and find a 

better fuzzy system control, the parameters of proposed 

controller is obtained by MIWO that leads to design 

controller with simple structure that is easy to implement. 

The effectiveness of the proposed technique is applied to 

Single machine connected to Infinite Bus (SMIB) and IEEE 

3-9 bus power system. The proposed technique is compared 

with some intelligent algorithms through ITAE and FD. 

Keywords: MIWO, Multi-machine System, FPID, 

Oscillation. 

I.  INTRODUCTION 

In the last few decades, considerable attention has 

been given to the excitation system and its role in 

improving power system stability. Because of the small 

effective time constants in the excitation control loop, it 

was assumed that a large control effort could be 

expanded through excitation control with a relatively 

small input of control energy. By the use of a voltage 

regulator in the excitation control system, the output of 

the exciter can be adjusted so that the generated voltage 

and reactive power change in a desired way [1]. In early 

systems, the voltage regulator was entirely manual. In 

modern control systems the voltage regulator is an 

automatic controller that senses the generator output 

voltage as a feedback signal then adjusts the generator 

excitation level in the desired direction. This kind of 

voltage regulator has been known as an Automatic 

Voltage Regulator (AVR) [2]. 

The application of a power system stabilizer (PSS) is 

to generate a supplementary stabilizing signal, which is 

applied to the excitation control loop of a generating unit, 

to introduce a positive damping torque. By using the 

supplementary stabilizing signal, the negative damping 

effect of the AVR regulation can be cancelled, at the 

same time, the positive damping effect of the system can 

also be increased so that the system can operate even 

beyond the steady-state stability limit [3]. 

Several techniques have been proposed for tuning of 

the PSSs in power system [4]. In recent decades 

intelligent techniques are proposed to tune the PSS 

parameters. However, these controllers don’t have 

appropriate reaction in different load conditions.  

Genetic Algorithm (GA) is one of the powerful 

optimization techniques which is independent on the 

complexity of problems and no prior knowledge is 

available. This technique is applied to tune the PSS 

parameters [5]. However, GA is very sufficient in finding 

global or near global optimal solution of the problem, it 

requires a very long run time that may be several minutes 

or even several hours depending on the size of the system 

under study [6]. 

Recently, Fuzzy based PSS (FPSS) schemes have 

been proposed [7]. The first application of a traditional 

Fuzzy Logic Controller (FLC) as a PSS was reported in 

1990 [8Hsu, 1990]. The FLC has been applied to a multi-

machine power system. The performance of the FLC has 

been compared with the classic PSS through digital 

simulation and found to be better [9]. 

Accordingly, to overcome to the mentioned problems, 

this paper proposed the new meta-heuristic of MIWO 

based on fuzzy PID to damp low frequency oscillation in 
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multi-machine power system. This method is inspired 

from weed colonization and motivated by a common 

phenomenon in agriculture that is colonization of 

invasive weeds. Weeds have shown very robust and 

adaptive nature which turns them to undesirable plants in 

agriculture. Recently, this technique is used in different 

application domains [10], which demonstrate the 

advantages of this method to other compared techniques. 

This proposed technique is applies on two power 

system case studies as Single-machine Infinite Bus 

System (SMIB) and 3 machine 9 bus IEEE standard 

power system in comparison of GA-PSS [10] and CPSS 

[11] in first case study and PSOPSS and CPSS [12] in 3-

9 bus test system. The mentioned technique is compared 

in different load condition through some performance 

indices as Time multiplied Absolute value of the Error 

(ITAE) and Figure of Demerit (FD). The results of the 

simulation demonstrate that MIWO-fuzzy controller is 

robust than other compared techniques. 

II. POWER SYSTEM EXPLANATION 

The complex nonlinear model related to multi-

machine interconnected power system, can be described 

by a set of differential-algebraic equations by assembling 

the models for each generator, load, and other devices 

such as controls in the system, and connecting them 

appropriately via the network algebraic equations. Fig. 1 

shows the main model of power system with location of 

controller [7].  

 

 

 

 

 

Figure 1.  Structure of PSS in power systems 

A. Single-machine Infinite Bus System 

The Single-machine Infinite Bus system considered 

for small-signal performance study which is shown in 

Fig. 2. 

The generator is represented by the third-order model 

comprising of the electromechanical swing equation and 

the generator internal voltage equation [2]. The swing 

equations of this system are: 
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Figure 2.  Schematic diagram of single machine infinite bus system 

B. 3-9 bus IEEE Power System 
 

The proposed approach is extended to a multi-

machine power system as a second case study. The 

widely used Western Systems Coordinating Council 

(WSCC) 3-machine, 9-bus system shown in Fig. 3 is 

considered. The simplified IEEE type-ST1A static 

excitation system has been considered for all three 

generators. Also, the proposed controller is connected to 

all of the generators. The system data are given in [3].  

 
Figure 3.  Three-machine nine-bus power system. 

C. Design of Fuzzy PID Controller 

The classical Proportional-Integral-Derivative (PID) 

controller and its variants remain the controllers of choice 

in many industrial applications [7, 9]. PID controller 

structure remains an engineer’s preferred choice because 

of its structural simplicity, reliability, and the favorable 
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ratio between performance and cost. Beyond these 

benefits, it also offers simplified dynamic modeling, 

lower user-skill requirements, and minimal development 

effort, which are issues of substantial importance to 

engineering practice. The performance of the PID 

controller depends on its setting of parameters. 

Basically, all the approaches to fuzzy controller 

design can be classified as follows: 

1. Expert systems approach, 

2. Control engineering approach, 

3. Intermediate approaches, 

4. Combined approaches and synthetic approaches. 

In this paper, the gains of the Fuzzy PID controller are 
tuned on-line in terms of the knowledge based and fuzzy 
inference, and then, the conventional PID controller 
generates the control signal. Fig. 4 shows the block 
diagram of the classical fuzzy type controller to PSS 
design for each generator [13]. 

 

Figure 4.  The FPID controller design 

In the design of fuzzy logic controller, there are five 

parts of the fuzzy inference process: 

 Fuzzification of the input variables. 

 Application of the fuzzy operator (AND or OR) in 
the anteceden. 

 Implication from the antecedent to the 
consequent. 

 Aggregation of the consequents across the rules. 

 Defuzzification. 

The controller block of fuzzy is formed by 
fuzzification of (∆ωi), the interface mechanism and 
defuzzification. Therefore, ui is a control signal that 
applies to the excitation system in each generator. By 
taking ∆ωi as the system output, control vector for the 
conventional PID controller is given by: 

)()()(
0

tKdttKtKu idi

t

iIiiiPii         (3) 

The parameters, KIi, Kdi and Kpi are determined by a 
set of fuzzy rules of the form: 

If ∆ωi is Ai and ∆(∆ωi) is Bi then, Kdi is Ci and Kpi is Di 

and KIi is Ei, i=1,2, ···,n.  

Where, Ai, Bi, Ci, Di and Ei are fuzzy sets on the 
corresponding supporting sets. 

For the PSS optimization the ITAE and FD are 
considered which are described as: 
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Where, the constraints of the PID controller parameter 
bounds are considered as: 
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III. MODIFIED INVASIVE WEED OPTIMIZATION 

Invasive Weed Optimization (IWO) is inspired from 
weed colonization and motivated by a common 
phenomenon in agriculture that is colonization of invasive 
weeds. Weeds have shown very robust and adaptive 
nature which turns them to undesirable plants in 
agriculture. Since its advent IWO has found several 
successful engineering applications like tuning of Robot 
Controller [14], Optimal Positioning of Piezoelectric 
actuators [15], development of recommender system [16], 
antenna configuration optimization [17], computing Nash 
equilibria in strategic games [18], DNA computing [19], 
and etc. 

IWO is a meta-heuristic algorithm which mimics the 
colonizing behavior of weeds. In Invasive Weed 
Optimization algorithm, the process begins with 
initializing a population. It means that a population of 
initial solutions is randomly generated over the problem 
space. Then members of the population produce seeds 
depending on their relative fitness in the population. In 
other words, the number of seeds for each member is 
beginning with the value of Smin for the worst member and 
increases linearly to Smax for the best member [18]. This 
technique can be summarized as: 

A. Initialization 

In this step, a finite number of weeds are initialized at 
the same element position of the conventional array which 

 "γ/2" between neighboring 
elements. 

∆ωi 
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B. Reproduction 

The individuals, after growing, are allowed to 
reproduce new seeds linearly depending on their own, the 
lowest, and the highest fitness of the colony (all of plants).  
The maximum (Smax) and minimum (Smin) number of seeds 
are predefined parameters of the algorithm and adjusted 
according to structure of problem. The schematic seed 
production in a colony of weeds is presented in Fig. 2. In 
this figure, the best fitness function is the lower one [14]. 

C. Spatial distribution 

The generated seeds are being randomly distributed 
over the d-dimensional search space by normally 
distributed random numbers with mean equal to zero; but 
varying variance. This step ensures that the produced 
seeds will be generated around the parent weed, leading to 
a local search around each plant. However, the standard 
deviation (SD) of the random function is made to decrease 
over the iterations, which is defined as: 

minminmax

max

max )()( SDSDSD
iter

iteriter
SD pow

ITER 




  

SDmax and SDmin

standard deviation, respectively. And pow is the real no. 
This step ensures that the probability of dropping a seed in 
a distant area decreases nonlinearly with iterations, which 
result in grouping fitter plants and elimination of 
inappropriate plants. 

D. Competitive Exclusion 

When the maximum number of population in a colony 
is reached (Pmax), each weed can to produce seeds and 
spread them according to the mechanism mentioned in 
step 3.2 and step 3.3, respectively. Then, new seeds with 
their parents are ranked together with respect to their 
fitness. This method is known as competitive exclusion 
and is also a selection procedure of IWO. Next, weeds 
with lower fitness are eliminated to reach the maximum 
allowable population size in a colony. This mechanism by 
using the “survival of the fittest” idea [14] gives a chance 
to plants with lower fitness to reproduce, and if their 
offspring have good fitness, they can survive in their 
offspring’s existence. 

E. Termination Condition 

The whole process continues until the maximum 
number of iterations has been reached, and we hope that 
the plant with the best fitness is the closest one to the 
optimal solution. 

F. Modifications 

For modified IWD, if we add the |cos(iter)| which is a 
variation in SD, it can helps in exploring the better 
solutions quickly and prevents the new solutions to be 

spread out of the search space when the SD is relatively 
large which is described as: 

minminmax

max

max )()cos()( SDSDSDiter
iter

iteriter
SD pow

ITER 




 
In classical IWO, the seeds are generated from a plant 

with a certain standard deviation, which is decreased as 
number of iteration increases. Thus, the plants slowly 
undergo a behavioral transformation from an explorative 
nature to an exploitative one.  

Actually the routine of decreasing SD is modified, 
such that if the weeds are near a suspected optimal 
solution then it can exploit it quickly rather than wait for 
the standard deviation to decrease to a reasonable value, 
which might occur near the end of the run. In this strategy 
the SD varies within an envelope, so lesser values of SD 
are obtained much before the end of the run. 

IV. SIMULATION RESULTS 

A. SMIB 

For this case study the fitness function trend of 
proposed technique is presented in Fig. 5. This case is 
compared with GAPSS [10] and Classic PSS (CPSS) [11]. 
Accordingly, Fig. 6-7, shows the response of system 
against 6-cycle three-phase fault in different load 
condition. Also, the optimized parameters of the PID are 
presented in Table. 1. 

 
Figure 5.  Optimal trend of fitness function evaluation 

 
Figure 6.  Fig.6: System response by applying a 6-cycle three-phase 

fault at t=1: Solid (MIWO-F), Dashed (GA-PSS) Doted (CPSS). 

a :P=0.8,Q=0.4,Xe=0.3 b: P=0.5,Q=0.1,Xe=0.3 
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TABLE I.  OPTIMUM PID CONTROLLER PARAMETERS BY MIWO 

Gen. 

Gain 
G1 G2 G3 

Case 

One 

Kp1 

Ki1 

Kd1 

11.34 -      -      

2.24 -    -      

2.13 -      -      

Case 

Two 

Kp1 

Ki1 

Kd1 

1.452      1.946      2.465      

1.647    2.056    2.134      

1.684      2.135      2.254      

B. 3-9 bus IEEE Power System 

The convergence of the proposed technique over second 
case study is shown in Fig. 7. Actually, the performance 
of the proposed controller under transient conditions is 
verified by applying a 6-cycle three-phase fault at t=1 sec, 
on bus 7 at the end of the line 5-7. The fault is cleared by 
permanent tripping the faulted line. The speed deviation 
of machines under the nominal loading conditions is 
shown in Fig. 8. 

  
Figure 7.  Optimal trend of fitness function evaluation 

 

 

 

 
Figure 8.  System response under scenario 1 with heavy loading 

condition: Solid (MIWOFPSS) Dashed (PSOPSS) Doted (CPSS).  

For more testing, a 0.2 p.u. step increase in mechanical 
torque was applied at t=1.0. The results of system 
response are presented in Fig. 9. 

 

 

 
Figure 9.  System response under scenario 2 with nominal loading 

condition: Solid (MIWOFPSS) Dashed (PSOPSS) Doted (CPSS). 
 

According to the numerical results, it can be seen that 
the values of these system performance characteristics 
with the proposed controller are much smaller to other 
compared techniques. This demonstrates that the 
overshoot, undershoot settling time and speed deviations 
of all machines are greatly reduced by applying the 
proposed algorithm based fuzzy PSSs. The numerical 
results of ITAE and FD are listed in Table 2-3. 

 

TABLE II.  VALUE OF ITAE IN DIFFERENT TECHNIQUES   

 

Method 
Scenario 1 Scenario 2 

Nominal  Light   Heavy Nominal  Light     Heavy 

MIWOFPSS 0.60 0.64 0.65 0.62 0.64 0.68 

GA-FPSS 0.76 0.73 0.84 0.73 0.70 0.79 

GAPSS 37.1 36.7 38.5 36.03 36 37.4 
 

TABLE III.  VALUE OF FD IN DIFFERENT TECHNIQUES   

 

Method 
Scenario 1 Scenario 2 

Nominal  Light   Heavy Nominal  Light     Heavy 

MIWOFPSS 2.06 2.46 2.67 2.12 2.44 2.58 

GA-FPSS 2.45 2.86 3.04 2.36 2.64 2.71 
GAPSS 55.4 58.6 60.4 54.1 55.4 57.7 
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V. CONCLUSIONS 

In this paper a new MIWO based fuzzy controller is 
proposed to provide the stability of the power system in 
low frequency oscillation problem in multi machine. IWO 
is a bio-inspired numerical algorithm which is used herein 
as the optimization method of players to solve 
optimization and control problems. This method is 
inspired from weed colonization and motivated by a 
common phenomenon in agriculture that is colonization of 
invasive weeds. Weeds have shown very robust and 
adaptive nature which turns them to undesirable plants in 
agriculture. The proposed technique convergence rate is 
really less than in comparison other methods in solving 
complex mathematical problems. The effectiveness of the 
proposed technique is tested over two case studies as 
SMIB and 3-9 bus IEEE power systems. The results are 
compared with other intelligent algorithms through ITAE 
and FD. Simulation results show the effectiveness of the 
proposed MIWO fuzzy controller which can work 
effectively over a wide range of the loading conditions 
and is superior to other compared methods. 

REFERENCES 
[1] M. J. Basler, R. C. Schaefer, “Understanding power system 

stability”, IEEE Trans. Industry Applications, vol. 44, pp. 463-
474, 2008. 

[2] Kundur, “Power system stability and control”, New York: 
McGraw- Hill; 1994. 

[3] O. Abedinia, B. Wyns, A. Ghasemi, Robust Fuzzy PSS Design 
using ABC, Proceeding of the IEEE International Power & 
Energy Society Power Systems Conference and Exposition, 
submitted, Italy, Rome (EEEIC), pp. 100-103, 2011. 

[4] El. Zonkoly, AA. Khalil, NM. Ahmied, “Optimal tuning of lead-
lag and fuzzy logic power system stabilizers using particle swarm 
optimization”, Expert System with Applications, vol. 10, pp. 1-10, 
2008. 

[5] O. Abedinia, Mohammad. S. Naderi, A. Jalili, B. Khamenepour, 
Optimal Tuning of Multi-Machine Power System Stabilizer 
Parameters Using Genetic-Algorithm, Proceedings of 
International Conference on Power System Technology, Page(s): 
1-6, 24-28 October, 2010. 

[6] JM. Call, “Genetic algorithms for modeling and optimization”, 
Journal of Computational and Applied on Mathematics, vol. 184, 
pp. 205-222, 2005. 

[7] H.A. Shayanfar, H. Shayeghi, O. Abedinia, A. Jalili, Design rule-
base of fuzzy controller in multi-machine power system stabilizer 
using genetic algorithm, In: Proceedings of the international 
conference on artificial intelligence, Las Vegas, Nevada, USA, pp. 
49-43, July 2010. 

[8] J. H. Hwang, D. W. Kim, J. H. Lee and Y. J. An, “Design of 
Fuzzy Power System Using Adaptive Evolutionary Algorithm”, 
Engineering Applications of Artificial Intelligence, vol. 21, pp. 
86-96, 2008. 

[9] M. A. James, , "Multi-stage fuzzy PID controller with fuzzy 
switch". In: Proceeding of the IEEE international conference on 
control application, vol. 4, p: 323–27, 2001. 

[10] H. Yassami, A. Darabia, S.M.R. Rafieib, “Power system stabilizer 
design using strength pareto multi-objective optimization 
approach”, Electric Power Systems Research, vol. 80, pp: 838–
846, 2010. 

[11] A. B. Ahmad, “Powers system stability enhancement using multi 
band stabilizer”. Master thesis, king fahd university of petroleum 
and minerals, Dhahran, Saudi Arabia, May 2009. 

[12] Shayeghi, H., Shayanfar, H.A., Safari, A., Aghmasheh, R. A. 
2010. robust PSSs design using PSO in a multi-machine 
environment. Energy Conversion and Management 51: 696–702. 

[13] A. R. Mehrabian and C. Lucas, “A novel numerical optimization 
algorithm inspired from invasive weed colonization,” Ecological 
Informatics, vol. 1, pp. 355-366, 2006. 

[14] H. Sepehri-Rad and C. Lucas, “A recommender system based on 
invasive weed optimization algorithm,” in Proc. IEEE Congress 
on Evolutionary Computation, 2007, pp. 4297–4304. 

[15] A. R. Mehrabian and A. Yousefi-Koma, “Optimal positioning of 
piezoelectric actuators of smart fin using bio-inspired algorithms,
”Aerospace Science and Technology, vol. 11, pp. 174 –182, 
2007. 

[16] Panida, B., Chanwit, B., Weerakorn, O., "Optimal congestion 
management in an electricity market using particle swarm 
optimization with time-varying acceleration coefficients", 
Computers and Mathematics with Applications, Vol. 3, pp. 1-10, 
2010. 

[17] N.G. Pavlidis, K.E. Parsopoulos, and M.N. Vrahatis, “Computing 
Nash equilibria through computational intelligence methods,” J. of 
Computational and Applied Mathematics, vol. 175, no. 1, pp. 
113–136, 2005. 

[18] B. Dadalipour, A. R. Mallahzadeh, Z. Davoodi-Rad, “Application 
of the invasive weed optimization technique for antenna 
configurations,” in Proc. Loughborough Antennas and 
Propagation Conf., Loughborough, pp. 425-428, Mar. 2008. 

[19] X. Zhang, Y. Wang, G. Cui, Y. Niu, and J. Xu, “Application of a 
novel IWO to the design of encoding sequences for DNA 
computing, ” Computers and Mathematics with Applications 
(2008), doi:10.1016/j.camwa.2008.10.038. 

 

BIOGRAPHIES 

 
Oveis Abedinia received the B.S. and 
M.Sc. degrees in Electrical Engineering 
from Azad University, Ardabil and 
Science and Technology Research 
Branch, Tehran, Iran in 2005 and 2009, 
respectively. Currently, he is PhD 
student in Semnan University. His areas 
of interest in research are Application of 

Artificial Intelligence to Power System and Control 
Design, Load and Price Forecasting, Distribution 
Generation, Restructuring in Power Systems, Congestion 
Management, Optimization. 

 
 

Asghar Akbari Foroud was born in 
Hamadan, Iran, in 1971. He received 
B.Sc. degree from Tehran University and 
M.Sc. and PhD degrees from Tarbiat-
modares University, Tehran, Iran. He is 
now with Semnan University. His 
research interests include power system 

dynamics & operation and restructuring. 
 

78 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Nima Amjady (SM’10) was born in 
Tehran, Iran, on February 24, 1971. 
He received the B.Sc., M.Sc., and 
Ph.D. degrees in electrical 
engineering from Sharif University 
of Technology, Tehran, Iran, in 
1992, 1994, and 1997, respectively. 

At present, he is a Professor with the Electrical 
Engineering Department, Semnan University, Semnan, 
Iran. He is also a Consultant with the National 
Dispatching Department of Iran. His research interests 
include security assessment of power systems, reliability 
of power networks, load and price forecasting, and 
artificial intelligence and its applications to the problems 
of power systems. 

 

 
 

Heidarali Shayanfar received the B.S. 
and M.S.E. degrees in Electrical 
Engineering in 1973 and 1979, 
respectively. He received his Ph. D. 
degree in Electrical Engineering from 
Michigan State University, U.S.A., in 
1981. Currently, he is a Full Professor 
in Electrical Engineering Department of 

Iran University of Science and Technology, Tehran, Iran. 
His research interests are in the Application of Artificial 
Intelligence to Power System Control Design, Dynamic 
Load Modeling, Power System Observability Studies, 
Voltage Collapse, Congestion Management in a 
Restructured Power System, Reliability Improvement in 
Distribution Systems and Reactive Pricing in Deregulated 
Power Systems. He has published more than 504 technical 
papers in the International Journals and Conferences 
proceedings. He is a member of Iranian Association of 
Electrical and Electronic Engineers and IEEE. 

 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 79



APPLICATION OF TRAPEZOIDAL 

FUZZIFICATION APPROACH (TFA) AND 

PARTICLE SWARM OPTIMIZATION (PSO) IN 

FUZZY TIME SERIES (FTS) FORECASTING 

 

 

by 

 

Sa’eed Anibaba Eleruja, Muhammed Bashir Mu’azu 

and Danjuma Danshik Dajab 

Department of Electrical and Computer Engineering, 

Ahmadu Bello University, Zaria 

coolsaeed201@yahoo.com, mbmuazu@abu.edu.ng, 

dddajab@abu.edu.ng  

 

Abstract 

The trapezoidal fuzzification approach (TFA) model 

implemented in this paper utilizes aggregation and 

particle swarm optimization (PSO) to reduce the 

mismatch between the forecasted data and the actual 

data using maximum temperature data of Zaria for 

the period 1990-2003, obtained from Nigerian 

Meteorological Agency (NIMET) Zaria. The 

defuzzification module (including the developed PSO 

algorithm using C-#) of this model is then 

implemented on the hitherto fuzzified maximum 

temperature data so as to obtain forecasts. Statistical 

measures of MSE and MAPE are used to test the 

reliability of the model.  

 

Keywords: TFA, PSO, Fuzzy Time Series, 

Forecasting, Temperature 

 

 

1. INTRODUCTION 
Cheng et al [1] introduced an approach where the 

crisp intervals, generally defined by the user at the 

initial step of FTS, are replaced with trapezoid fuzzy 

sets with overlapping boundaries. This overlap 

implies that a value may belong to more than one set. 

If a value belongs to more than one set, it is 

associated to the set where its degree of membership 

is highest. Poulsen’s [2] approach, however, differed 

from this approach by performing automatically the 

calculations of the fuzzy intervals. Another area of 

difference is the notion of non-static universe of 

discourse. Whenever values are encountered which 

fall outside the boundaries of the current universe of 

discourse, it has to augment accordingly. The basic 

idea here is to repeat the fuzzification procedure 

when the dataset is updated. 

 

The TFA technique is divided into two main 

components, fuzzification and defuzzification. These 

components are decoupled which implies that they 

can be integrated independently with other 

alternatives [1][2][3][4]. This will be applied to the 

monthly maximum temperature data to demonstrate 

the role of the TFA as an optimization technique to 

aid the fuzzy time series (FTS) forecasting. Actual 

maximum temperature data of Zaria for the period 

1990-2003, as obtained from Nigerian 

Meteorological Agency (NIMET), Zaria are as shown 

in Table 1. 

 

Table 1: Maximum Monthly Temperatures of Zaria 

 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 

JAN 31.3 29.5 27.1 27.4 30.1 28.3 32.2 31.4 29.5 30.9 31.3 29.9 26.8 31.4 

FEB 30.4 36.0 30.3 33.0 32.3 31.1 34.8 28.8 33.7 34.4 28.7 30.7 32.2 34.9 

MAR 33.6 35.6 35.5 35.1 37.7 36.5 36.9 35.0 34.2 37.5 39.6 36.2 36.0 35.4 

APR 37.6 35.9 35.9 37.0 35.4 36.2 37.0 36.0 37.4 36.7 39.0 34.7 36.4 36.4 

MAY 32.9 31.5 33.4 32.4 34.4 33.8 33.7 33.0 33.8 35.5 35.6 34.0 36.4 36.3 

JUN 31.0 31.1 31.2 31.8 31.7 31.5 30.2 30.8 31.3 32.1 30.5 30.7 32.2 31.1 

JUL 29.0 28.7 29.0 29.7 29.8 29.3 29.3 29.5 29.3 28.6 28.9 29.0 30.2 29.8 

AUG 29.2 28.8 28.2 28.7 27.7 28.6 28.6 29.4 28.4 27.9 28.4 28.3 29.1 28.8 

SEP 30.5 31.3 29.7 30.4 29.7 30.0 29.6 30.9 29.8 29.1 29.8 29.8 30.3 29.9 

OCT 33.3 32.2 32.0 32.9 31.3 32.2 31.1 32.2 31.1 30.9 31.3 32.3 30.5 32.4 

NOV 34.1 32.2 30.2 34.0 30.2 31.5 30.1 33.3 32.8 32.1 32.4 32.8 32.0 33.0 

DEC 33.4 28.6 30.3 29.6 27.2 32.0 31.0 30.6 29.6 29.6 29.6 31.6 30.3 30.1 

 

1.1 METHODOLOGY 

The TFA-based FTS technique has two main 

components: fuzzification and defuzzification. The 

fuzzification module can be decomposed into a six-

step process [2][3][4]: 

i) Sorting of the values in the current dataset in 

ascending order. 

ii) Computation of the average distance between 

any two consecutive values in the sorted dataset 

and the corresponding standard deviation. 

iii) Elimination of outliers from the sorted dataset. 

iv) Computation of the revised average distance 

between any two remaining consecutive values 

in the sorted dataset. 

80 Int'l Conf. Artificial Intelligence |  ICAI'12  |



v) Definition of the universe of discourse. 

vi) Fuzzification of the dataset using the trapezoid 

fuzzification approach. 

 

The defuzzification module can be decomposed into 

a four-step process [2][3][4]: 

i) Establishment of the fuzzy set groups (FSGs). 

ii) Conversion of the FSGs into corresponding If-

Then statements. 

iii) Training of the If-Then rules. 

iv) Derivation of the forecasts 

 

The process will be concluded with the statistical and 

qualitative evaluation of the forecasts. 

 

FUZZIFICATION MODULE 

The forecasting process will be carried out on the 

data of Table 1 on a monthly basis. The data of 

January (1990 – 2003) will be used for 

demonstration. The data is sorted in ascending order 

as in Table 2: 

 

Table 2: Temperature Data Sorted in Ascending 

Order (January 1990-2003). 

 

 

The next step is computing the average distance (AD) 

between any two consecutive values in the sorted 

dataset and the corresponding standard deviation 

(σAD) using equations (1) and (2) respectively. 
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376.0≈ADσ  

 

The next step is eliminating outliers from the sorted 

dataset. Outliers are values which are either 

abnormally high or abnormally low and are 

eliminated from the sorted dataset, because the 

intention here is to obtain an average distance value 

free of distortions. It is obtained as a value less than 

or larger than one standard deviation from average 

[2][3][4] 

791.00.039

376.0415.0376.0415.0

≤≤

+≤≤−

x

x  

 

After the elimination process is completed, a revised 

average distance value is computed for the remaining 

values in the sorted dataset,  

6

1.04.02.04.03.03.0 +++++
=RAD  

283.0≈RAD  

 

The value of ADR is now taken as the segment length, 

S which is used in the next two steps to partition the 

universe of discourse into a series of trapezoidal 

fuzzy sets. This is to create a series of trapezoidal 

approximations which capture the generic nature of 

data as closely as possible, in the sense that the 

spread of individual functions will neither be too 

narrow or too wide. 

 

The lower and upper bound of the universe of 

discourse is determined by locating the largest and 

lowest values in the dataset and augment these by: 

i) subtracting the revised average distance from the 

lowest value and 

ii) adding the revised average distance to the 

highest value.  

 

If Dmax and Dmin are the highest and lowest values in 

the dataset, respectively, and ADR is the revised 

average distance, then the universe of discourse, U 

can be defined as: 

U = [Dmin – ADR, Dmax + ADR]                                                                                         

(3) 

U = [26.517, 32.483] 

When U has been determined, fuzzy subsets can be 

defined on U. Since the subsets are represented by 

trapezoidal functions, the membership degree, for a 

given function, µA and a given value, x is obtained 

by: 
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Year Temperature (
0
C) 

2002 26.8 

1992 27.1 

1993 27.4 

1995 28.3 

1991 29.5 

1998 29.5 

2001 29.9 

1994 30.1 

1999 30.9 

1990 31.3 

2000 31.3 

1997 31.4 

2003 31.4 

1996 32.2 
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Prior to the fuzzification of data, the number of 

subsets to be defined on U needs to be known. The 

number of subsets, n is determined by: 

(5)                                                                                                                     
2 S

SR
n

−
=

 

R denotes the range of the universe of discourse and 

S denotes the segment length.

  

R=UB–LB                                                                (6) 

R = 5.966 

283.0*2

283.0966.5 −
=n

 

10≈n  

As can be seen in Table 3, the segment length is 

selected, such that the lowest value in the dataset 

always appears as the left bound in the first crisp 

interval, and the highest value in the dataset always 

appears as the right bound in the last crisp interval. It 

can also be seen that the lowest of the values (26.80), 

appears as the lower bound of the first crisp interval, 

A1, and the highest value (32.20), appears as the 

upper bound in the last crisp interval, A10. The 

average temperatures are then fuzzified according to 

membership functions A1 to A10 as in Table 3. 

 

Table 3: Generated Fuzzy Sets (January 1990 – 2003) 

Fuzzy set Fuzzy number 

A1 (26.52, 26.80, 27.08, 27.37) 

A2 (27.08, 27.37, 27.65, 27.94) 

A3 (27.65, 27.94, 28.22, 28.50) 

A4 (28.22, 28.50, 28.79, 29.07) 

A5 (28.79, 29.07, 29.36, 29.64) 

A6 (29.36, 29.64, 29.92, 30.21) 

A7 (29.92, 30.21, 30.49, 30.78) 

A8 (30.49, 30.78, 31.06, 31.34) 

A9 (31.06, 31.34, 31.63, 31.91) 

A10 (31.63, 31.91, 32.20, 32.48) 

   

In situations where intervals overlap, the value is 

assigned to the interval with the higher membership 

degree. A special case occurs when the membership 

degree is 0.5, as this implies that a value has the same 

membership status in two different sets. In such 

cases, the respective value is associated to both sets, 

as in the case of 1991 and 1998 in Table 4. 

 

Generally it is assumed that the fuzzy sets, A1, A2, ... 

, An, individually represent some linguistic value. 

Adopting the same procedure used for generating the 

fuzzy sets and fuzzified average temperatures for 

January 1990-2003, the values of average distance 

(AD), standard deviation (σAD), revised average 

distance (ADR), universe of discourse (U) and 

number of sets (n) are shown in Table 5 for January 

(1990-2003) to December (1990-2003). 

 

Table 4: Fuzzified Maximum Temperatures (January 

1990-2003). 

Year Temperature (
0
C) Fuzzy 

set 

1990 31.3 A9 

1991 29.5  A5, A6 

1992 27.1 A1 

1993 27.4 A2 

1994 30.1 A7 

1995 28.3 A3 

1996 32.2 A10 

1997 31.4 A9 

1998 29.5 A5, A6 

1999 30.9 A8 

2000 31.3 A9 

2001 29.9 A6 

2002 26.8 A1 

2003 31.4 A9 

 

Table 5: AD, σAD, ADR, U and n for the entire Maximum Temperatures 

 Average 

distance (AD) 

Standard 

deviation (σAD) 

Revised average 

distance  (ADR) 

Universe of 

discourse (U) 

Number of 

sets (n) 

JAN 0.415 0.376 0.283 [26.517, 32.483] 10 

FEB 0.562 0.438 0.533 [28.167, 36.533] 7 

MAR 0.462 0.465 0.342 [33.258, 39.942] 9 

APR 0.331 0.367 0.200 [34.500, 39.200] 11 

MAY 0.347 0.330 0.244 [31.256, 36.644] 11 

JUN 0.154 0.084 0.140 [30.060, 32.340] 8 

JUL 0.123 0.125 0.082 [28.518, 30.282] 10 

AUG 0.131 0.099 0.138 [27.562, 29.538] 7 

SEP 0.169 0.164 0.100 [29.000, 31.400] 12 

OCT 0.215 0.214 0.229 [30.271, 33.529] 7 

NOV 0.308 0.347 0.182 [29.918, 34.282] 11 

DEC 0.477 0.480 0.240 [26.960, 33.640] 13 
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3 DEFUZZIFICATION 

3.1 PARTICLE SWARM OPTIMIZATION 

Particle Swarm Optimization (PSO), first introduced 

by Kennedy and Eberhart, is an algorithm that 

simulates the social behaviours shown by various 

kinds of organisms such as bird flocking or fish 

schooling. PSO is initiated with a set of randomly 

generated particles which in fact are candidate 

solutions [5].  

 

A set of n particles is created, where n is chosen as 5 

in this case. The randomly generated velocities are all 

initialized to v1 and v2. The positions w1 and w2 

(depending on R) are then assigned to all the 

particles. Each particle’s local best value is then 

initialized to the set w1 and w2, as well the global 

best value. The initial randomly generated velocities 

are stored in an array A4, designated in the program 

as the array initialVelocities. The squared errors are 

then calculated for the initial values specified, and 

stored in another array designated as A1, represented 

in the program as the array oldSquaredErrors. 

 

An iteration loop is instantiated, whose limit is the 

maximum number of iterations specified. Per 

iteration, each particle’s velocity is calculated and 

normalized if necessary, and then the position is then 

updated based on the new velocity. The squared 

errors after the first iteration are then stored in an 

array designated as A2, which is represented in the 

program as the array intermediateSE.  

 

Per iteration, the squared errors per particle are 

calculated and stored in an array designated as A3, 

represented in the program as the array 

currentSquaredErrors. A3 is then compared with the 

existing values in the array A1. If the squared error 

for any given particle (in A3) is less than the 

corresponding value in the array A1, then the value in 

A1 is updated with this new value from A3. At the 

same time, if the given particle’s squared error in this 

current iteration is better than the current local best 

value, then the particle’s local best value is updated 

accordingly. If previously, any of the local best 

values was updated, then the global best value is then 

reassigned to be the smallest value in the array A3. 

The index of the particle whose squared error is the 

least in A3 is then taken. Each particle updates its 

velocity and position with the equations (6) and (7) 

[2][3][4]: 

(9)                                                                                               )()( 2211 jjiii xgrcxxrcwvv −+−+=
∧∧

 
                                                  i (10)                                                                                                                                     vxx jj +=

where, vi is the velocity of particle pi and is limited to 

[-Vmax, Vmax] where Vmax is user-defined constant, w 

is an inertial weight coefficient, 
ix̂  is the current 

personal best position, jx is the present position, ĝ is 

the global best position, c1 and c2 are user defined 

constants that say how much the particle is directed 

towards good positions. They affect how much the 

particle’s local best and global best influence its 

movement. Generally c1 and c2 are set to 2 and r1 and 

r2 are randomly generated numbers between 0 and 1. 

 

At this point, if the minimum squared error obtained 

in this iteration is less than or equal to the user-

specified target squared error value, then all further 

iterations are terminated, and the result object shows 

that the criterion was reached. All squared error 

values, all particle indices, initial velocities (in array 

A4), the best particle index and the number of 

iterations are all stored in the result object. However, 

if the iteration loop reaches the specified maximum 

number of iterations which the user specified, then 

the result object shows that the criterion was not 

reached. All the other values (initial velocities, etc) 

are all stored in the result object. The Squared Error 

(SE), defined by: 

SE = (forecastt – actualt )
2
                       (11) 

 

3.2 AGGREGATION 

This process is meant to aggregate pieces of data in a 

desirable way in order to reach final decision. 

Typically this data is represented by numerical values 

which make some kind of sense with regards to the 

application. Hence the aggregation problem is 

generally regarded as the problem of reducing a 

series of numerical values into a single representative 

value. Formally an aggregation operator can be 

defined as function h which assigns a real number y 

to any n-tuple (x1, x2,……., xn) of real numbers [6] 
                                                                      ),.......,,( 21 nxxxhy =

 

 

Basically the idea is to evaluate the aggregated result, 

Y(t), against the actual outcome at time t, and adjust 

the weights in the defuzzification operator such that 

the squared error is minimized. By minimizing SE for 

t, MSE is minimized as well. 

 

3.3 DEFUZZIFICATION MODULE 

The data of February 1990 to 2003 (Table 6) is used 

to demonstrate the module 
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Table 6: Fuzzified maximum temperatures (February 

1990-2003) 

Year Temperature (
0
C) Fuzzy set 

1990 30.4 A2 

1991 36.0 A7 

1992 30.3 A2 

1993 33.0 A5 

1994 32.3 A4 

1995 31.1 A3 

1996 34.8 A6 

1997 28.8 A1 

1998 33.7 A5 

1999 34.4 A6 

2000 28.7 A1 

2001 30.7 A3 

2002 32.2 A4 

2003 34.9 A6 

Fuzzy Set Groups (FSGs) are established (as against 

the conventional Fuzzy Logic Relationship Groups 

(FLRG) in order to partition the historical data into 

unique sets of sub-patterns which subsequently are 

converted into corresponding If-statements. During 

the first pass of the algorithm, consecutive sets are 

grouped pair-wise. Table 7 shows the fuzzified data 

of Table 6 grouped in this manner. Every FSG 

appears in chronological order. 

 

Table 7: Establishment of Fuzzy Set Groups 

(February 1990-2003) 

Label FSG 

1 {A2, A7} 

2 {A7, A2} 

3 {A2, A5} 

4 {A5, A4} 

5 {A4, A3} 

6 {A3, A6} 

7 {A6, A1} 

8 {A1, A5} 

9 {A5, A6} 

10 {A6, A1} 

11 {A1, A3} 

12 {A3, A4} 

13 {A4, A6} 

   

The essence of grouping sets in this manner is to 

obtain a series of FSGs free of ambiguities. An 

ambiguity occurs, if two or more FSGs contain the 

same combination of elements. It can be seen from 

Table 7 that FSGs labelled as 7 and 10 are identical. 

In order to obtain a series of disambiguated Fuzzy Set 

Groups (Table 8), the ambiguous FSGs are extended 

to third order FSGs, by including the previous set in 

the corresponding time series. The extension process 

is continued until a unique combination of elements 

is obtained for each FSG. 

 

Table 8: Disambiguated Fuzzy Set Groups (February 

1990-2003) 

Label FSG 

1 {A2, A7} 

2 {A7, A2} 

3 {A2, A5} 

4 {A5, A4} 

5 {A4, A3} 

6 {A3, A6} 

7 {A3, A6, A1} 

8 {A1, A5} 

9 {A5, A6} 

10 {A5, A6, A1} 

11 {A1, A3} 

12 {A3, A4} 

13 {A4, A6} 

 

The If-statements are generated on the basis of the 

content of the FSGs. This task is fairly simple as the 

sequence of elements of each FSGs is the same as 

they appear in time. Each FSG can therefore easily be 

transformed into If-Then rules of the form: 

??
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For practical reasons, the sequence of conditions in 

the If-statement appears in the reverse order 

compared to their equivalent FSGs. When a rule is 

matched, the resultant weights are returned and the 

forecasted value, Y(t), is computed according to:  

]1,0[ 
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By processing all the data in Table 8, a series of 

incomplete If-statements are generated as shown in 

Table 9. In order to determine the weights, PSO is 

utilized to train the rules individually to match the 

data they represent. 

 

 

 

 

 

 

84 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 

 

 

Table 9: Generated If-rules in Chronological Order (February 1990-2003) 

Rule Matching part 

1 ))2()1(( 27 AtFAtFif =−∧=−  

2 ))2()1(( 72 AtFAtFif =−∧=−  

3 ))2()1(( 25 AtFAtFif =−∧=−  

4 ))2()1(( 54 AtFAtFif =−∧=−  

5 ))2()1(( 43 AtFAtFif =−∧=−  

6 ))2()1(( 36 AtFAtFif =−∧=−  

 7 ))3()2()1(( 361 AtFAtFAtFif =−∧=−∧=−  

8 ))2()1(( 15 AtFAtFif =−∧=−  

9 ))2()1(( 56 AtFAtFif =−∧=−  

10 ))3()2()1(( 561 AtFAtFAtFif =−∧=−∧=−  

11 ))2()1(( 13 AtFAtFif =−∧=−  

12 ))2()1(( 34 AtFAtFif =−∧=−  

13 ))2()1(( 46 AtFAtFif =−∧=−  

 

PSO is then utilized to tune the weights in the 

defuzzification operator in equation (6). The 

following parameters are user defined: 

• The inertial coefficient, w, equals 1.4. 

• The self confidence and social confidence 

coefficients, c1 and c2, respectively, both equals 

2. 

• The minimum and maximum velocity is limited 

to [-0.01, 0.01]. 

• The minimum and maximum position is limited 

to [0, 1]. 

• The number of particles equals five. 

• The stopping criteria are defined by setting the 

minimum SE to 1 and the maximum number of 

iterations to 500.  

The PSO algorithm is coded using C-#. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10: Initial Positions of all Particles 

Particle Position 1 

(w1) 

Position 2 

(w2) 

SE 

1 0.75 0.5 141.61 

2 0.75 0.5 141.61 

3 0.75 0.5 141.61 

4 0.75 0.5 141.61 

5 0.75 0.5 141.61 

 

To demonstrate the algorithm, rule 1 in Table 9 is 

trained. As can be seen from Table 10, the personal 

best positions are the same for all particles during 

initialization. Hence the personal best positions equal 

the global best position for all particles. 

 

Table 11: Randomized Initial Velocities of all 

Particles 

Particle v1 v2 

1 0.0026 0.0012 

2 0.0036 0.0017 

3 0.0038 0.0022 

4 0.0098 0.0047 

5 0.0025 0.0071 

 

When all particles and velocities have been initialized 

(Table 11), the velocities are updated before positions 

are incremented. Velocities are updated according to 

equation (9). The computation yields: 
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0036.0)75.075.0(2)75.075.0(2)0026.04.1( 211,1 =−∗+−∗+∗= rrv  

0017.0)5.05.0(2)5.05.0(2)0012.04.1( 212,1 =−∗+−∗+∗= rrv  

0050.0)75.075.0(2)75.075.0(2)0036.04.1( 211,2 =−∗+−∗+∗= rrv  

0024.0)5.05.0(2)5.05.0(2)0017.04.1( 212,2 =−∗+−∗+∗= rrv  

0053.0)75.075.0(2)75.075.0(2)0038.04.1( 211,3 =−∗+−∗+∗= rrv  

0031.0)5.05.0(2)5.05.0(2)0022.04.1( 212,3 =−∗+−∗+∗= rrv  

0137.0)75.075.0(2)75.075.0(2)0098.04.1( 211,4 =−∗+−∗+∗= rrv  

0066.0)5.05.0(2)5.05.0(2)0047.04.1( 212,4 =−∗+−∗+∗= rrv  

0035.0)75.075.0(2)75.075.0(2)0025.04.1( 211,5 =−∗+−∗+∗= rrv  

0099.0)5.05.0(2)5.05.0(2)0071.04.1( 212,5 =−∗+−∗+∗= rrv  

 

Positions are incremented according to equation (2). 

Incremented positions after the first iteration are 

shown in Table 12. 

 

Table 12: The Positions of all Particles after the First  

Iteration 

Particle w1 w2 SE 

1 0.7526 0.5012 145 

2 0.7536 0.5017 147 

3 0.7538 0.5022 148 

4 0.7598 0.5047 155 

5 0.7525 0.5071 151 

 

After the first iteration, none of the computed SE 

values in Table 12 is less than 141.61. Thus no 

personal best positions or global best positions are 

reached at this point. The iteration continues until 

either or both of the stopping criteria are met. The 

personal best positions of all particles after 

termination are listed in Table 13. 

 

Table 13: The Personal Best Positions of all Particles  

after Termination 

Particle w1 w2 SE 

1 0.5963 0.3531 3 

2 0.5932 0.3502 2 

3 0.5928 0.3482 2 

4 0.5921 0.3414 1 

5 0.5971 0.3421 2 

 

According to Table 13, particle 4 has the global best position. Hence the weights associated to rule 1 equals 0.5921 

and 0.3414.  
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Figure 2: Screenshot Showing Inputted Parameters and Results 

 

 

 
Figure 3: Graphical User Interface Showing Results 

 

After the weights have been optimized via PSO (as 

shown in Figures 2 and 3), the ‘blanks’ in the ‘Then’ 

part can be filled. The partially completed If-rules 

from Table 9 are shown in fully completed form in 

Table 14.  

 

Table 14: Generated if-then Rules in Chronological Order (February 1990-2003) 

Rule Matching Part Weights 

1 ))2()1(( 27 AtFAtFif =−∧=−  3400.0  5900.0 21 == wandwthen  

2 ))2()1(( 72 AtFAtFif =−∧=−  4037.0  6497.0 21 == wandwthen  

3 ))2()1(( 25 AtFAtFif =−∧=−  4000.0  6500.0 21 == wandwthen  

4 ))2()1(( 54 AtFAtFif =−∧=−  3700.0  6247.0 21 == wandwthen  

5 ))2()1(( 43 AtFAtFif =−∧=−  4480.0  6915.0 21 == wandwthen  

6 ))2()1(( 36 AtFAtFif =−∧=−  3200.0  5687.0 21 == wandwthen  

7 ))3()2()1(( 361 AtFAtFAtFif =−∧=−∧=−  2500.0 & 3500.0 ,4466.0 321 === wwwthen  

8 ))2()1(( 15 AtFAtFif =−∧=−  4334.0  6797.0 21 == wandwthen  

9 ))2()1(( 56 AtFAtFif =−∧=−  3100.0  5584.0 21 == wandwthen  

10 ))3()2()1(( 561 AtFAtFAtFif =−∧=−∧=−  2066.0 & 3100.0 ,4100.0 321 === wwwthen  

11 ))2()1(( 13 AtFAtFif =−∧=−  4325.0  6899.0 21 == wandwthen  

12 ))2()1(( 34 AtFAtFif =−∧=−  4400.0  6907.0 21 == wandwthen  

13 ))2()1(( 46 AtFAtFif =−∧=−  ?  ? 21 == wandwthen  

 

4: DERIVATION OF FORECASTS 

Adopting the same procedure, the If-Then rules are 

generated for the months of January to December 

(1990 – 2003). Based on the rules of Table 14, the 

forecast for February (1990-2003) is obtained as in 

Table 15.  Using similar tables for all the months, 

forecast values for January to December 2004 are 
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obtained as in Table 16. Adopting the same 

procedure, the If-Then rules are generated for the 

months of January to December (1990 – 2003). 

Based on the rules of Table 14, the forecast for 

February (1990-2003) is obtained as in Table 15.  

Using similar tables for all the months, forecast 

values for January to December 2004 are obtained as 

in Table 16. The performance of the developed model 

is evaluated by the Mean square Error (MSE) and the 

Mean Average Percentage Error (MAPE). The plot of 

the actual and forecasted temperatures is as shown in 

Figure 5 

The Mean Squared Error (MSE) and Mean Absolute 

Percentage Error (MAPE) are defined thus: 

∑∑∑∑
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Table 15: Forecast Results (February 1990-2003) 

Year Actual (
0
C) Forecasted (

0
C) 

1990 30.4 - 

1991 36.0 - 

1992 30.3 31.6 

1993 33.0 34.2 

1994 32.3 33.6 

1995 31.1 32.4 

1996 34.8 36.0 

1997 28.8 29.7 

1998 33.7 32.8 

1999 34.4 35.4 

2000 28.7 29.7 

2001 30.7 29.4 

2002 32.2 33.6 

2003 34.9 35.7 

 - 

MSE 1.322 

MAPE 0.0355 

 

 

 

 

 

 

Table 16: Forecast Results (January to December 

2004) 

Month (2004) Actual (
0
C) TFA (

0
C) 

January  30.9 32.3 

February 32.0 33.3 

March  34.5 33.5 

April 37.1 38.1 

May 33.4 34.3 

June 30.9 32.2 

July  29.4 30.5 

August  28.2 27.5 

September  30.1 31.5 

October  32.4 33.8 

November 32.8 34.1 

December  31.6 32.7 

MSE 1.389 

MAPE 0.0364 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

88 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 
 

Figure 5: Plot of trends of the actual and forecasted temperatures (2004) 

 

 

5. CONCLUSION 

The Fuzzy Time Series (FTS) model employed in 

this work uses a fuzzification algorithm, based on the 

trapezoid fuzzification approach (TFA), which 

objectively partitions the universe of discourse into 

intervals without requiring any user defined 

parameters. PSO and aggregation are utilized to 

reduce the mismatch between the forecasted and 

actual data, to individually tune forecast rules and to 

ensure consistency between defuzzified outputs and 

actual outputs, regardless of selected interval 

partitions. As a consequence, data utilisation is 

improved by minimising the loss of forecast rules and 

minimising the number of pattern combinations to be 

matched with future time series data. 

 

The FTA-based FTS technique is employed on 

maximum temperature data of Zaria for the period 

1990-2003, as obtained from Nigerian 

Meteorological Agency (NIMET), Zaria and these 

are used to obtain the forecast for January to 

December 2004. A performance measure of MAPE 

of 3.64% is obtained, which indicates that the 

technique can result in the improvement of the 

forecasting accuracy.  
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 Abstract- This paper presents a Novel Fuzzified Multi 
Objective (MO) version of Honey Bee Mating 
Optimization (MOHBMO) approach for optimal tuning 
of linear parameters (such as the gain and time 
constant) and nonsmooth nonlinear parameters (such as 
saturation limits) of Power System Stabilizer (PSS). The 
problem of robustly tuning of PSS based SMIB design is 
formulated as an optimization problem according to the 
time domain-based and eigenvalue based objective 
functions which are solved by the MOHBMO technique 
that has a strong ability to find the most optimistic 
results. The effectiveness of the proposed Fuzzy based 
MOHBMO based PSS is demonstrated on a Single-
Machine Infinite-Bus (SMIB) power system through the 
nonlinear time domain simulation and some 
performance indices under different operating 
conditions in comparison with the SPEA algorithm 
based tuned stabilizer and conventional PSS.  
 
Keywords: PSS Design, HBMO, MOHBMO, Low 
Frequency Oscillations, SMIB. 
 
1. Introduction 
Low frequency oscillations are detrimental to the goals 
of maximum power transfer and optimal power system 
security [1]. A contemporary solution to this problem is 
the addition of power system stabilizers to the automatic 
voltage regulators on the generators in the power 
system. The damping provided by this additional 
stabilizer provides the means to reduce the inhibiting 
effects of the oscillations [2]. The application of Power 
System Stabilizer (PSS) can help in damping out these 
oscillations and improve the system stability. The 
traditional and till date the most popular solution to this 
problem is application of the Conventional Power 
System Stabilizer (CPSS). However, continual changes 
in the operating condition and network parameters result 
in corresponding change in system dynamics. This 

                                                           
*Corresponding Author (hashayanfar@gmail.com) 

constantly changing nature of power system makes the 
design of CPSS a difficult task [3].  

A more reasonable design of the PSS is based on the 
gain scheduling and adaptive control theory as it takes 
into consideration the nonlinear and stochastic 
characteristics of the power systems [4-5]. This type of 
stabilizer can adjust its parameters on-line according to 
the operating condition. Many years of intensive studies 
have shown that the adaptive stabilizer can not only 
provide good damping over a wide operating range but 
more importantly, it can also solve the coordination 
problem among the stabilizers. Many random heuristic 
methods, such as like Improved honey bee mating 
optimization algorithm, chaotic optimization algorithm, 
artificial bee colony algorithm, Particle Swarm 
Optimization (PSO), Improved version of PSO 
algorithm have recently received much interest for 
achieving high efficiency and search global optimal 
solution in the problem space and they have been 
applied to the problem of PSS design [6-11]. These 
evolutionary based methods are heuristic population-
based search procedures that incorporate random 
variation and selection operators. In addition, the PSS 
design problem was formulated as a single objective for 
optimization in all of the above methods. 

It should be noted that the PSS design problem is a 
multiobjective optimization problem due to system 
characteristics and nonlinear behavior of the power 
systems. Thus, a fuzzy based Multi Objective Honey 
Bee Mating Optimization (MOHBMO) technique is 
proposed for optimal tune of PSS parameters to improve 
power system low frequency oscillations damping in 
this paper. The HBMO algorithm is a typical swarm-
based approach to optimization, in which the search 
algorithm is inspired by the honey-bee mating process 
[12-13] and has emerged as a useful tool for engineering 
optimization. There is no absolute global best in 
MOHBMO, but rather a set of nondominated solutions. 
Also, there may be no single local best queen for each 
individual of the colony. Selecting the global best and 
local best to guide the colony bees becomes nontrivial 
task in multi-objective domain. Thus, for non-
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dominance solutions sorting the Pareto archive 
maintenance approach and to ensure proper diversity 
amongst the solutions of the non-dominated solutions in 
Pareto archive maintenance the crowding distance 
measure concept is used [14].  

In this study, the problem of robust PSS design is 
formulated as a multi objective optimization problem 
and MOHBMO technique is used to solve it. Two 
performance indices based on time and frequency 
domains characteristics are defined and used to form the 
objective function of the design problem. The proposed 
MOHBMO based designed PSS has been applied and 
tested on a weakly connected power system under wide 
range of operating conditions to illustrate their ability to 
provide efficient damping of low frequency oscillations. 
To show the superiority of the proposed design 
approach, the simulations results are compared with the 
SPEA based designed [15] and classical PSS under 
different operating conditions through some 
performance indices. The results evaluation shows that 
the proposed method achieves good robust performance 
for wide range of load changes in the presence of very 
highly disturbance and is superior to the other 
stabilizers. 
 
2. Power system model  
For stability analysis of power system adequate 
mathematical models describing the system are needed. 
The models must be computationally efficient and be 
able to represent the essential dynamics of the power 
system. The stability analysis of the system is generally 
attempted using mathematical models involving a set of 
nonlinear differential equations. A schematic diagram 
for the test system is shown in Fig. 1. The generator is 
equipped with excitation system and a power system 
stabilizer. System data are given in Appendix. 

The synchronous generator is represented by model 
1.1, i.e. with field circuit and one equivalent damper 
winding on q axis. The nonlinear dynamic equations of 
the SMIB system considered can be summarized as [2, 
11]. 
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Fig. 1. SMIB power system 

 
2.1. PSS model 
The structure of PSS, to modulate the excitation voltage 
is shown in Fig .2. The structure consists a gain block 
with gain K, a signal washout block and two-stage 
phase compensation blocks. The input signal of the 
proposed method is the speed deviation (∆ω) and the 
output is the stabilizing signal VS which is added to the 
reference excitation system voltage. The signal washout 
block serves as a high-pass filter, with the time constant 
TW, high enough to allow signals associated with 
oscillations in input signal to pass unchanged. From the 
viewpoint of the washout function, the value of TW is 
not critical and may be in the range of 1 to 20 seconds 
[11]. The phase compensation block (time constants T1, 
T2 and T3, T4 ) provides the appropriate phase-lead 
characteristics to compensate for the phase lag between 
input and the output signals. 

 
Fig .2. Structure of power system stabilizer 

 
3. Multi Objective HBMO 

A. Brief HBMO Review 
A honey-bee colony typically consists of a single egg 
laying long-lived queen, several thousand drones 
(depending on the season), workers and a large family 
of bees living in one bee-hive [12]. Each bee undertakes 
sequences of actions which unfold according to genetic, 
ecological and social condition of the colony.  

A mating flight starts with a dance performed by the 
queen who then starts a mating flight during which the 
drones follow the queen and mate with her in the air. 
After the mating process, the drones die. In each mating, 
sperm reaches the spermatheca and accumulates there to 
form the genetic pool of the colony. Each time a queen 
lays fertilized eggs, she randomly retrieves a mixture of 
the sperm accumulated in the spermatheca to fertilize 
the egg and this task can only be done by the queen [16-
17]. 

The HBMO algorithm combines different phases of 
the marriage process of the honey bee. It starts with 
random generation of a set of initial solutions. Based on 
their fitness, randomly generated solutions are then 
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ranked. The fittest solution is named queen, whereas the 
remaining solutions are categorized as drones (i.e., trial 
solutions). In order to form the hive and start mating 
process, the queen, drones and workers (predefined 
heuristic functions) should be defined. Each queen is 
characterized with a genotype, speed, energy and a 
spermatheca with defined capacity. In the next step, 
drones must be nominated to mate with the queen 
probabilistically during the mating flight. At the start of 
the flight, the queen is initialized with some energy 
content and returns to her nest when the energy is within 
some threshold of either near zero or when the 
spermatheca is full. The mating flight may be 
considered as a set of transitions in a state-space (the 
environment). An annealing function is used to describe 
the probability of a drone (D) that successfully mates 
with the queen (Q) as follows [12]: 

( )
( )( , )
f

S tprob Q D e
−∆

=                                                    (3) 
Where, ∆(f) is the absolute difference of the fitness of D 
and the fitness of Q and the s(t) is the speed of queen at 
time t. The fitness of the resulting chromosomes of 
drone, queen or brood is determined by evaluating the 
value of the objective function. After each transition in 
space, the queen’s speed and energy decays is given by: 

( 1) ( )S t S tα+ = ×                                                        (4) 
( 1) ( )E t E t γ+ = −                                                       (5) 

Where, α(t) is speed reduction factor and γ is the 
amount of energy reduction after each transition (α , γ 
∈  [0,1] ). 
 

B. MOHBMO 
In most of practical cases, multi-objective 

optimization problems require simultaneous 
optimization of several incommensurable and often 
competitive/conflicting objectives. Because of presence 
of the multiple conflicting objectives, there is not exist 
one solution, which is the optimum of all objectives 
simultaneously. Instead, the solutions exist in the form 
of alternative trade-offs, also known as the Pareto 
optimal solutions. In other word, a multi-objective 
optimization problems always has a set of optimal 
solutions, for which there is no way to improve one 
objective value without deterioration of at least one of 
the other objective values. Pareto dominance concept 
classifies solutions as dominated or non-dominated 
solutions and the “best solutions” are selected from the 
non-dominated solutions. To sort non-dominated 
solutions, the first front of the non-dominated solution is 
assigned the highest rank and the last one is assigned the 
lowest rank. When comparing solutions that belong to a 
same front, another parameter called crowding distance 
is calculated for each solution. The crowding distance is 
a measure of how close an individual is to its neighbors. 

Large average crowding distance will result in better 
diversity in the population [14]. In order to investigate 
multi-objective problems, some modifications in the 
HBMO algorithm were made. 

Here, fuzzy set theory has been implemented to 
derive efficiently a candidate Pareto optimal solution for 
the decision makers [16]. The fuzzy set theory has been 
implemented to derive efficiently a solution from the set 
of non-dominated solutions. The fuzzy decision making 
function is represented by the membership function to 
replace each variable as a precise value. Fig. 3. depicts 
the membership function µc for the fuzzy variable 
signifying total fuel cost fi(.). The decision maker is 
fully satisfied with the cost if, µc is one, and not 
satisfied at all if µc is zero. Therefore, the value of 
membership function indicates the adaptability of the 
economy index. Due to the imprecise nature of decision 
maker’s judgment, the ith objective function of a 
solution in the non-dominated set fi is represented by a 
membership function µi(.) defined as [17]: 

max

max min
i i

i
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f f
f f

µ
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                (6) 

 

 
Fig. 3. Membership function of fuzzy cost. 

 
Where fi

max and fi
min are the maximum and minimum 

values of ith objective, respectively. We can have:  
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For each non-dominated solution k, the normalized 
membership function FDMk can be defined as follows: 
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The best compromise solution of PSS problem is the 
one having the maximum value of FDMk as fuzzy 
decision making function. Where M is the total number 
of non-dominated solutions. Then all the solutions are 
arranged in descending order according to their 
membership function values which will guide the 
decision makers with a priority list of non-dominated 
solutions in view of the current operating conditions. 
Flowchart of MOHBMO algorithm is summarized in 
Fig. 4. 
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ifm i n

if

1

0
if

iµ

92 Int'l Conf. Artificial Intelligence |  ICAI'12  |



4. Problem formulation 
In the present study, washout time constant TW =10 sec 
is used for the given lead-lag structure in Fig. 2. For the 
optimal tuning of the PSS parameters in Fig. 4, both 
linear parameters (K, T1, T2, T3 and T4) and nonlinear 
parameters (Vsmax and Vsmin) are to be determined. It is 
worth mentioning that the PSS is designed to minimize 
the power system oscillations after a large disturbance 
so as to improve the power system stability. To increase 
the system damping to the electromechanical modes and 
find appropriate location of PSSs the objective functions 
for optimization is defined as follow: 

2
1 0

1

. . 0.07sim
NP t

j

J t dt OSω
=

= + ×∑∫           (9) 

0 0

2 2
2 0 0

1 1

( ) 5 ( )
i i
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i i
j j

J
σ σ ζ ζ

σ σ ζ ζ
== ≥ == ≤

= − + × −∑ ∑ ∑ ∑       (10) 

Where σi,j and ζi,j are the real part and the damping 
ratio of the ith eigenvalue of the jth operating point. The 
tsim is the time range of simulation and NP is the total 
number of operating points for which the optimization is 
carried out. 
 

 
Fig. 3. Algorithm and computational flowchart of Fuzzified 

MOHBMO 
 
Typical ranges of the optimized parameters are [0.1-

100] for K and [0.01-5] for T1, T2, T3 and T4 and [0.05-
0.5] for Vsmax and -Vsmin. The optimization of the PSS 
parameters is carried out by evaluating the objective 

cost function as given in Eqs. (9) and (10), which 
considers a multiple of operating conditions are given in 
Table 1. The operating conditions are considered for 
wide range of output power at different power factors. 
Results of the PSS parameter set values based on the 
objective function J1 (by applying a three phase-to-
ground fault for 100 ms at generator terminal at t=1 sec) 
and J2, using the proposed MOHBMO and SPEA [15] 
and CPSS [2] algorithms are given in Table 2. Fig. 5 
shows the minimum fitness functions evaluating 
process. 
 

 
Fig .4.The FHBMO-PSS controller design 

 
Table 1. Operation conditions 

Case No. P Q xe H 
Case1 (Base case) 0.8 0.4 0.3 3.25 

Case 2 0.5 0.1 0.3 3.25 
Case 3 1 0.5 0.3 3.25 
Case 4 0.8 0.4 0.6 3.25 
Case 5 0.5 0.1 0.6 3.25 
Case 6 1 0.5 0.6 3.25 
Case 7 0.8 0 0.6 3.25 
Case 8 1 -0.2 0.3 3.25 
Case 9 0.5 -0.2 0.6 3.25 

Case 10 1 0.2 0.3 0.81 
 

 
Fig. 5: Fitness convergence 

 
Table 2. Optimal PSS parameters 

Method Kpss T1 T2 T3 T4 Vmax -Vmin 

CPSS 12.5 0.073 0.028 0.073 0.028 0.1 0.1 
SPEA 70.9 0.36 0.04 0.33 5.81 0.06 0.06 

MOHBMO 24.06 0.761 0.451 0.135 3.923 0.082 0.076 
 

5. Simulation results 
The behavior of the proposed MOHBMO based 
designed PSS (MOHBMOPSS) under transient 
conditions is verified by applying disturbance and fault 
clearing sequence under different operating conditions. 
In comparison with the SPEA based tuned PSS 
(SPEAPSS) and classical PSS. The disturbances are 
given at t = 1 sec. System responses in the form of slip 
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(Sm) are plotted. The following types of disturbances 
have been considered. 

Scenario 1: A step change of 0.1 pu in input 
mechanical torque. 

Scenario 2: A three phase-to-ground fault for 100 
ms at generator terminal. 

Figure 6 shows the system response at the lagging 
power factor operating conditions with weak 
transmission system for scenario 1. It can be seen that 
the system with CPSS is highly oscillatory. MOHBMO 
and SPEA based tuned stabilizers are able to damp the 
oscillations reasonably well and stabilize the system at 
all of the operating conditions. Figure 7 depicts the 

responses of same operating conditions but with strong 
transmission system. System is more stable in this case, 
following any disturbance. Both PSSs improve its 
dynamic stability considerably and MOHBMOPSS 
shows its superiority over SPEAPSS and CPSS. Figure 
8 refers to a three-phase to ground fault at generator 
terminal. Figure 9 depicts the system response in 
scenario 1 with inertia H'= H/4. It can be seen that the 
proposed MOHBMO based PSS has good performance 
in damping low frequency oscillations and stabilizes the 
system quickly. Moreover, it is superior to the SPEA 
and classical based methods tuned stabilizer. 

 

 
Fig. 6. ∆Tm=0.1 (p.u.) under Xe=0.3; CPSS (Dotted), SPEAPSS (Dashed) and MOHBMOPSS (Solid) 

a) P=0.8, Q=0.4 b) P=0.5, Q=0.1 c) P=1.0, Q=0.5 
 

 
Fig. 7. ∆Tm=0.1 (p.u.) under Xe=0.6; CPSS (Dotted), SPEAPSS (Dashed) and MOHBMOPSS (Solid) 

a) P=0.8, Q=0.4 b) P=0.5, Q=0.1 c) P=1.0, Q=0.5 
 

 
Fig. 8. 3-φ to ground fault 100 ms for Xe=0.3, CPSS (Dotted), SPEAPSS (Dashed) and MOHBMOPSS (Solid) 

a) P=0.8, Q=0.4 b) P=1.0, Q=0.5 

0 2 4 6 8
-5 

0 

5 

10 

x 10 -4 

Sp
ee

d 
D

iv
is

io
n 

Time (sec) 

(a) 

0 2 4 6 8

0

5

15

x 10 -4

Sp
ee

d 
D

iv
is

io
n 

Time (sec) 

(b) 

0 2 4 6 8 

-4 

0 

6 

12 

x 10 -4 

Sp
ee

d 
D

iv
is

io
n 

Time (sec) 

(a) 

0 2 4 6 8

-0.5

0

1

x 10-3

Sp
ee

d 
D

iv
is

io
n 

Time (sec) 

(b)

0 2 4 6 8

-4

0

6

12

x 10 
Sp

ee
d 

D
iv

is
io

n 

Time (sec) 

(c) -4 

0 2 4 6 8

-2

0

6

10

x 10-4

Sp
ee

d 
D

iv
is

io
n

Time (sec) 0 2 4 6 8

-2

0

6

10

x 10 -4
Sp

ee
d 

D
iv

is
io

n

Time (sec) 0 2 4 6 8

-2

0

6

10

x 10-4

Sp
ee

d 
D

iv
is

io
n

Time (sec) 

)a( )b( )c(

94 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 
Fig. 9. ∆Tm=0.1 (p.u.) under Xe=0.6 and H'=H/4, CPSS (Dotted), SPEAPSS (Dashed) and MOHBMOPSS (Solid) 

a) P=1.0, Q=0.5 b) P=0.6, Q=0.0 
 

To demonstrate performance robustness of the 
proposed method, two performance indices: the Integral 
of the Time multiplied Absolute value of the Error 
(ITAE) and Figure of Demerit (FD) based on the system 
performance characteristics are defined as [17]: 

2 2 210 [(500 ) (8000 ) 0.01 ]sFD OS US T= × × + × + ×       (10) 
8

0

1000 | |ITAE t dtω= × ∆∫                                          (11) 

Where, Overshoot (OS), Undershoot (US) and 
settling time of rotor angle deviation of machine is 
considered for evaluation of the FD. It is worth 
mentioning that the lower the value of these indices is, 
the better the system response in terms of time-domain 
characteristics. Numerical results of performance 
robustness for all cases as given in Table 1 for scenario 
1 are listed in Table 3, respectively.  

 
Table 3. Performance indices for scenario 1 

Classic SPEA MOHBMO 
FD ITAE FD ITAE FD ITAE 

Case No 

1.47290.56320.99420.67750.47570.50221 
1.76960.90421.47991.04220.56440.83812 
1.47740.44650.92810.55440.47220.37803 
3.47471.13113.76961.48421.12980.78224 
4.22091.49594.52681.81021.44631.12475 
3.63121.16314.06701.58851.21710.77776 
3.47471.13103.76961.48421.12980.78227 
1.47740.44650.92810.55440.47220.37808 
4.22091.49594.52681.81021.44631.12479 
1.47740.44650.92810.55440.47220.378010 

 
It can be seen that the values of these system 

performance characteristics with the proposed 
MOHBMO based tuned PSSs are much smaller 
compared to that SPEA and classical based designed 
PSS. This demonstrates that the overshoot, undershoot 
settling time and speed deviations of machine is greatly 
reduced by applying the proposed MOHBMO based 
tuned PSS.  
 
6. Conclusions  
An attempt has been made in this paper to develop a 
simple but robust PSS with particular emphasis on 

achieving a minimum closed loop performance over a 
wide range of operating and system conditions. For 
dealing with different solutions in multi-objective 
optimization problem, Pareto dominance concept is 
used to generate and sort the dominated and non-
dominated solutions. The minimum performance 
requirements of the stabilizer have been decided and 
this performance has been obtained using Fuzzified 
multi objective honey bee mating optimization. The 
nonlinear simulation results under wide range of 
operating conditions show the superiority and 
robustness of the Fuzzified multi objective HBMO 
method for the PSS design and their ability to provide 
efficient damping of low frequency oscillations in 
comparison with SPEA and classical methods. The 
effectiveness of the proposed method is tested on SMIB 
power system for a wide range of load demands and 
disturbances under different operating conditions. The 
nonlinear time simulation results confirm that the 
proposed MOHBMO based tuned PSS can work 
effectively over a wide range of loading conditions and 
is superior to the SPEA based tuned PSS and CPSS. 
 
Appendix: System data 

Generator: Ra=0, xd= 2.0, xq = 1.91, x'd=0.244, 
x'q=0.244 , f = 50 Hz, T'do=4.18, T'qo=0.75, H=3.25,  
Transmission line: R= 0,  xe = 0.3. 
Exciter: KA=50, TA=0.05, Efdmax=7.0, Efdmin=-7.0.  
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Abstract - We propose TSK (Takagi-Sugeno-Kang)-type 
Adaptive Neuro-Fuzzy Classifier (ANFC) for physical activity 
classification based on triaxial accelerometer and biomedical 
signal information. For this purpose, we design intelligent 
classifier with the ability to incorporate human knowledge 
and to adapt the knowledge base with the use of Gustafson-
Kessel (GK) fuzzy clustering. We also obtain movement 
information and heart rate from the developed patch-type 
sensor module. This small sensor is patched onto the user’s 
chest to obtain physiological data. The experiments consist of 
normal walking, brisk walking, slowest running, and jogging 
as physical activity classification in outdoor environments. 
The experimental results revealed that the presented 
intelligent classifier showed good performance in comparison 
to the previous studies. 

Keywords: Physical activity classification, neuro-fuzzy 
classifier, GK fuzzy clustering, patch-type sensor module 

 

1 Introduction 
  Conventional approaches of pattern classification 
involve clustering training data and organizing clusters to 
given categories. The complexity and limitations of previous 
scheme are largely due to the lacking of an effective way of 
defining the boundaries among clusters. This problem 
becomes more intractable when the number of features used 
for classification increases. In contrast to conventional 
clustering method, neuro-fuzzy classification assumes the 
boundary between two neighboring classes as a continuous, 
overlapping area within an object has partial membership 
degree in each class [1]. Furthermore, clustering techniques 
are used in conjunction with radial basis function classifier, 
fuzzy classifier, and neuro-fuzzy classifier primary to 
determine initial locations for radial basis function of 
receptive field or fuzzy if-then rules [2-4]. On the other hand, 
the accurate measurement of energy expenditure from 
physical activity is a challenging problem that is important to 
exercise scientists and clinicians. For this, we recently 
developed a patch-type sensor module to solve these 
problems [5]. The main characteristics of this sensor module 
are small size, wireless operation, low cost, light weight, and 
comfort for long-term wear, as well as integrating all required 
measurement parameters into a single sensor. We shall obtain 

movement information and biomedical signals from this 
sensor patched onto the user’s chest and only perform activity 
classification.   
     Therefore, this paper is concerned with the intelligent 
Adaptive Neuro-Fuzzy Classifier (ANFC) with the use of the 
developed patch-type sensor module from a given input-
output data pairs such as movement information and heart 
rate.  The Takagi-Sugeno-Kang (TSK)-type ANFC is 
designed by Gustafson-Kessel (GK) fuzzy clustering with 
fuzzy covariance matrix. This clustering technique is based 
on Mahalanobis distance to consider the distribution of input 
variables by incorporating the covariance of data points [6]. 
Furthermore, TSK type is by far the most popular candidate 
for fuzzy classifier and effective to develop a systematic 
approach [7]. Thus, the TSK-ANFC can possess the intensive 
classification capability together with meaningful fuzzy if-
then rules. The experiments are performed on normal walking, 
brisk walking, slowest running, and jogging in outdoor 
environments. The experiments results revealed that the 
proposed intelligent classifier outperformed in the previous 
methods. The material of this paper is organized in following 
fashion. In section 2, we describe the proposed neuro-fuzzy 
classifier based on GK fuzzy clustering. In section 3, we 
perform the experimental setup and performance comparison. 
Finally the conclusions and comments are given in section 4.  

2 Architecture of TSK-ANFC 
In this section, we describe the architecture and learning 

rules of the TSK-ANFC. Let us now consider the TSK-ANFC 
with first-order TSK fuzzy rules. It also involves two phases 
including structure identification and parameter identification. 
The former is related to determining the number of fuzzy if-
then rules and a proper partition of the input space. The latter 
is concerned with the learning of model parameters such as 
membership functions, linear coefficients, and so on. Fig. 1 
shows the architecture of the proposed TSK-ANFC. As 
shown in Fig. 1, this network is composed of five layers 
similar to the well-known ANFIS (Adaptive Neuro-Fuzzy 
Inference System) introduced by Jang [1]. While ANFIS 
often raises the “curse of dimensionality” problem that the 
number of fuzzy rules exponentially increases due to the grid 
partitioning of the input space, the TSK-ANFC can 
effectively solve such a problem due to the flexible scatter 
partitioning of the GK fuzzy clustering approach.  
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Fig. 1 Architecture of a TSK-ANFC 

 
For simplicity, we suppose that the TSK-ANFC under 

consideration has m input variables mjx j ,,2,1, K= . For a 

first-order TSK fuzzy type, a typical fuzzy if-then rule has the 
following form [7] 
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parameters. Every node of the first layer consists of linguistic 
labels build by a parameterized membership function. Here, 
we use a Gaussian membership function specified by two 
parameters. A Gaussian membership function is determined 
completely the center and width of the membership function, 
respectively. Each of the cluster centers obtained by the GK 
fuzzy clustering method represents a prototype that exhibits 
significant characteristics of the target system under 
consideration. For further details on GK fuzzy clustering 
refer to [6]. Here, the membership’s width, representing the 
initial standard deviation for each cluster center in the jth 
input variable, is computed by statistical method. Every node 
in the second layer represents the firing strength of a rule by 
using the product of all of the incoming signals as follows 
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Every node in the third layer calculates the ratio of the ith 
rule’s firing strength to the sum of all rule’s firing strengths. 
Every node in the fourth layer computes the product between 
the normalized firing strength and the constant of the 
consequent part. The single node in the final layer computes 

the overall inference class as the summation of all incoming 
signals as follows 
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where iw  is a normalized firing strength of the ith rule and ŷ  
is the classified output of the model. ŷ is represented as class 
number by class bound value. Here, the learning scheme of 
the proposed TSK-ANFC is performed by the hybrid learning 
scheme using Back-Propagation (BP) and Least Square 
Estimator (LSE).  

 
3 Experimental results 

The patch-type sensor module is a wireless, small size 
and light weight sensor that can be patched on the chest of 
participants to obtain physiological data. The sensor board 
shown in Fig. 2 consists of a 3-axis accelerometer and three 
ECG electrodes to detect movement information (MI) and 
heart rate (HR), respectively [5].  

 
Fig. 2 Patch-type sensor module  

The experiments are performed under outdoor environments. 
In order to obtain heart rate, we used three electrodes for ECG 
measurement on the chest. These electrodes without gel are 
mounted on a conductive adhesive patch. The ECG analog 
circuitry was specifically designed for effective motion 
artifact rejection during exercise. On the other hand, we used 
three-axis accelerometer (MMA7260Q) was used to detect 
acceleration changes during exercise. This device is a cheap 
capacitive micro-machined accelerometer featuring good 
sensitivity, low power consumption, and very small size. We 
used 206 samples with 4 classes. The input consists of two 
variables. The variables were the movement information (MI) 
and heart rate (HR). The output variable to be classified is 
physical activities. In order to evaluate the resultant model, 
we divided the data sets into training (odd number) and test 
data (even number) sets. Here, we selected 103 training sets 
for model construction, while the other checking data set was 
used for model validation. We performed the experiments as 
the number of cluster increases from 3 to 6. Fig. 3 shows data 
distribution of movement information obtained from triaxial 
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accelerometer sensor regarding each physical activity. As 
shown in Fig. 3, the movement information of brisk walking 
is similar to that of slowest running. Fig. 4 shows the 
classification performance (70.37%, 5 rules) of the proposed 
TSK-ANFC regarding only movement information. Fig. 5 
shows data distribution of heart rate obtained from ECG 
sensor regarding each physical activity. As shown in Fig. 5, 
the heart rate has good characteristics in discrimination of 
each physical activity.  Fig. 5 shows the classification 
performance (98.06%, 5 rules) of the proposed TSK-ANFC 
regarding only heart rate.  Fig. 7 visualizes the distribution of 
two input variables obtained from normal walking, brisk 
walking, slowest running, and jogging in outdoor 
environments.  Fig. 8 shows the classification performance 
representing 99.03% when the number of rule is 5. The 
clusters estimated by GK fuzzy clustering are shown in Fig. 9. 
Table 1 lists the comparison of classification performance. As 
listed in Table 1, the proposed TSK-ANFC showed good 
performance in comparison with the previous work.  
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(walking, brisk walking, slowest running, jogging) 
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Fig. 4 Classification performance of the proposed classifier 

regarding only movement information 
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Fig. 5 Data distribution of heat rate 
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Fig. 6 Classification performance of the proposed classifier 

regarding only heat rate 
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Fig. 7 Data distribution of movement information and heat rate 
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Fig. 8 Classification performance of the proposed classifier 
regarding movement index and heat rate 
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Fig. 9 Estimation of cluster centers by GK fuzzy clustering 

 
Table 1 Comparison of classification performance for checking data 

 

 No. rule 
Classificatio

n 
rate (%) 

NFC [1] 6 79.61 

The proposed 
TSK-ANFC 

3 
4 
5 
6 

98.06 
98.06 
99.03 
99.03 

 
4 Conclusions 

We developed the ANFC with a TSK fuzzy type based on 
by GK fuzzy clustering technique for physical activity 
classification based on triaxial accelerometer and biomedical 
signal information. The experiments are performed on normal 
walking, brisk walking, slowest running, and jogging in 
outdoor environments. The experiments results revealed that 

the proposed intelligent classifier showed good performance 
in comparison with the previous work. In the future, we shall 
use three-axis based action data well as Vicon physical action 
data for activity recognition. 
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Abstract - Techniques and tools are needed that allow 
Commanders and Analysts to intelligently plan and re-assess 
mobile networks that are supporting missions and courses of 
action in the battlespace and emergency response settings. 
Many techniques, simulations, and tools are available to 
model, represent, and analyze the RF environment, however 
they are typically used for a priori planning or after action 
analysis. Unplanned changes to the RF environment such as 
environmental variations, position, jamming, and terrain 
effects may result in coverage shortfalls that hinder mission 
performance. As such, there exists a need to provide visual 
analysis of network coverage to Warfighters executing the 
mission in real-time. 

 This paper details an ongoing research effort that seeks 
through provide real-time visualization of mobile network 
coverage through the orchestration of a variety of data 
sources, simulations, network analysis techniques and 
cognitive models. This variety of applications is assembled 
into a workflow through an intelligent agent framework and 
used to assess and display the expected coverage for the 
mission under way on a GoogleEarth map, resulting in 
mission participants being able to “see” where the coverage 
begins and ends for their device. 

Keywords: intelligent agents, MANETs, Signal Planning, 
Coverage Analysis, Bayesian Analysis 
 

1 Introduction 
  This paper discusses an effort to provide the 
visualization of network coverage through the use of an 
intelligent agent framework known as the Course of Action 
(COA) Analysis with Radio-time Effects Toolbox (CARET). 
The CARET Agent Framework makes use of distributed 
agents that gather, process, and inject real-time data into 
embedded simulations for use in evaluating COAs amidst 
real-time RF effects. This framework provides capabilities 
that assist signal planners and Warfighters / mission 
participants in visualizing changing mobile coverage 
presented by uncertainties associated with forces-on-the-
move. While this paper provides a discussion on the Agent 
Framework design, this has been provided for completeness, 
as much of that work has been presented elsewhere 
[1][2][3][4][5]. This particular paper focuses on the 
techniques employed for our coverage analysis that is 

subsequently relayed for viewing via the GoogleEarth 
overlay.  

2 Problem Being Solved 
 This research addresses the issue of mobile network 
coverage shortfalls that can result from some type of 
deviation from an initial signal plan. This deviation may be a 
result of participants being out of position, environmental or 
terrain effects, adversary jamming, equipment damage or 
health issues, and other criteria. An example illustrating this 
problem is shown in Figures 1 and 2. In Figure 1, a signal 
planner has laid out his/her plan for the mission that supports 
blue force movement in accomplishing their mission. The 
blue arrows indicate participant movement, while the circles 
indicate the coverage areas for those radios. Figure 1 also 
indicates adversary or target positions built into the map 
overlays and adversary jamming or interference sources. This 
analysis and planning is typically performed a priori. Figure 2 
details some of the unplanned activities that may affect the 
network support for the mission, participants may stray from 
their coverage areas or jamming or interference sources may 
move. Additionally, weather or terrain may also affect the 
coverage. 

 

Figure 1: Network Propagation and Connectivity for a Given 
Mission Plan 
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Figure 2: Plan Deviation Result in Coverage Shortfalls 

3 CARET Agent Framework 
 The CARET Agent Framework design serves three 
main purposes: (1) enable the development of highly capable 
applications that are able to meet the demands of current and 
future requirements, (2) provide a development platform that 
is highly flexible and easily extensible, and (3) ensure that 
applications developed from the framework are highly 
interoperable with other applications, systems, and platforms, 
particularly legacy software and systems. 

3.1 Basic Components 
 The first principle was the need to build applications 
from composable components, such as web services and/or 
intelligent agents. To implement our selection of software 
agents as a base component type, we have selected the Java 
Agent Development Environment (JADE) [6]. JADE is a 
software framework to develop agent-based applications in 
compliance with the FIPA specifications for interoperable 
intelligent multi-agent systems [7]. 

3.2 Handling Data 
 The second core principle was the use of abstract data 
interfaces wherever possible in order to simplify the burden 
on application developers. Due to this principle, our approach 
adopted use of Service Data Objects (SDOs), whose 
specification [8] prescribes a way for all compliant data 
exchanges to take place using a common representation for 
all data types. Figure 3 shows a UML diagram of the basic 
SDO representation for data. 
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Figure 3: Service Data Object (SDO) Representation 

 When data needs to be exchanged between application 
components, sets of Data Objects are assembled into a Data 
Graph and sent from a DataAccessService to its final 
destination. Data Graphs can also keep track of all changes or 
modifications made to the graph over time in a Change 
Summary. 

 The choice of SDO for data interfaces reduces the 
impact on developers and integrators that are due to the 
manner in which data may be accessed. SDO translators can 
be written for each particular legacy data source and re-used 
for each instantiation of that source. 

 Additionally, our solution adopted the use Web Services 
and protocols, such as SOAP [9] to interoperate with agents 
or services from external systems. 

3.3 Managing Workflows 
 The third core principle from was support for 
workflows, particularly those following the Observation-
Interpretation-Action cycle of programmed system responses 
to dynamic events. Here again we are fortunate that the 
choice of JADE as the agent development framework 
provides us with a good starting point to build up from. There 
exists a complementary product to JADE that is called the 
Workflows and Agents Development Environment (WADE). 
WADE is built on top of JADE, as shown in Figure 4. 

 

Figure 4: WADE Overview 
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Figure 5: Agent Types for the CARET Agent Framework 

3.4 Agent Classes 
 Based on JADE concepts, data handling approaches, 
agent interoperability mechanisms, and workflow 
orchestration concepts discussed above, this effort developed 
a basic agent structure from which all CARET agents could 
be derived. All CARET agents are derived from a Generic 
Agent Class as shown in Figure 5. This generic agent class 
provides a basic JADE agent structure with inherent data 
handling and processing features. The CARET Generic Agent 
class was used to develop four types of agents that were 
further derived to provide for the different agent capabilities 
required by the CARET Agent Framework. These agent types 
include Operational Data Agents (ODAs), Analysis Agents 
(AAs), Process Agents (PAs), and Interoperability Agents 
(IAs) [3][4]. 

 Operational Data Agents are responsible for capturing 
or extracting data for a variety of sources in the CARET 
environment. Such sources may be SQL databases, real-time 
data sources, documents such as flat-files or XML schemas, 
or simulation environments. Process Agents are used to 
implement some type of process over time such as triggering 
or calibrating multiple simulation runs or managing the flow 
of data between agents. Analysis Agents are responsible for 
performing some type of analysis of data in the CARET 
environment, including performing the analysis of simulation 
results, analysis of intelligence, surveillance, or 
reconnaissance sensor data from the operational world, 
predictive analysis of trends with regard to missions or 
network configurations supporting those missions, and 
analyses of particular alternative or “what-if” scenarios in 
addressing a particular mission objective. AAs possess 
JADE, SDO and web service interfaces. Interoperability 
Agents (IAs) are responsible for interoperating with external 
systems or user interfaces and possess JADE, HTML, SDO, 
Web Service, TCP / UDP and DIS interfaces.   

4 CARET Agent Framework 
Implementation 

 As mentioned, our implementation of the CARET Agent 
Framework is based on JADE.  JADE uses topics so other 

agents can subscribe, where only one agent can be the 
publisher.  While the topics are maintained by the main JADE 
container, but conceptually the flow of data between the 
different components is depicted in Figure 6 [5]. Ovals depict 
agent instances and data flows are color-coded by topic as 
follows: 

• DISDATA 
• CONFIG 
• ENTITYLOC 
• EXPERIMENT-SETUP 
• EXPERIMENT-RESULTS 
The dashed lines represent an external interaction from the 
JADE system 

 The CARET implementation uses seven intelligent 
agents, derived from the agent types presented in Figure 5. 
An overview of these agents is discussed as follows: 

 • DISBridgeAgent:  This is an Interoperability Agent-
External Systems (IA-ES) agent that processes Distributed 
Interactive Simulation (DIS) PDUs outputted by OneSAF 
Objective System [10]. OneSAF is use to simulate mission 
activities. For a operational use, this simulator is replaced 
by GPS sensors.    

 • IdentityAgent:  This Interoperability Agent-User 
Interface (IA-UI) allows participants and signal planners to 
select, via a User Interface, the participants that he/she is 
interested in.  

 • EntityServerAgent:  This Analysis Agent-Situational 
Awareness (AA-SA) is configured by IA-UIs and filters 
sensor data that pertains to entities of interest.   

 • AnalysisControlAgent:  This Interoperability Agent-
User Interface (IA-UI) agent interacts with a graphical user 
interface that allows the user to select parameters for the 
analysis.     

 • RemoteProcessAgent:  This Process Agent-SimControl 
(PA-SC) agent is used to control the network analysis 
performed. 

 • SocketClientAgent:  Interoperability Agent-External 
Systems (IA-ES) is used to provide entity information to 
the GoogleEarth application.. 

 • RemoteCoverageAgent:  This IA-ES agent is use to 
provide coverage overlay information to the GoogleEarth 
application 
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Figure 6: CARET Agent Framework Implementation 

5 Statistical and Cognitive Modeling 
 Two key capabilities that CARET provides signal 
planners are a capability to analyze and diagnose issues 
related to network performance as a mission proceeds, and a 
capability to analyze and diagnose issues related to network 
performance as a mission is projected forward from a given 
point in time (using simulation) in order to identify potential 
unintended outcomes and assess various mission alternatives.  

  To provide such a capability to signal planners, CARET 
utilizes PA-SC agents. The PA-SC agent works by 
controlling the network simulation to perform an experiment 
around the selected participants. The PA-SC agent conducts 
these experiments to generate simulated network data based 
on the expected position of the participant in question. This 
data is then assembled as a coverage overlay to enable the 
participant or signal planner to visual the coverage patterns, 
or is used as input to cognitive reasoning approaches that 
compare the simulated data with actual network metrics to 
“diagnose” the cause of potential shortfalls using sets of 
rules, such as a fuzzy rule base, statistical analysis, and/or 
through the use of inference techniques.  

 Initial designs for these agents focused on the use of 
rule bases and statistical approaches as a way of identifying 
potential problems for the network in comparison to the 
expected performance. The statistical metrics were generated 
through the use of multiple simulations of the support 
network, with tweaks added to various parameters to gain an 
understanding of the state space amidst a variety of problems 
including radio degradation, platform position, and 
environmental effects. The rule sets were then used to 
diagnose the cause of specific shortfalls based on observed 
network behavior.  

5.1 Statistical Model Development – Radial 
Coverage 

 For the first cognitive model, a statistical modeling 
approach was used. This modeling approach started with the 

idealized network topology, emitters, and receivers 
supporting a mission and simulated the expected coverage 
and QoS for that topology. Next, the statistical approach 
involved adjusting each of the radios (transmitters and 
receivers) involved in the scenario/topology with regard to 
their location and a variety of additional parameters while 
running QualNet simulations to generate an expected 
coverage profile for different parametric off-shoots of the 
mission. It should be noted that in generating the baseline 
coverage profiles, the prototype uses existing agent types that 
we developed for CARET. These agents were used because 
they facilitated information transfer and processing across 
CARET applications and alleviated the need for manual 
simulation execution and results extraction. To generate this 
coverage map, we implemented a PA-SC for Radial Coverage 
PA-SC RC, which runs experiments called the coverage-test.  
The PA-SC RC works by passing an input message defining 
the coverage experiment that specifies parameters required 
for the coverage test as follows: 

1. Parameter to be varied: FREQUENCY or POWER 

2. Minimum, maximum, and increment for the parameter 

3. Id and latitude-longitude location of the subject-node 

4. Minimum and maximum range (min_r, max_r) for the 
coverage test 

5. Number of N concentric circles to generate 

6. Number M of test nodes to place on the inner-most circle 

This information is entered via the Analysis Control Agent 
(an IA-UI), shown in Figure 7, which subsequently passes the 
simulation control data to the PA-SC RC. 

 

Figure 7: Agent Control using CARET Analysis Agent – 
Control Agent 

 As shown in Figure 8, the PA-SC RC creates network 
nodes (probe-nodes) and places them at evenly spaced 
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intervals on each of N concentric circles, centered at the 
subject-node. The radii of the N circles start at min_r and 
increment at even intervals to max_r. The inner-most circle is 
given M nodes, and the number of nodes placed in each 
successively larger circle is the largest integer less than M ( r 
/ min_r ). This ensures that the arc-length between nodes is 
roughly the same from one circle to the next. 

 

Figure 8: Node Locations for the Radial Coverage Test, N=3, 
M=8 

 The PA-SC RC runs QualNet once for each value of the 
target-parameter, and for each run, the PA-SC RC must 
generate a scenario-file for QualNet. The QualNet scenario-
file has parameters specifying: 

• The type of radios used 
•  Specifications of the communication protocol to be used 
• Propagation model 
• Specification of frequency 
• Location of the DEM files for the area terrain 
• QualNet “app” filename specifying transmit parameters 

 Each time the PA-SC RC runs QualNet, it modifies the 
scenario-file with the current value of this parameter. After 
the run completes, QualNet outputs a stat-file containing 
numerous statistics. When all runs have completed, the PA-
SC RC filters all the stats files to determine the number of 
packets were transmitted to each probe-node and the number 
that it actually received.  The PA-SC RC places this 
information into a results-file that can be read by the client 
application. 

 The result of this experiment is a map that details 
expected network coverage and QoS for the mission. When 
actual or simulated network coverage data is available, it is 
compared to this map to determine what types of network 
shortfalls may be occurring in a statistical fashion. It should 
be noted that the results of the PA-SC RC can be viewed by 
the analyst through graphical analysis. This process is 
described below. 

5.2 Graphical Analysis 
 In order to gain an understanding of the statistical 
coverage for the network/mission at hand, the coverage-test 

results can be passed to a Google Earth viewer in order to 
gain an appreciation for the coverage bands. In this case, the 
coverage results are forwarded from the AA-CR RC to the 
IA-UI Google Earth (GE) viewer [11]. The GE viewer 
performs following formats the data for display as follows: 

• The percentages are classified via thresholds the results 
into performance categories to be represented by color codes: 
EXCELLENT (blue), GOOD (green), FAIR (yellow), POOR 
(red), and none. 

• Using the EXCELLENT performance threshold 
(EXCELLENT), it starts at the innermost probe-nodes and 
works outwards, forming a coverage-set for by taking the 
convex hull of the region containing the probe-points whose 
reception meet or exceed the threshold. 

• This reception region is colored blue 

• Still working outward from the center, the algorithm 
determines the convex hull of the region containing probe-
nodes that meet or exceed the GOOD threshold. This will 
contain the previous region, so the difference between the 
two is colored green. 

• The procedure continues likewise to determine the 
FAIR, and POOR regions which are colored yellow and red 
respectively. 

 The GE viewer is a wrapper for the Google Earth (GE) 
application. It overlays the color-coded coverage area from 
the graphics analysis onto a topological map of the area 
produced by GE. The overall use of CARET together with 
pertinent interfaces, are described below. 

 The final component in the system is the use of Google 
Earth [11] as the visual representation of both the entity 
positions/movements from OneSAF and the results of the 
simulations from QualNet.  CARET is primarily concerned 
with diagnosing the obstacles to maintaining communications 
in a mission.  The most effective way of conveying problems 
is with a visual representation.  With QualNet, a grid around 
a desired entity is setup that determines in the areas around 
the entity where communications can be maintained.  This 
information is then processed and displayed as a colored 
coverage map in Google Earth. The CARET Agent 
Framework User Interface is shown in Figure 9. Note that in 
this image the coverage maps are rendered on the right side in 
a simple 2D panel, however, this has been extended into a 3D 
Google Earth viewer (Figures 10).  
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Figure 9: CARET Agent Framework User Interface 

 

Figure 10: Scenario Coverage Depicted Through Agent-
Driven Google Earth Overlayfor 85% Threshold 
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Figure 11: Statistical Metrics Used to Populate Bayesian 
Networks 

5.3 Extending to Cognitive Reasoning 
 Once sets of rules and statistics were gathered in support 
of the cognitive analyses, an Analysis Agent – Cognitive 
Reasoning (AA-CR) can then be used for more advanced 
techniques, such as inferencing techniques, to gain further 

knowledge and guide the Signal Planner about the cause of 
certain phenomena. Our efforts researched a variety of 
approaches for implementing such reflective cognitive 
models required by this effort [12][13][14][15][16] that 
considered the use of neural networks, genetic algorithms, 
simulated annealing approaches, Bayesian networks, and 
Markov Models.  

 In this particular case, the statistical analysis of 
simulated radial coverage can be taken as the input or 
configuration data for Bayesian Network Models as shown in 
Figure 11, where we are considering an example where a 
Blue Transmitter is fixed but its transmission capability is not 
100% certain, the Blue entity holding the receiver is 
potentially out of position, and the adversary jamming 
capabilities may be affected by more powerful jammers or a 
change in position. 

 For this case, we set the initial probabilities for the Blue 
Transmission capabilities (Tx), Blue Position Uncertainty 
(Bp), Red Position Uncertainty (Rp), Red Emitter Power (Re) 
and expected conditional probabilities for the Idealized Blue 
Signal Capability (Rxb) and Red Jamming Strength at the 
Receiver (Rj). Subsequent simulation runs (for the COAA 
and Network Analysis simulations) are run to refine the 
conditional probabilities for several of these nodes and used 
to diagnose the cause of particular shortfalls. 

6 Conclusions 
 This paper has presented an approach performing 
mobile network coverage analysis to assist mission 
participants and signal planners with visualizing and 
understanding causes and potential remedies for network 
deficiencies during operations. The paper has presented an 
intelligent agent framework, known as CARET, which is 
used to integrate a variety of data sources, applications, and 
services. The paper also presents techniques for performing 
statistical analysis of anticipated coverage for various 
participants using GOTS/COTS simulation tools that are 
controlled through the use of our intelligent agents. 
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Abstract 
In many parts of our world the radio frequency (RF) 
spectrum is overcrowded. The Department of Defense 
and researchers throughout the US have been 
addressing this problem by developing cognitive 
radios, networks, and radar systems to intelligently 
choose frequencies, waveform parameters, antenna 
beam patterns, etc. to operate with conventional 
receivers without causing electromagnetic (EM) 
fratricide. In most of the documented work that 
addresses EM fratricide to date, there is an inherent 
assumption that the cognitive system knows when and 
where the fratricide occurs. However, the authors 
usually do not make known how this information is 
obtained. In this paper we propose two approaches of 
how the victim receivers can work together with 
cognitive systems and share the knowledge of their 
EM status.   

 

1.0 Introduction 
 

We are informed via many articles and studies that the 
radio frequency (RF) spectrum is crowded and more 
space is needed for wireless internet access, 
communications, and for military usage. Just recently 
the US Congress passed a bill to open up more spectra 
[1] to auction off RF frequencies belonging to the 
television broadcast industries. However, this alone 
will not solve spectrum crowding. When the frequency 
spectrum is measured over time, technologists have 
shown that the spectrum is underutilized. Recognizing 
this, there have been numerous research projects 
funded by the US Department of Defense (DOD). 
These research efforts go back many years to the 
USAF investigating software programmable radios. 
The Defense Agency Research Project Agency 
(DARPA) has probably funded the most projects in 
this area. Through this research, we now have two 
distinct users defined as the primary user (PU) (i.e. 
those who own the license for the frequency range) 
and the cognitive user (CU) (i.e. those users trying to 
share the spectra either by using broadband signals or 
sampling the spectra in time and transmitting when the 
PU is not transmitting). Most significant projects in 
this area include the DARPA XG program and the 

Wireless Network after Next (WNaN) program. In 
addition to these efforts, there has been a move to 
apply Cognitive Radio (CR) technologies to the radar 
domain (Cognitive Radar efforts) and radio networks. 
Some of these systems sample the spectrum and 
transmit if no one else is transmitting at any given 
frequency. This approach can cause electromagnetic 
interference (EMI) in nearby receivers. Many people 
have recognized this problem and have addressed it in 
many different ways [2 - 6]. Many of their solutions 
inherently assume they know information about the 
victim receiver, but do not address how this 
information is obtained. We propose herein two 
different approaches to solve this problem.  

 
The paper is organized as follows. Section 2 briefly 
describes some cognitive radio and radar efforts. 
Section 3 defines the problem we address in this 
paper. Section 4 presents some potential solutions. 
Section 5 provides our conclusions and highlights 
some topics for future work. 

 

2.0 Some Cognitive Efforts 

 

Next Generation (XG) Program 
The XG (neXt Generation Communications) program 
is developing an architecture that will open up the 
spectrum for more use by first sensing and then using 
unused portions of the spectrum.  Some early goals of 
the XG program were: 

1. Demonstrate through technological 
innovation the ability to utilize available 
(unused, as opposed to unallocated) spectrum 
more efficiently. 

2. Develop the underlying architecture and 
framework required to enable the practical 
application of such technological advances. 

Figure 1 from [7] is a logical functional diagram of the 
concept of operations of XG’s policy-agile spectrum 
user, which uses a computer understandable spectrum 
policy capability.  The major components are the 
Sensor (which senses the environment for determining 
its availability), Radio (the communications device 
that can dynamically change its emission and 

110 Int'l Conf. Artificial Intelligence |  ICAI'12  |



reception characteristics), Policy Reasoner (manages 
spectrum policy information), and System Strategy 
Reasoner (manages the multiple radios on a platform).     

 

 
 

Figure 1.0 Policy-Agile Operation of XG Spectrum-
Agile Radio 

 

The last two components are of particular interest in 
that they utilize Semantic Web technologies.  
Operating a radio in different parts of the world 
requires that radios abide by the policies in the area 
where they are located.  The XG program has 
developed its own XG policy language (XGPL) which 
uses OWL as its standard representation and will be 
implemented within the Policy Reasoner.   

 

The Wireless after Next (WNaN) 
The WNaN being performed by Raytheon BBN 
Technologies and funded by DARPA [8] is developing 
a scalable, adaptive, ad hoc network capability that 
will provide reliable communications to the military. 
The basic ingredients of their design are composed of 
a Dynamic Spectrum Address capability based upon 
the XG program. It also has 4 multiple transceivers 
and a disruptive tolerant networking (DTN) capability. 
The four transceivers provide fault tolerance and 
allows the system to pick the best channel for 
communications. The DTN capability allows the 
nodes to store packets temporarily during link outages. 
The WNaN also has content based access that allows 
users to query the network to find information and 
allow the system to store critical data at locations to 
minimize time and bandwidth. The system also has 
multicast voice with quality of service and the network 
protocols are designed for battery operated handheld 
devices with energy conserving capabilities. 

 

Cognitive Radio 
Another effort related to communications, and having 
similar goals to the XG program, is the Cognitive 
Radio [9].  Its objectives are to efficiently utilize the 

radio frequency (RF) spectrum and to provide reliable 
communications at all times. A basic cognitive cycle 
view of the radio is illustrated in Figure 2.  A general 
overview and projections of the Cognitive Radio in 
our society can be found in [10].  

 
 

Figure 2.0 Basic Cognitive Cycle 

 

Cognitive Radar 
Interest in cognitive radar is growing in the radar 
community. Figure 3 describes a recent architecture 
we are currently working on while an earlier version is 
described in [11]. Figure 4 describes a cognitive radar 
that is primarily concerned with the tracking stages of 
a radar [12]. In Figure 5 a cognitive radar architecture 
is shown from the first textbook written on this subject 
[13]. The commonality of these designs are the 
feedback loop between the transmitter and receiver, 
use of outside sources of information, and the 
implementation of a learning process. 

 
Figure 3.0 A Cognitive Radar Architecture 
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Figure 4.0 A Cognitive Tracking Architecture 

 

 
Figure 5.0 Another Cognitive Radar Architecture 

 

3.0 Problem Definition 
In all of the above programs and many others, the CU 
chooses which frequency to transmit using frequency 
policy rules based upon location and whether someone 
is currently transmitting within the range of interest. 
There are at least three issues with this approach. The 
first is related to the sensing of the environment. What 
happens if a nearby receiver is not transmitting but is 
waiting to receive a signal at frequency f1, for 
example a bistatic radar receiver or an electronic 
warfare receiver? They don’t transmit, they just 
receive. The second issue relates to the following 
scenario. Let us assume that one decides to transmit 
broadband signals below the sensitivity levels of any 
nearby receivers.  As the number of CR increases, the 
signals within a nearby receiver’s passband may 
exceed the noise floor and interfere with the 
performance of the receiver [14]. The third issue 
occurs when a CR decides to transmit at a particular 
frequency because there are no signals present. The 
chosen frequency is based upon a linear relationship 
between the frequency chosen and the sensed 
environment. The decision policy does not take into 
effect the nonlinearities between the chosen frequency 
and other nearby frequencies which can mix 
nonlinearly and cause receiver intermodulation or mix 
within the receiver’s frontend and cause spurious 
responses. Most electromagnetic interference (EMI) 

situations are nonlinear and we must protect our own 
receivers. 

 

If we are going to deploy cognitive radios and radars 
nearby conventional receivers we may have to rethink 
our current CR policy rules. To meet the challenges of 
the future we need to change. 

 

EM Compatibility Paradigm Shift 
EM fratricide is the situation where we degrade the 
performance of our own system(s) with our own 
system(s), e.g. an onboard radar’s energy is received 
by an onboard communication receiver and that 
degrades the receiver’s performance. This is a serious 
problem, since there are multiple sensor and 
communication systems onboard platforms. Military 
weapon systems are engineered to prevent such 
phenomena between hardware located in close 
proximity. The military has standards for describing 
how to build and test hardware for EMC, and how to 
test weapon system platforms for EMC, e.g. Military 
Standards 461E and 464. The DOD has also developed 
EMC prediction tools to assess the EMC of its weapon 
systems. These tools were developed during the 1970s 
and 1980s and have been enhanced and are used 
today. They were developed according to military 
standards to assure proper system’s testing was 
performed, because most of the systems developed 
then were deployed in space where fixing EMI 
problems is not practical. Using software tools to 
perform EM measurements in the 1970s was a major 
paradigm shift for the EMC community. 

 
Just as we needed a change by using software tools to 
assess a system’s EMC in the 1970s, we now need to 
rethink how to build complex systems that employ 
waveform diversity and some of the proposed XG and 
cognitive radio and radar spectrum management 
concepts. Whereas in the 1970s we required software 
tools to predict where to hone our measurements, we 
now need to use software to help determine when EMI 
may occur in real-time, and manage the EM spectrum 
while the platform increases its total performance. 
This performance gain is not related to just one system 
onboard the platform, but to a system performance 
measure of the total platform, where the platform may 
contain communications, navigation, radar sensors, 
etc. The EMC tools used today assess the performance 
of an individual stovepipe system, e.g. the increase in 
bit error rate of communications equipment and the 
decrease in probability of detection for a radar. The 
predictions made by these performance measures are 
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usually related to the signal to noise plus interference 
ratios computed for each transmitter coupled to each 
receiver. The tools also compute the sum or 
integration of all transmitters’ coupling into a 
receiver(s) along with a hypothesized EM spectrum, to 
represent the environment, and to predict an integrated 
or total EM ratio which can be related to a receiver’s 
performance. This method identifies the performance 
of each receiver, but it does not alert us to the 
degradation of the total weapon system’s performance. 
In addition, each computation is performed for a fixed 
set of operating conditions for each transmitter and 
receiver of EM energy. This approach is acceptable 
when analyzing a weapon system with conventional 
equipment, where each system’s performance is 
assessed independent of all others. However, this is 
not acceptable for a weapon system or platform with a 
global performance requirement(s) or when the 
waveform parameters of one or more of its systems are 
changing in real-time e.g. a cognitive radio or radar. 
Our methods of building EMC systems must change to 
meet this dynamic environment.  

 

4.0 Potential Solutions 
 

To solve the issues discussed above some people are 
looking to change the beam pattern of the transmitter 
so that the power coupled to a victim receiver is 
reduced, some wish to change the transmitted signal’s 
polarization, and of course, there is the attenuation 
gained by employing orthogonal waveforms. All these 
solutions help reduce the amount of degradation 
caused to a friendly receiver. However, these 
techniques inherently are assuming that one knows 
that the receiver is being degraded. How would a 
cognitive radar, radio or a WNaN know about the 
receiver? 

 

There are currently two scenarios where one can 
implement a capability to solve the fratricide issue. 
One is on a single platform such as an aircraft, ship, or 
a complex weapon system where multiple 
conventional and cognitive EM equipment reside. The 
second scenario is concerned with WNaN where we 
propose to extend its capability and add a gateway to 
communicate with non cognitive radios as developed 
under another DARPA program. The EMC paradigm 
shift for both scenarios requires that the equipment 
report to a node that is managing the EMC of the 
platform or the total network.  

 

Let us consider the single platform scenario first. The 
system strategy reasoner in Figure 1 and the strategy 

creator in Figure 3 need to be extended to handle our 
total platform with information being obtained from 
all the non cognitive receivers on or near the platform. 
We need a cognitive sensor platform network that can 
create strategies, evaluate them, learn and modify 
strategies as the platform sensor system operates. This 
learning should also be transferrable to other 
instantiations of the same type of platform.  

 
The single platform scenario requires sharing 
information among sensors. Each of the sensors has its 
own signal and data processing capability. An 
intelligent processor is needed to address fusion, 
control, and communication between sensors. The 
goal is to be able to build this capability so that it can 
interface with any sensor and communicate using 
ontological descriptions via an intelligent platform 
network. The intelligent network will be able to 
coordinate the communications between the on-board 
and off-platform sensor systems. There are also 
communications issues that need to be addressed for 
the sharing of information and for minimizing the 
potential of EM fratricide. The intelligent platform 
should determine if there is EM interference potential 
when a sensor varies its signal characteristics which 
may cause interference to a receiving sensor. Rather 
than have each sensor on a platform operate as an 
independent system, one needs to design our platform 
as a system of sensors with multiple goals managed by 
an intelligent platform network that can manage the 
dynamics of each sensor to hopefully meet the 
common goals of the platform. This approach will 
require modifying current platform weapon systems 
which maybe very costly to implement.   
 
Let us now consider the WNaN scenario of a Mobile 
Ad Hoc Networks (MANET) [8].  How will we know 
that the nodes on the network are causing fratricide to 
a nearby non cognitive receiver? One method is to 
communicate with friendly receivers similar to the 
first scenario discussed above. The second method is 
to use the research findings of another DARPA 
program called the US Army’s Future Combat 
Systems Communications (FCS-C). This program has 
developed a Gateway [15] for conventional receivers. 
“DARPA demonstrated that previously incompatible 
tactical radios can communicate seamlessly by using 
the network’s Internet protocol layer. This method 
offers the potential for more affordable military 
communications between legacy and coalition radios 
in the future.” If we add this approach to the WNaN 
system it will be possible to know when we are 
interfering with conventional receivers. According to 
[8], a capability to collect data as to the number of 
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packets sent for each node, priority type, emitted 
frequency by each node, etc. has been built. There 
exists over 300 statistics that can be gathered. If we 
fuse the gateway from the FCS-C program with the 
statistics gathering capability of the WNaN we may 
be able to infer when there is EMI caused to 
conventional receivers connected to either the WNaN 
system or the FCS-C system. 
 
One approach would modify the conventional 
receivers to report when they are suffering EMI to the 
cognitive networks via the gateway. Another, and 
possibly less costly, approach is to infer when EMI 
has occurred by monitoring statistics at the gateway 
where the number of packet errors and resends are 
requested by the conventional receivers. A smart node 
could infer based upon the conventional receiver’s 
tuned frequency and the nearby emitter frequencies, 
power levels, antenna gain patterns, etc. which non 
linear EMI situation is causing the fratricide. This 
cognitive approach can learn on the fly and restrict 
certain EM scenarios to alleviate the interference. If 
either of these approaches are implemented then 
another needed EMC paradigm shift will occur.  

   

5.0 Conclusions and Future Work 

 
Cognitive radios, radar and networks are a fascinating 
area of research. Once they are fielded they will 
unclutter the RF spectrum for future use. More 
research is needed to make these systems compatible 
with conventional transceivers. The potential solutions 
presented herein should be pursued so that systems 
and networks can self heal from any EM fratricide that 
can occur. However, to do so the system must know 
that a receiver is being degraded. To make this happen 
one needs to study the FCS-C gateway approach, the 
WNaN gathered statistics, the logic to process these 
statistics to determine whether EM interference is 
occurring, how it was caused, how to eliminate the 
interference, learn from the process, and change the 
strategy. We also need to study how we can easily 
modify current systems such as an aircraft or ship and 
add an intelligence capability that will allow cognitive 
radios and radar systems to work compatibly with 
conventional transceivers while maximizing the 
performance of the total platform.    
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Ontological Decision-Making for Disaster Response 
Operation Planning

Aaron Wheeler, Jim Dike, and Michael Winburn
3 Sigma Research, Indialantic, Florida, USA

Abstract – Disaster  response  operation  planners  could  
benefit  from  a  software  tool  to  assist  them  in  extracting  
individual mission information from various operation tasking  
orders, determining resources able to carry out the operation,  
construct a number of alternative operation plans, alert them  
to mission-critical changes to these plans, and allow them to  
quickly  replan  when problems occur.  Within the context  of  
aircraft  operation  planning  for  disaster  relief,  we  use  an  
ontological  approach  to solve these  problems that  includes  
modeling the air coordination plan (ACP) knowledge domain  
with  OWL  and  SWRL,  making  inferences  about  the  
capabilities  of  real-world  resources  using  an  automated  
reasoner,  retrieving  relevant  operation  planning  resources  
with SPARQL, then building multiple plans from the results of  
the queries.  We also use SPARQL queries  of  the operation  
planning  ontology  database  to  provide  alerts  to  operation  
planners  of  potential  mission-critical  changes  to  resources.  
Our  results  show  that  this  approach  allows  operation  
planners  to  generate  and  monitor  aircraft  operation  plans  
having  dependencies  on  aircraft  and  pilot  availability,  
weather effects on payload effectiveness, flight route distance,  
and  fuel  availability.  We  conclude  that  an  ontological  
approach to aircraft operation planning does work and also  
supports  broader  goals  of  data  transparency,  information  
sharing, and domain knowledge persistence.

Keywords: ontology,  decision-making,  operation  planning, 
disaster response

1 Introduction
Large-scale disasters come from many sources, ranging 

from natural  events like hurricanes,  tornadoes,  earthquakes, 
fires,  famines,  volcanic  eruptions,  or  tsunamis;  to  human-
made crises like nuclear accidents or political unrest. Aircraft 
provide a critical component to first response and longer term 
disaster recovery. 

This  research  focuses  on  operation  planning  of  air 
support  for disaster recovery from natural  and human-made 
disasters  and  political  unrest.  Specifically,  we  introduce  a 
methodology for automated reasoning about operation plans 
to support disaster response decision-making.

Because  of  their  ability  to  avoid  ground  obstacles, 
aircraft  provided  critical  components  to  disaster  recovery, 

including communication, aerial reconnaissance, supplies, and 
evacuation. Consider the following disaster recover scenario.

Suppose that a category five hurricane strikes a major 
population  center  on  the  coastal  United  States.  Winds  and 
flooding destroy communication and transportation networks, 
while  people  lack  food,  water,  shelter,  and  medical  care. 
Disaster response operation planners use aircraft to provide a 
number of basic needs. They deploy a drone aircraft to circle 
the affected area with a payload to provide an ad hoc private 
cellular network to first responders. Helicopters bring smart 
phones  to  emergency responders  already on  the  ground so 
they can collect  and share  situational  awareness  data  (GPS 
linked text, audio, still  pictures, and video) with each other 
and  with  the  command  center  located  outside  the  affected 
area.  Other  drone  aircraft  provide  aerial  reconnaissance  to 
assess damage and look for victims. Operation planners send 
helicopters  to evacuate victims. Both helicopters and fixed-
wing  aircraft  drop  supplies  to  those  stranded  but  not  in 
immediate danger.

Unplanned  changes  to  aircraft  status  and  pilot 
availability,  supply  shortages,  weather  conditions,  and 
scheduling conflicts, to name but a few complications, require 
operation planners to have a number of contingency plans and 
to know quickly when the current  plan cannot succeed  and 
replanning must occur.

Section 2 of this paper provides background information 
about our proposed system architecture,  how ontologies can 
support  emergency  operation  planning,  and  specific 
ontologies for aircraft operation planning. Section 3 describe 
the steps  for  generating primary and contingency operation 
plans using our ontological approach. Section 4 discusses our 
main  findings,  and  section  5  concludes  with  a  brief 
description of a current project that we intend to apply these 
transformations,  and  also  a  discussion  of  future  research 
directions. 

2 Background
This section introduces  the  Semantic  Emergency 

operation  planning with Ontological  Reasoning (SEMPOR) 
system architecture and the Semantic Web technologies used 
by SEMPOR to reason about aircraft operation plans.

Aircraft operation planning for disaster response and for 
military operations share a number of similarities. Therefore, 
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we leverage the same terminology when appropriate. This has 
the  advantage  of  supporting  cross-domain  information 
exchange  and  coordination,  especially  important  during 
emergency situations.

2.1 System Architecture

Figure 1 below shows the SEMPOR system architecture. 
The left set of components represent the various data sources 
from which SEMPOR will extract relevant data in order to 
construct and update operation  plans. SEMPOR itself 
comprises the components to the right.

Figure 1. SEMPOR System Architecture.

The  Air  Coordination  Plan (ACP)  database  stores  the 
current  air  coordination  plans.  The  Operation  Planning 
System (OPS)  provides  flight  route details  to  the reasoner. 
Other data sources provide up-to-the-minute weather status, as 
well  as  details  about  mission-critical  assets  like  aircraft, 
pilots, equipment, and supplies. SEMPOR may interactively 
query these data sources for specific information instead of 
using all possible information available about each operation 
asset.

Disaster  response  operation  planners interact with 
SEMPOR and the ACP Message Service (ACPMS) through a 
graphical user interface. Both SEMPOR and ACPMS retrieve 
information from an ontology database. The ontology 
database contains specially formatted data collected from a 
variety of data sources that SEMPOR needs to generate 
operation plans.

2.2 Ontologies

The  Extensible  Markup  Language  (XML)  provides 
language for describing the structure of information to support 
automated  processing  [8].  The  XML  Schema  Definition 
(XSD)  language  contains  type  and  element  definitions  that 
describe characteristics of well-formed elements and attributes 
of XML documents [9]. However, the XSD language does not 

express semantics [14] and so creates difficulties for Semantic 
Web technologies.

An ontology provides a formal description of a domain 
of  discourse  [1]  and  represents  a  core  component  of  the 
Semantic Web. The World Wide Web Consortium (W3C) has 
recommendations for expressing ontologies using RDF [10], 
RDFS [11], and OWL [2]. 

The Resource Description Framework (RDF) represents 
a W3C standard for the Semantic Web that makes statements 
using  subject-predicate-object  triples  [10].  RDF  Schema 
(RDFS) extends RDF by allowing for the definition of classes 
and properties that describe other classes and properties [11]. 

Both  RDF and  the  OWL 2  Web  Ontology Language 
provide  a  formal  semantics  for  interpreting  ontology 
structures. OWL extends RDF and RDFS with terminology to 
express  ontologies  using  description  logic,  a  decidable 
fragment  of  first  order  logic  [12].  OWL  DL  ontologies 
belongs  to  subset  of  OWL  ontologies  that  satisfy  the 
expressive  requirements  of  a  description  logic.  The 
expressiveness,  completeness,  and decidability of OWL DL 
makes it possible for automated reasoning engines to discover 
new information implied by ontology structures [13].

SEMPOR uses several Semantic Web languages to 
represent, reason about, and query for data needed to 
construct aircraft operation plans. 

SEMPOR uses the Web Ontology Language (OWL) to 
describe our aircraft operation planning domain and the real-
world resources needed for operation  plans. OWL-DL, a 
subset of the full OWL specification, allows us to describe 
aircraft  operation  planning concepts and resources using a 
decidable and complete subset of first-order logic called 
description logic (DL). OWL-DL semantics allow for 
automated reasoning about classes and properties of things 
[2].

OWL allows us to make inferences about additional 
class memberships and properties of entities. However, we 
cannot automatically create relations between individuals 
based on comparisons of their explicit or inferred properties. 
In order to accomplish this type of reasoning, we use the 
Semantic Web Rule Language (SWRL) [3]. Rules in SWRL 
resemble production rules (e.g. “if X and Y then Z”)  in that 
individuals that match a conjunction of conditions will trigger 
or fire another set of conditions from which we can infer still 
more class membership and property relations for the 
individuals.

SEMPOR uses the  SPARQL Protocol and RDF Query 
Language (SPARQL) to retrieve data from the inferred data 
model. The Resource Description Framework (RDF) provides 
a formalism for making statements about resources in terms of 
subject-predicate-object triples. SPARQL resembles 
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Structured Query language (SQL) used for querying relational 
databases, but includes  Uniform Resource Identifiers (URI) 
for globally unambiguous queries [4].

An  ontological  representation  of  aircraft  operation 
planning supports the W3C Decisions and Decision-Making 
Community  Group  objective  of  developing  a  semantic 
representation  of  decision-making  concepts  to  improve 
sharing  and  use  of  decision  information  across  diverse 
systems [7].

2.3 Ontologies for Operation Planning

SEMPOR uses several domain ontologies expressed 
using OWL and SWRL.  Some  of  these  ontologies  we 
constructed specifically for SEMPOR, while others represent 
OWL versions of XML schema already developed to express 
ACP and related resources. We use a semi-automated 
approach to make the transformation from XML to OWL.

The Air Operations Community of Interest (AOCOI) has 
developed a number of XML schemas to describe air 
operations resources and concepts. They developed these 
schema with the intent of “enabling data transparency across 
the Air Operations domain, enable standard data-driven 
services for managers at all levels and reduce data entry, 
homegrown systems, and the need for record re-creation” [5]. 
We have chosen to use their vocabulary,  taxonomy,  and 
semantics in SEMPOR to support this effort  and provide a 
foundation  for  better  coordination  between  civilian  and 
military responders during times of crisis.

The AOCOI has XML schemas (version 1.0.15.2) for 
Airspace, Common Mission Description (CMD), Friendly 
Order of Battle (FrOB), Mission Task Request (MTR), and 
Reference [5]. We have transformed to OWL the CMD and 
FrOB XML schemas to use in our prototype  some of the 
terms these schemas contain. The CMD ontology provides use 
with concepts  like  ConfigurationItem and RampFuel,  while 
the FrOB ontology gives us terms like BurnRate. 

The Operation Planning Ontology contains concepts and 
properties specific to operation  planning and also a 
representation of operation planner knowledge and reasoning. 
The Operation Asset Ontology contains representations of all 
operation assets not already represented by other ontologies.

3 Operation Planning
Now we enumerate the steps that operation planners and 

SEMPOR  will  follow  during  the  course  of  generating  air 
operation plans.

1. Collect information relevant to the operation from the 
ACP and other data sources.

2. Create in the ontology database a prototype operation 
plan.

3. Apply a reasoner to the ontology to infer candidate 
operation plan elements.

4. Build  operation  plan  alternatives  from  these 
candidate elements.

5. Rank the  operation  plan  alternatives  from most  to 
least preferred.

We will  describe  each of  these  steps  in more detail  in the 
sections to follow.

3.1 Data Acquisition

Collect  information relevant  to  the operation from the 
ACP. Data relevant to the operation gets retrieved from their 
respective data sources and stored in the ontology database 
using  OWL  classes,  relations,  and  values.  This  data 
acquisition  strategy  allows  us  to  use  heterogeneous  data 
sources.

3.2 Operation Plan Prototype

SEMPOR assumes that the operation planner will create 
a high level description of an operation plan  as part of the 
operation planning process. This high level specification will 
describe abstract planning elements from which SEMPOR can 
infer real elements using OWL and SWRL. 

Figure  2  below shows an  example  of  the  information 
contained  in  the  operation  plan  prototype.  The  operation 
planner provides an abstract description of each class of thing 
that  could  serve  in  the  role  of  a  particular  operation  plan 
element. In this example, the operation plan needs only one 
element. Classes of things that could perform the role required 
of this element appear in option1. This entity has relations to 
two configurations, one specifying a hoist for lifting people 
and equipment and the other a cellular base station payload. 
Anything that  SEMPOR can infer has one or  both of these 
configurations can become an element in this operation plan.

Figure 2. Operation plan prototype data.

Note that SEMPOR interprets multiple needsElement 
and hasConfiguration differently. SEMPOR interprets 
multiple needsElement relations using a logical AND, 
meaning the operation plan must have “this element AND this 
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element AND ...”. However, SEMPOR interprets multiple 
hasConfiguration relations using a logical XOR, meaning the 
aircraft  operation  plan  must have only one of “this 
configuration OR this configuration OR ...”. SPARQL queries 
and post-processing that we describe later will exploit these 
logical constructs to generate final operation plan alternatives.

3.3 Ontological  Reasoning  with  OWL  and 
SWRL

Describing operation  planning resources and concepts 
with OWL-DL and SWRL allows us to use automated 
reasoners to make inferences over the logical structure of the 
knowledge representation. OWL-DL reasoners make it 
possible to discover implied relationships between real-world 
entities and use these to infer the suitability of aircraft and 
pilot for the air operation. We use the Pellet OWL 2 reasoner 
because it has a Java API, supports the latest version of OWL 
2, and allows for most SWRL builtins [6].

We create in the ontology a class called Conf_Hoist_4 
to represent the set of things having a particular hoist 
configuration. We define the class by stating that individual 
entities belong to the set if they have both a 
has_ConfigurationItemObj relation to an individual that 
belongs to the set of Hoist things and a has_capacity property 
value of at least 500  pounds. Figure  3  below shows this 
graphically as a Venn diagram.

Figure 3. Logical AND with ontology concepts.

Figure  4  below shows a similar diagram, but for 
inference by logical OR. In this example, we define a class 
called AirAmbulance to represent the set of things with 
equipment capable of providing emergency medical support. 
Air ambulances can come equipped with a variety of medical 
payloads  so we use a logical OR to capture them all in the 
definition of the set.

Figure 4. Logical OR with ontology concepts.

In both examples above, we could further specify that 
things that belong to one of the sets, either Conf_Hoist_500 
or AirAmbulance, also have additional property values or 

relations to other individuals or types of things. In this way we 
can extend the number of inference steps that the reasoner can 
make, which could result in long and elaborate chains of 
reasoning that automatically find not so obvious classes, 
relations, and property values for individual entities needed 
for aircraft operation planning.

While OWL allows us to infer set memberships and 
additional property relations for individual entities, SWRL 
allows us to compare set memberships, relations, and property 
values of individuals then create relationships or assign 
property values. Figure 5 below shows a sequence of rules in 
SWRL that we use to assign additional characteristics to 
operation planning resources. The figure shows in words what 
the left-hand side (LHS) of each rule does and then shows on 
the right-hand side (RHS) in SWRL syntax the binding that 
results if the conditions on the LHS get triggered. 

Figure 5. Sequence of rules for inferring additional properties.

Figure 6 shows the LHS conditions in the SWRL syntax. 
For example, Available(?x) means that an individual 
instantiated on the LHS with variable ?x belongs to the set of 
Available things. For another example, hasPilot(?a,?p) means 
that when the conditions on the LHS of the rule fire, the 
aircraft entity instantiated as the variable ?a has a hasPilot 
relation to a pilot entity instantiated on the LHS with the 
variable ?p.
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Figure 6. SWRL rules for inferring additional properties.

3.4 Ontology Database Queries with SPARQL

Automated reasoner, like Pellet load the explicit data 
model described with OWL and SWRL then makes an 
inferred model that contains statements implied by the logical 
structure of the explicit data model. SEMPOR uses database 
queries expresses with SPARQL to retrieve information from 
this inferred model.

Specifically, SEMPOR uses a SPARQL query to select 
for each inferred operation element the following values:

1. Operation element (e.g. option1)

2. Aircraft

3. Pilot

4. Configuration item (e.g. hoist_1)

5. Refueling demand

Figure  7  below shows the SPARQL query used by 
SEMPOR to retrieve these records from the inferred data 
model.

Figure 7. SPARQL query to retrieve operation elements.

SEMPOR uses the information obtained  from  the 
SPARQL query  to construct aircraft  operation plans, which 
we describe in the next section.

3.5 Aircraft Operation Plan Construction

SEMPOR now has a set of records from the SPARQL 
query from which it can construct aircraft operation plans with 
real resources that fit the requirements for operation elements 
requested by the operation planner in the prototype plan. The 
algorithm proceeds as follows. 

First, divide the query results into separate lists based on 
the option. Each option represents a choice SEMPOR makes 
for a particular operation plan element. A prototype operation 
plan with two elements should have two options and two lists 
containing at least one record. This assumes at least one real 
resource exists that meets the requirements for the operation 
plan  element. Next, pick one record from each list and 
generate an aircraft operation plan. Finally, repeat for every 
combination of records from each list.

For example, suppose we have a prototype operation 
plan that specifies two elements. The results of the SPARQL 
query give us aircraft1 and aircraft2 for option1; and aircraft3 
and aircraft4 for option2. The algorithm creates operation 
plans from all combinations taken from these two lists. 
Specifically, SEMPOR creates the following combinations of 
operation plan elements:

• aircraft1 and aircraft3

• aircraft1 and aircraft4

• aircraft2 and aircraft3

• aircraft2 and aircraft4

Each of the combinations of elements above becomes 
part of an operation plan  specification that gets returned by 
SEMPOR to the operation planner.

3.6 Real-Time Alerts

The ACP Message Service (ACPMS) provides real-time 
alerts to operation planners to keep them informed of changes 
in the status of both resources belonging to existing primary 
or contingency operation plans and to resources that could 
allow for new aircraft operation plans.

ACPMS monitors for changes to the ontology database. 
When the ontology database gets updated, ACPMS performs 
a number of SPARQL queries using the named entities in the 
primary and contingency operation plans.

Currently, ACPMS applies  SPARQL  queries  to  he 
ontology database to verify the following remain true;

Int'l Conf. Artificial Intelligence |  ICAI'12  | 119



• pilot available

• aircraft available

• aircraft has the required equipment configuration

• equipment  remains effective for the weather 
conditions at the target

• aircraft has the same refueling demand

ACPMS alerts the operation planner to any deviations in 
the above conditions, as well as notifying the operation 
planner that more resources might have become available. 
The operation planner can then replan or  select  a  different 
contingency plan.

4 Discussion
Our research efforts thus far show that we can 

1. Represent mission-critical real-world resources with 
OWL and SWRL Semantic Web languages.

2. Capture operation planning knowledge and reasoning 
using OWL, SWRL, and SPARQL.

3. Use  automated  reasoning  to  infer  implied 
relationships in an explicit data model of operation 
planning concepts and resources.

4. Query the  inferred  data  model  to  obtain  candidate 
operation plan elements. 

5. Construct  a  primary  operation  plan  and  several 
contingency plans.

6. Recognize changes to operation plan elements and to 
the operation planning resource database that could 
affect existing operation plans or provide additional 
operation plan alternatives.

7. Alert operation planners to changes in near real-time.

5 Conclusions
We conducted research using an automated reasoner on 

an ontological data model of operation planning resources and 
concepts  to  determine  the  feasibility  of  the  approach  for 
ultimately developing a software tool able to meet the needs 
of operation planners. Among these needs include the ability 
to extract specific operation information for Air Coordination 
Plan  (ACP),  collect  and  organize  data  required  for  each 
mission,  and  verify  the  suitability  and  availability  of  all 
resources, both people and equipment, needed to carry out the 
air operation.

The results of our investigation show that our approach 
can indeed meet the needs of operation planners in their task 
of building and maintaining multiple operation plans. Through 
our  research  we  have  demonstrated  that  our  ontological 
approach allows operation planners to generate and monitor 
aircraft operation plans having dependencies on aircraft and 
pilot availability,  weather effects on aircraft and equipment, 
flight route distance, and fuel available. 

In  addition  to  satisfying  these  requirements,  our 
approach  has  a  number of  additional  advantages.  First,  the 
ontologies  we use derive from AOCOI XML schema.  This 
means  our  work  supports  AOCOI  efforts  to  provide  data 
transparency and sharing across both civilian and military Air 
Operations domains. Second, the ontological reasoning uses 
set theory in ways similar to how operation planners might 
combine pieces  of information to construct  operation plans. 
Third,  the  ontological  models  we  develop  capture  the 
operation planning thought process in a form readable by both 
people  and  computers.  Finally,  having  captured  operation 
planning knowledge in an open data standard, our approach 
allows  for  the  preservation  and  conveyance  of  operation 
planning decision-making in support  of the W3C  Decisions 
and Decision-Making Community Group [7].
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Abstract – We present an abductive approach to query 
formulation based on ontology and semantic rule content.  

Traditional Decision Logic ontologies offer scant 

opportunity for the application of abductive inference.  

When augmented by semantic rule languages such as SPIN, 

however, abduction becomes an attractive possibility for 

the targeted exploration of potentially large or virtual data 

sources.  We describe a method of pre-processing such 
rules for use in abductive reasoning.  We also describe rule 

selection and re-query formulation methods once a set of A-

Box statements is presented to the abductive reasoner.  Our 

approach assumes that the majority of A-Box content is 

virtual, ie, not realized until specifically asked for from 

non-ontology sources such as databases and/or 

unstructured text documents. 

Keywords: Abduction, Ontology, Query Generation  

 

1 Introduction 

Web Ontology Language (OWL)-based query languages 

such as Semantic Web Rules Language (SWRL)[1] and 
SPARQL[2] (and its SPIN[3] expression) provide the 

ability to both query an ontology for facts, and assert new 

facts in the ontology based on existing statements.  This 

latter style of constructive rules is an attractive mechanism 

for obtaining some of the deductive benefits of OWL-Full 

reasoning while keeping the T-Box ontology expressed at 

the easier to manage OWL Lite or OWL-DL levels. 

Such rules in and of themselves are still purely deductive 
in execution, usually possessing a large number of 

antecedents which must be matched by some A-Box 

statements in order to license the production of their 

consequent statements.  However, this population of 

antecedent/consequent groups has great potential for the 

application of abductive reasoning. 

Traditional abductive reasoning ‘works backward’ from 
discovering that something which is a consequent of a rule 

is true, to ‘guessing’ that the antecedent(s) are true.  We 

propose an extension of this reasoning to work from some 

reasonable subset of antecedents and consequents to 

produce both new statements licensed by the rule, as well 

as new queries which are more specific in nature than the 

original rule.  Such queries, if satisfied by further deductive 

reasoning over the A-Box or by providing direction to a 

fact extraction capability over source data, would 

potentially corroborate or invalidate the abductive step. 

This paper describes an approach to preparing a large 

population of SPIN CONSTRUCT-style rules for this 

expanded abductive reasoning.  We describe a mechanism 

for selecting such rules given a set of input OWL 
statements, and reformulating them into both abductive 

conclusions and further queries.  We report some early 

results using these techniques, and suggest several 

directions for future research. 

2 Motivation 

The motivation for our work derives from two situations 

regarding ontology-based reasoning.  The approach we 

describe is largely dependent on these factors being 

present.  First, the basic OWL statements of the ontology in 

question are augmented by a reasonable population of SPIN 

language rules.  Second, the A-Box is incomplete, and not 

fully realized without expensive querying of non-RDF data 

sources such as databases and/or natural language 

extraction results.  This last motivator separates our use 
case from much of the theoretical work in this field, but 

makes it directly applicable to many scenarios faced by 

RDF-based analytical capabilities. 

In working with large OWL ontologies, we have found 

that asserting logic via the construction of complex, 

anonymous Restrictions is frequently unwieldy for a 

variety of reasons.  First, they are difficult to document and 
interpret between human authors and users of ontologies, 

and are thus likely to be the cause of unexpected and 

difficult-to-debug deductive inferences.  Second, they are 

‘baked in’ to the ontology, and are hard to suppress from 

reasoning as a result.  This makes it difficult to be selective 

on which kinds of statements we wish to create via 

invocation of the reasoner.  Third, depending on which 

flavors and versions of OWL we have chosen to use, we 

may not be allowed to state the logic we would like to 

express. 

To alleviate these difficulties, it is often desirable to 

express such logic as CONSTRUCT rules in the SPIN 

language, and use a rule engine to produce new deductions 

when desired.  Such rules are easy to document and read, 

can be invoked at will, and allow a wide range of 

expressivity, even if the underlying T-Box they are 

executed against is a simple flavor of OWL such as OWL-

Lite. 

SPIN rules with explicit antecedent-consequent structure 

often place a large set of very detailed requirements in the 

122 Int'l Conf. Artificial Intelligence |  ICAI'12  |



antecedents, including rdf:type statements about entities 

and object properties holding between them.  When 
working with incomplete data sets, we often wish to know 

what facts could be likely given a set of assertions, even if 

every detail about them is not currently known.  Further, 

we would like to know what additional queries we might 

execute against a data set if we wanted to be more certain 

of the likely new facts.  This is especially useful in 

situations where our source data is contained in non-RDF 

data stores and/or unstructured text sources which must be 

selectively processed with expensive entity and relation 

extraction capabilities in order to populate our A-Box with 

potentially corroborating information. 

3 Related Work 

Elsenbroich et. al. (4) call for the development of 

abductive approaches to reasoning over ontologies and 
knowledge bases.  They define several attractive qualities 

of such reasoning: Consistency, Minimality, Relevance and 

Explanatoriness.  The approach described in our paper 

cannot guarantee any of these qualities, but uses the 

ontology’s T-Box statements and the content of the SPIN 

rules in a way compatible with their spirit. 

Kiefer (5) gives a very thorough overview of many 
potential abductive approaches to reasoning in the 

Semantic Web context.  We have not incorporated 

probabilistic reasoning in our current design, although this 

is frequently done in abductive approached. 

Du et. al. (6) wish to adhere quite strictly to the 

Minimality and Consistency qualities, and define a logic 

programming approach to a subset of OWL which can 

satisfy these goals. 

Kevorchian (7) describes some features of query-initiated 

abduction which have a parallel to the context assumptions 

we make in our approach. 

4 Approach 

We decided early on not to adhere strictly to the 

consequent  antecedent path which is the strict definition 

of abduction.  We also wanted to cover cases where many 

but not all of a SPIN rule’s antecedents were present in the 

input statements, and to produce subsequent queries which 

would search for both the remaining antecedents as well as 
the consequents.  

We approach the abductive requery task in two parts: An 

indexing phase where SPIN rules are analyzed for 

potentially useful groups of statements which may appear 

in initial queries; And a query-time phase when initial 

queries are compared to this index on the SPIN rules and 

additional queries are constructed. 

4.1 Indexing Phase 

We calculate SPIN rule fragments which are all 

combinations of SPIN rule statements sizes 2-n where n is 

the number of statements in the original SPIN rule.  We 

consider antecedent and consequent statements together, 

with no differentiation.  Pure abduction would, of course, 
require at least one consequent statement be present in each 

fragment, but due to the potential incompleteness of the 

data, we would like to be more forgiving with respect to 

potential input queries.  The total number of fragments is 

thus: 

 

 Clearly, this produces a large number of fragments, many 

of which are unlikely to produce useful abductive results.  

We would like to prune the fragments before we attempt to 

use them in the query-time phase. 

4.1.1 Example 

The following SPIN rule states the antecedents required 

to conclude that a person is a grandmother: 

CONSTRUCT { 

  ?p1 grandmotherOf ?p2 . } 

WHERE { 

  ?p1 parentOf ?p3 . 

  ?p3 parentOf ?p2 . 

  ?p1 rdf:type Person . 

  ?p2 rdf:type Person . 

  ?p3 rdf:type Person . 

  ?p1 gender Female . } 

 This rule produces 120 fragments, among which are 

those that follow, which are annotated with their intuitive 

abductive use: 

Fragment 1: 

{ ?p1 grandmotherOf ?p2 . 

  ?p3 parentOf ?p2 . } 

“If we know that there is a grandmother of a parent of a 

child, then we suspect that the grandmother could be the 

parent of that child’s parent.  We furthermore suspect that 

the grandmother is Female.” 

Fragment 2: 

{ ?p1 rdf:type Person . 

  ?p2 rdf:type Person . } 

“If we know there are two People, then we suspect the first 

Person could be a grandmother, the second Person could be 

a parent, and that there is a third Person who is their 

grandchild and child, respectively.” 

 Intuitively, the likelihood and usefulness of the abductive 
interpretation of the first fragment is much greater than that 

of the second.  To exploit this intuition, we assign weights 

to the statements of each fragment.  Weights are based on 

the subclass or subproperty depth of any Properties, Classes 

or Individuals in the statement.  Subclass depth is 

calculated as the number of direct subClassOf assertions 
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from the named Class to owl:Thing in the ontology.  

Subproperty depth is composed of three parts: 1) the 
number of direct subPropertyOf assertions from the named 

Property to ObjectProperty or DatatypeProperty in the 

ontology; 2) The subclass depth of the domain constraint of 

the named Property, if any; 3) The subclass depth of the 

range constraint of the named Property, if any.  Individuals 

have the subclass weight of the deepest parent for which 

there is an explicit rdf:type statement in the ontology.  We 

then weight the fragment with the sum of its statements’ 

weights. 

4.1.2 Example 

In our example, the grandmotherOf and parentOf 

Properties are 2 levels deep in the ObjectProperty hierarchy 

and have domain and range constraints of Person, which 

has a subclass depth of 3.  Our weighted example 

fragments from Example 4.1.1 thus become: 

Fragment 1 (weight = 16): 

{ ?p1 grandmotherOf ?p2 . (weight = 8) 

  ?p3 parentOf ?p2 . (weight = 8) } 

Fragment 2 (weight = 8): 

{ ?p1 rdf:type Person . (weight = 4) 

  ?p2 rdf:type Person . (weight = 4) } 

 Fragments with a weight below a given threshold are 

removed from consideration.  The rest are stored in the 

index which contains the weighted statements and pointers 

to the rules they came from.  Note that in a large collection 
of SPIN rules, it is likely that multiple rules will contain 

some of the same fragments.  Each fragment is indexed in 

turn with any named Classes, Properties and Individuals 

found in its statements.  The index is now ready for use in 

the query-time phase. 

4.2 Query Phase 

The input to this phase is a collection of statements.  As 

mentioned in Section 2, these statements may be a partially 

resolved SPARQL query still containing some open 
variables, or they may be ABox statements generated by 

some inference, extraction or other analytical process.  For 

our purposes, they are considered to be true statements 

upon which we will base our abductive assumptions. 

The first step of resolving the query is to find the 

fragments which use the same named Classes, Properties 

and Individuals as can be found in the input statements.  
The depths of the statements found in the fragments are 

then used to rank those fragments. 

4.2.1 Example 

Given the following input statements: 

UID1 grandmotherOf UID2 . 

UID1 rdf:type Person . 

UID1 hairColor Red . 

The rule fragments we have seen during the indexing 

phase in Section 4.1 are partial matches for this set of input 
statements.  Specifically, Fragment 1 matches because of 

the grandmotherOf statement in the input query, and is thus 

given weight 8.  Both of Fragment 2’s statements match 

because of the same tdf:type Person statement in the input 

query.  Because they both match the same input query 

statement, they are only counted once, to provide weight 4.  

The input query statement about hairColor does not match 

any fragment, and provides no weight. 

Fragment 1 (weight 8): 

{ ?p1 grandmotherOf ?p2 . (weight = 8) 

  ?p3 parentOf ?p2 . (weight = 8) } 

Fragment 2 (weight 4): 

{ ?p1 rdf:type Person . (weight = 4) 

  ?p2 rdf:type Person . (weight = 4) } 

In this simple example, there is not support from multiple 

input query statements to fragments, but this support would 

be additive if it existed. 

Fragments are then sorted by their weighting against the 

input query statements, and the full SPIN rules they are 

found in are then weighted by the contributions of the 

fragment weightings.  In the example, both Fragments 1 

and 2 come from the same SPIN rule for grandmothers, so 

this rule is assigned a weight of 12. 

Now with a list of weighted SPIN rules and the input 

query statements, we produce a version of the SPIN rule 

with as many open variables bound to Individuals, Classes 

and Properties as possible from the input.  This binding 

process can be potentially computationally expensive if 

there are many candidate input Individuals which could 

validly bind to open variables in the SPIN rule.  Our current 

approach is to prune rules which would produce more than 

a handful of SPIN rule interpretations. 

4.2.2 Example  

Our example input and rule share the unique 

grandmotherOf  assertion which limits open variable 

binding ambiguity.  The individuals used in the input 

statement take the place of the open variables in the SPIN 

rule: 

CONSTRUCT { 

  UID1 grandmotherOf UID2 . } 

WHERE { 

  UID1 parentOf ?p3 . 

  ?p3 parentOf UID2 . 

  UID1 rdf:type Person . 

  UID2 rdf:type Person . 

  ?p3 rdf:type Person . 

  UID1 gender Female . } 
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Two sets of information are now available: fully bound 

statements from the original SPIN rule which can be taken 
as abductive inferences; and a new, more specific SPIN 

rule which can be issued as a SPARQL query against data 

sources which may result in further variable bindings and 

abductive processes.  Of the two bolded statements above, 

the knowledge that UID2 is a Person could of course have 

been determined by deductive inference using the range 

constraint of the grandmotherOf Property.  The knowledge 

that UID1 has the gender Female is something which may 

only have been possible to discover by referring to the 

SPIN rule, although in many ontologies, Restrictions are 

used to produce these kinds of inferences.  The more 

specific version of the SPIN rule which is to be used as a 
SPARQL query is constructed as follows: 

SELECT ?p3 

WHERE { 

  UID1 parentOf ?p3 . 

  ?p3 parentOf UID2 . 

  ?p3 rdf:type Person . } 

UID1 and UID2 are assumed to have been named in the 

data source(s) from which the original input was taken, and 

are thus available as query elements.  The additional 

information about their relationship to each other does not 

need to be restated in the next query.  Intuitively, we have 
determined that to gain more complete knowledge of the 

situation, we should search our data for some Person who is 

both the child of the grandmother and the parent of the 

grandchild. 

5 Results 

To test our approach, we generated a basic familial 

relations ontology which included Class and Property 

hierarchies.  We then built a population of 20 SPIN rules 

describing family relationship structures as well as family 

events such as marriages.  We aligned this ontology to the 

Basic Formal Ontology[8] to give some reasonable depth 

characteristics of our Classes and Properties.  The shape of 

the ontology is summarized in Table 1. 

Metric Measurement 

Classes 6 

ObjectProperties 12 

Avg Class Depth 7.5 

Avg Property Depth 3 

SPIN Rules 20 

Avg Consequent Statements 1.8 

Avg Antecedent Statements 8.5 

Table 1: Test Ontology Metrics 

5.1 Index Phase Results 

We set the threshold for fragment depth relatively low so 

that we could avoid ‘trivial’ fragments that contained only 
rdf:type statements for mid- or high-level classes such as 

Agent, Entity, etc.  Table 2 presents the nature of the 

resulting rule fragments and index produced for the test 

ontology. 

Metric Measurement 

Raw Rule Fragments 1054 

Average Fragment Weight 40 

Fragment Threshold 20 

Fragments Passing Threshold 728 

Table 2: Review Metrics for Wine Ontology 

We used an HBase database to store the index contents. 

5.2 Query Phase Results 

To date, we have not integrated our approach with 

capabilities which could issue our reformulated queries 

against live external data sources.  We constructed a 
number of statement sets which were representative of 

possible starting queries a client might have.  We then 

queried the fragment index and calculated the subsequent 

requeries as we described in Section 4.2. 

Results appeared reasonable when manually reviewed.  

Predictably, we found that the more vague the starting 

point, the larger the number of suggested subsequent 
queries.  When input statements were about specific 

consequents, the suggested subsequent queries supported 

finding evidence about the antecedents. 

6 Conclusions and Future Work 

We believe our approach has merit in scenarios where: 

the T-Box is primarily Class and Property hierarchies; there 

is a large population of semantic rules; and the full 

population of the A-Box is impossible to achieve ‘all at 

once,’ and must be built iteratively using contextually 

relevant query and extraction processes. 

Clearly, we intend to integrate the abductive requery 

approach with a system including a large but incomplete A-

Box and a query mechanism for extracting or discovering 

new statements based on some kind of requerying.  We 

believe that there are many use cases in areas such as social 

networking, unstructured text mining and Big Data 

exploration. 

More focused areas for expansion of our work are 

described in the following sections. 

6.1 Incorporating Restrictions 

Until the development and use of OWL-compatible 

semantic rule languages, OWL Restrictions were the 
primary method of stating rule-like information by using 

subclass and equivalent class statements in conjunction 
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with quantification on properties.  We intend to ‘convert’ 

these constructs to antecedent-consequent structures and 
add them to the index and requery process. 

6.2 Further Exploiting Class and Property 

Hierarchies 

We have not incorporated basic Class and Property 

subsumption in our query phase approach, relying on input 

statements to be asserted at the same ‘level’ in the ontology 

as the SPIN rule statements are asserted.  In our context of 

an incomplete A-Box, we intend to explore both 

generalizing: if input statements are either ‘a Person has an 

email address’ or ‘an Organization has a mailing address’, 
we want to match a SPIN rule which requires ‘an Agent has 

an Address’.  But we also want to explore ‘unmotivated’ 

specialization such as matching an input statement which 

says ‘an Organization has a Budget’ to a SPIN rule which 

requires ‘a Public Company has a Budget.’ 
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Preliminary Experiments on Literature Based Discovery using the
Semantic Vectors Package
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Abstract— This paper presents a literature based discovery
(LBD) implementation that uses Lucene for indexing, the Se-
mantic Vectors (SV) package for latent semantic analysis, Neo4j
for graph database storage, Gephi for visual representation
along with custom code written by the author. The approach of
using a latent semantic analysis based systems like SV to do
LBD is not new, but going the next steps of examining related
concepts and using a graph database representation for finding
candidate linking terms is. The LBD system is a framework
where relation extraction experiments may be performed. This
paper presents work that is in progress.

Keywords: literature based discovery, semantic vectors package,
relation extraction

1. Introduction
Literature based discovery (LBD) has been around since the

1980’s when D. R. Swanson first defined LBD as a means to
discover previously unknown knowledge by examining term oc-
currences across multiple documents [16]. This paper presents
an implementation that uses variations on latent semantic anal-
ysis (LSA) to perform LBD-style discovery. Studies of using
LSA to do LBD have been documented by various authors,
among them are [14], [11], [19]. LSA discovers semantically
related concepts giving stronger correlation scores to more
strongly related concepts. When a pair of concepts that have a
significant semantic relatedness score from LSA and that are
never mentioned in the same document or documents, you have
an LBD candidate pair. The other pairs of candidate related
concepts are that are mentioned in one or more of the same
documents may also provide important information. These two
sets - LBD candidate pairs and share-document-mention (SDM)
pairs present data that allows a next level of discovery which is
the discovery of candidate linking terms. The process of using
graph database navigation across all related concepts found with
LSA to discover new linking-concept candidates for an LBD
candidate pair is the new approach presented in this paper.

The system presented in this paper handles these tasks:
corpus generation, candidate related entities discovery and
relationship analysis. The corpus generation retrieves document
data from databases or from text files (including XML). All
data is pre-processed by applying various normalization tasks

to the data. The pre-processed data is placed on the filesystem
where each document is in a separate text file. Candidate related
entities discovery task indexes the data, performs forms of LSA
and identifies the concept pairs with the highest relatedness
scores. Relationship analysis is the final task of identifying the
candidate linking concepts. This is done by first retrieving all
documents relating to a candidate pair, determining which are
LBD and which are SDM candidate pairs. Then the concept
linked to concept as an LBD or an SDM pair is captured in a
graph database. Last candidate linking terms are discovered by
traversing the graph database. This work is not complete and is
a work in progress and will provide the framework system on
which more advanced relationship discovery will be performed.

The rest of this paper presents some background information
on LBD, LSA, and Random and Reflective Indexing (RI and
RRI) which are enhancements to LSA. It presents some details
of software components and data used in the design and test
of the system including the Semantic Vectors (SV) package,
Lucene, Neo4J, Gephi and the MEDLINE data set. It presents
the design of the system and discussion of the results. The end
of this paper presents some conclusions and ideas for the future
directions of this work.

2. Background
2.1 Literature Based Discovery

LBD is the discovery of hidden knowledge in large sets
of documents where the discoveries relate concepts A and C
together. In LBD, a single document in the corpus will not
contain the discovery. Sometimes a linking term, B, may be
the means by which A and C are discovered and B would be
in all documents containing A or C. In statistical approaches
to LBD, there may not be a linking B term in the discovery -
instead, A and C are discovered by semantic relatedness of the
documents using, for example, latent semantic analysis (LSA)
techniques. Once candidate discoveries are found, experiments
may be performed to prove or disprove the hypotheses.

As various works state, Don R. Swanson [16] is considered to
be the first to have mentioned the LBD style of discovery [13],
[10], [15]. Swanson manually reviewed medical journals in one
of his studies and found mentions of Raynaud’s syndrome and
its relation to various blood issues like problems with blood
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viscosity, platelet function and vascular reactivity. Then he
looked for discussions of these blood issues in articles that
did not mention Raynaud’s and found associations between
the blood problems and fish oil. The connection made is that,
perhaps, Raynaud’s syndrome could be treated with fish oil.
Medical studies have since been able to validate this discovery.

Since his initial study, Swanson and many other researchers
started to apply automation to the task of LBD. Initially works
would look for candidate B linking terms simply by their co-
occurrence in the A-term documents then use these B terms to
candidate documents where A is not mentioned. Then would
try to find, again with co-occurrence, candidate C terms in the
new set of documents. They sometimes used lists of words
(vocabularies) to restrict which words they considered in each
search - when list is used for both A and C concepts, the LBD
system is called a closed system. An open system considers a
a list of words only for the starting concept, A. [10]

This initial work is a closed LBD work, but future work
plans to use the open approach.

2.2 Latent Semantic Analysis
LSA came initially from the Latent Semantic Indexing (LSI)

work done by Scott Deerwester, Susan Dumais and and others
[9] and used in LBD by Michael Gordon and Dumais [11] -
LSA does not require, necessarily, a vocabulary, but, instead,
finds similar documents based on LSI. LSA assumes that
if terms or concepts are found in similar sets of text (not
always the same text) then these terms or concepts may be
related, the same or similar concepts. The mathematics behind
LSI uses singular value decomposition (SVD) to reduce the
dimensions of extremely large matrices by getting rid of less
interesting data and to discover the related terms in documents.
LSI proved to be more efficient than previous methods and
has been moderately successful, however, it’s still slow and
computationally expensive.

2.3 Random and Reflective Random Indexing
More recently, Cohen, et al. [8] experimented with random

indexing (RI) - a more scalable version of LSI - and extended
the RI concepts to support indirect inference. Indirect inferences
is what Cohen, et al. sometimes call LBD. RI is uses a random
approach to further reduce the size of matrices being analyzed
to discover similar terms in documents. Instead of a full term
by document matrix, documents are placed into small sets of
columns. For example, if there are 10,000 documents, a docu-
ment may be assigned to 20 randomly chosen columns. Each
document’s term frequency information is tallied in each of
its columns along with any other document that was randomly
assigned [12]. Cohen, et al. also experimented with variations
of RI - Sliding windows on RI, Term based Reflective Random
Indexing (RRI), and Document based RRI. RRI uses RI but
does it using results from one RI process and feeding it into

Fig. 1: Architecture

another pass of RRI. Term and document based RRI vary how
the random indexing is chosen - by term or by document
in various passes through the RRI. Their claim is that these
techniques provide more related terms/concepts that may not
co-occur in the same document but are possibly related. They
state that their use of RRI techniques is better suited for LBD.

3. Design
This section describes the general design of the SV-based

LBD system. There are multiple steps performed that ultimately
present pairs of entities that may be related and presents
candidate linking terms. The general architecture of the system
is shown in Figure 1.

The steps noted below align with the small boxes in the
architecture diagram.

1) Retrieve data and place each document into a separate
text file on the computer filesystem. The data tested so far,
has been in database as reports summarizing, for example,
news articles, as web pages or as other text data. Data also
has been in databases as copies of emails and has been in
large XML files which needed to be broken up to get text
documents. An example of XML files is the MEDLINE
data presented in this paper where the resulting document
pulled from the XML is just the abstract of the article.

2) Pre-process the corpus mostly to identify the concepts
we wish to analyze. This makes a copy of the origi-
nal filesystem documents and tags the new documents
as necessary. Today this consists of doing some sim-
ple normalization of the data turning “John Doe” into
“johnxxxdoe” so that the next step of indexing doesn’t
need to have custom indexing capabilities implemented.
In other words, multi-word tokens have been turned into
single words. Lowercase is being used because the SV
package works best with all concepts in lower case.

3) Index the corpus using Lucene indexing as described in
the semantic vectors package. The SV package uses the
Lucene index to help build the SV vector files. See [6]
for more information on Lucene.

4) Apply semantic vectors processing to create document
and term vector files. Term vectors are not simple word
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count per document vectors. They are vectors where
the entries represent a term’s relatedness to random sets
of documents. Comparing the vector for two different
terms (i.e. concepts) presents a score that gives the LSA
relatedness of the two terms.

5) Candidate related entity identification is performed by
comparing the term vectors for each entity as discussed
in previous step. Some term pairs come up with a 1.0
score indicating the strongest relatedness - since there’s
probably nothing new to discover with this pair, these
terms are ignored in LBD processing. Similarly, terms
with zero or negative scores are also ignored.

6) Retrieve documents for the related entities. Finding
these documents is done by going back to the original
Lucene index created before SV processing. Returned
are documents that mention either of the entities or both.
At this time, identification of LBD candidates is done
by finding the pairs of related entities that are never
mentioned in the same documents.

7) Relationship Identification involves
a) examining documents where entities appear together
b) when entities are LBD candidates, identify candi-

date linking B terms. This may be done navigating
the graph looking for terms that are linked to both
the A and the C terms. There are examples of this
presented in the results section.

Explaining why entities may be related is the primary
area of future work planned by the author.

In the next subsections, a small amount of detail is provided
about some of the tools and API’s used in this work.

3.1 Semantic Vectors Package
A byproduct of Cohen’s work to improve LSI [8] is the

Semantic Vectors (SV) package. This open source java software
initially written by Cohen’s co-author, Dominic Widdows, and
now maintained by he and many others under a Google code
project - [18]. SV provides a library of capabilities that perform
random indexing which performs much faster than SVD. SVD
is an N x N problem where matrices will get to a size
that current computing capabilities will now allow them to
be computed. RI can do LSA-like analysis on millions of
documents. For this work, terms are compared to identify
relatedness.

3.2 Lucene indexing
Lucene [6] is a set of java libraries that, among other things,

allows for the searching of terms and phrases in sets of text
documents or other representations of text like PDF’s, HTML,
Microsoft Word, etc. Lucene creates index files that contain
the necessary information to not only find terms or phases
quickly that may be contained in a corpus, it also is able to

indicate where in the document the terms or phrases are. Lucene
provides fast and efficient search capabilities.

In the LBD solution presented here, Lucene indexes are
created first and then the Semantic Vectors package is used
to find candidate LBD pairs. Once pairs are found, the Lucene
indexes are again referenced to find the documents in which
entities are mentioned.

3.3 Graph database - neo4j
Running SV with term comparisons across a set of docu-

ments discovers pairs of concepts that may be related. A graph
database that represents node X, node Y and the link joining
node X and Y is a good choice for storing results of SV or
any other results of latent semantic analysis. Graph databases
are sometimes called NoSQL databases since data is not stored
in a traditional table structure. Neo4j is an open source light
weight graph database [7].

For this project, nodes are the concepts (for example, A, B
and C concepts) and the links are either an LBD link where
the nodes on either side of the link are never mentioned in the
same document or a shared document link where the nodes on
either side are both mentioned in one or more documents.

3.4 Visualization - Gephi
Once data is stored in a neo4j database, visualizing that data

is important in order to assist in the analysis of results. Gephi
is an open source graph visualization tool [5]. Martin Skurla
created a neo4j plugin into Gephi during Google’s summer of
code, 2010. [4]

Once a neo4j database is loaded into Gephi you can show
only LBD relationships (links) or show only shared common
document relationships. The graph (link) pictures shown in
this paper were created from snapshots of Gephi displays of
neo4j databases.

4. Experimentation and Results
4.1 Data Sets

The current application allows flexibility in what steps of the
LBD process are run and flexibility in what data are used. For
example, MEDLINE data used in experiments presented here
are pulled out of XML files using python scripts that place
each abstract into a separate file on the filesystem. Data may
come from, for example, an Enron email corpus that may be
in a database or may just be files on a filesystem [1], [3].
When data comes from database queries, the “document” data
usually is read from large text fields or sets of fields - the system
presented here places this data onto the filesystem - one file per
document.

MEDLINE is a National Library of Medicine database of
biomedical literature that includes, among other things, the
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Fig. 2: Sample of related pairs

Fig. 3: Sample LBD Pairs

Fig. 4: Sample Candidate B Terms

titles and abstracts of over 21 million articles from over 5000
different journals and publications [2]. This data is stored in
many XML files. For this effort, the python script used pulled
each abstract for the years of interest and placed each into
a file on the filesystem. Initial experimentation used all the
abstracts from 1980-1984 which simulates rough dates used by
Don Swanson in his initial LBD work [16]. This date range
created 692,382 total file documents.

4.2 Output
MEDLINE data was analyzed by the system using approxi-

mately 190 candidate A and C concepts that were gathered from
two papers - one that discussed fish oil and Raynaud’s [11] and
the other that discussed both fish oil - Raynaud’s connection
and migraines and magnesium connection [17].

During the processing of results, a neo4j database was
created that ultimately allows for visual display of results.
The Neo4j database contains nodes that represent documents
and links that are named either an LBD relationship or a
share-document-mention (SDM) relationship. If the relationship
between two nodes is an LBD relationship, that means the
nodes were never mentioned together in the same document.

The system also creates summary results in a set of text
output files. In order to keep the number of result pairs to
consider a manageable size, an algorithm is currently used that
returns either a hard number of results or a percentage of total
pairs discovered. Some of the generated output files contain:

1) All related pairs - pairs that share mentions in documents
and those that don’t. The ones that don’t will be LBD
pairs. The SV score is also captured for each pair. See
Figure 2

2) All LBD pairs - in order to discover the LBD pairs, the
Lucene index is queried to find all documents in which
the terms are mentioned. If there are no documents in
common (bothAandCDocs = 0 in the LBD Pairs output),
then this is an LBD pair. For preliminary work, only a
maximum of 100 document matches is allowed for this
result reporting. See Figure 3

3) All candidate linking terms - this file is the result of
navigating the Neo4j graph database to find candidate
B linking terms between the LBD pairs reported in the
second list (All LBD Pairs). The first two terms are the
LBD pair, the last is the candidate B term. See Figure 4
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Fig. 5: Highlight Raynaud’s and see LBD candidate pairs

Fig. 6: Terms that share document references - A and C concepts, Lupus and Raynaud’s, linked by B concept, Prostacyclin

4.3 Analysis
In addition to the text file results, the Neo4j database loaded

into Gephi, the graph visualization tool, provides help in visual-
izing what’s in the data. In Figure 5, all of the medical concepts
that had an LBD relationship with Raynaud’s phenomenon are
highlighted. Simply mousing over the Raynaud’s node performs
this highlighting. From this visualization, we see that Raynaud’s
phenomenon is related, via LBD, to Lupus, selective beta
blockers and fish oil - again, it’s LBD because the links shown
are only the LBD candidate pairs. As in Swanson’s work [16],
fish oil and Raynaud’s phenomenon are never mentioned in
the same documents. In Figure 6, only links where the entities
actually are mentioned in the same documents are shown. This
particular view where prostacyclin is highlighted shows that

prostacyclin may be a linking B concept between the A and
C concepts - Lupus and Raynaud’s phenomenon. In Figure 7,
we can see that adrenergic alpha receptor is a concept relating
selective beta blockers and Raynaud’s phenomenon together.
In this same diagram, we notice that fish oil had no candidate
linking terms to Raynaud’s - this is probably due to the small
subset of A and C concepts analyzed in this early testing (as
noted earlier, approximately 190 terms were used for candidate
A and C concepts).

5. Conclusion
I have presented an approach to discovering hidden knowl-

edge in documents using a latent semantic analysis variant from
the semantic vectors package. My approach discovers candidate
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Fig. 7: Terms that share document references - A and C concepts, selective beta blockers and Raynaud’s, linked by B concept,
adrenergic alpha receptor. Note that no candidate term found between Raynaud’s and fish oil.

A and C concepts or terms which, although never mentioned
in the same document, may be related. I have also discovered
candidate linking or B terms that relate the A and C. To the
best of my knowledge and research, identifying the linking B
terms from the LSA results is something that has not previously
been done.

This system provides the platform on which alternative ap-
proaches may be tried to improve the quality of the discovered
pairs.

6. Future
I hope to complete the following major tasks.

6.1 Complete the Reproduction of Swanson Re-
sults

In order to test the results of this system, I have successfully
shown that fish oil and Raynaud’s are semantically related
and are never mentioned in the same documents in the 1980-
1984 corpus. Using the evaluation methodology described by
Meliha Yetisgen-Yildiz and Wanda Pratt [20], the next step is
to examine the corpus of documents after 1984 to see if the
LDB candidates are mentioned in the same documents, thus,
perhaps, proving that there is now a confirmed and important
relationship between the LBD candidate pairs. There are other
published results based on MEDLINE that use LBD to discover
previously unknown related concepts. I may try to recreate
those discoveries, also.

6.2 Making Operational Solution
I plan to examine how analysts, scientists or other users

might use the capabilities of the system presented in this paper.
If I can refine the system so that fewer false positives are
presented, users may find great benefit in the kind of discoveries
that LBD presents - that is, the previously unknown and hidden
knowledge that is in existing data.

6.3 Relationship Extraction - Discovering the
Why

I plan to take the results - the candidate LBD pairs and
perhaps the linking B terms - and try to figure out why
the concepts are related. That is, try to explain the relations.
Initially, I plan to try relationship extraction approaches that
have already been published with the hopes of refining these
techniques to fit with that data and to provide more accurate
results.

6.4 Open LBD
The approach I have taken to date is a closed LBD solution

where we know what A and C concepts to study. The next
step is to expand this work to perform Open LBD where the C
concepts are not known. To do this, candidate C concepts are
discovered using natural language processing (NLP) named-
entity (NE) extraction techniques to identify the kinds of
concepts we are interested in. For example, when using medical
domains, drugs, diseases, symptoms or side effects will be
tagged by NLP NE extraction and then used as candidate C
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concepts. When studying, for example, the Enron email corpus,
people, places, organizations or events will be tagged.
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Abstract - Organizations must evolve internally over time to 

better fulfill their missions.  The structural complexity inherent 

in a large organization can impede an agile evolutionary 

process, however.  In this work we describe a tool created to 

ease the process of structural evolution within a large, 

complex and hierarchically organized organization.  This tool 

analyzes request for change documents provided by low-level 

personnel unfamiliar with the overall organizational structure 

and determines which portions of the organization will be 

affected.  This task is accomplished using natural language 

processing to extract relevant textual features from request for 

change documents and machine learning techniques to 

ground these features to relevant concepts corresponding to 

affected portions of the hierarchy.  The initial groundings are 

refined through an interactive question-answer session with 

the user providing the request for change document.  The tool 

is shown to have desirable convergence traits and a high 

degree of accuracy. 

Keywords: Machine learning, NLP, Neural networks, 

Hierarchical document classification, Automatic 

document classification  

 

1 Introduction 

  Organizations must evolve internally over time to better 

fulfill their missions.  The larger the organization, the more 

thoroughly a potential change to its structure must be vetted as 

even a minor change requires significant monetary and policy 

commitment.  In this work we propose a mechanism for easing 

the interaction between the low-level users who are most 

readily able to recognize the inefficiencies in an organization 

and the high-level managers who are most able to remedy 

them.  This mechanism will be discussed in the context of a 

hypothetical system representing a simplified version of a real-

world product. 

In this system, users who notice an inefficiency or 

unaddressed need in their day-to-day operations may 

electronically submit a request for change (RFC) document to 

a managerial team with a good understanding of the 

organization’s structure.  The managerial team then reviews 

these RFC documents and determines what action to take on 

them.  One significant problem with this process is that the 

content typically provided by users who create RFCs is poorly 

aligned to the information a reviewer needs to quickly analyze 

the impact of the RFC.  For example, RFC authors are 

typically most concerned with their individual ability to 

improve day-to-day operations whereas RFC reviewers are 

more interested in the impact on the organization as a whole.  

In this work we describe a mechanism for determining the 

organizational impact of RFC documents automatically for an 

organization whose structure is ontologically modeled.  This 

means that users need not spend valuable time researching 

information which will not directly benefit their daily activities 

and managers need not delve too deeply into the minutiae of 

daily operations.  The communication between the two groups 

can therefore be conducted much more efficiently because 

users write RFCs using language they understand and 

reviewers receive a summary of the information they need 

which has been automatically derived from the user’s RFC. 

The determination of organizational impact is conducted in 

two phases.  The first is performed autonomously using NLP 

and machine learning techniques to determine the document 

content and compute an initially large number of potential 

areas of impact within the organization.  The second is an 

interactive state where questions are asked of the user to 

refine the coarse results obtained during the first phase.  The 

final result of these two phases is a document which can be 

quickly and easily scanned by a RFC reviewer to determine 

the impact of a proposed request for change within the 

organization. 

2 Related Work 

A common and well-established problem in machine 

learning is automatic document classification [1] in which a 

text T is categorized as applying to one of several concepts 

(topics).  A simple extension of this problem is to ground T to 

a set of concepts C by some numerical measure of the relative 

strength of the correlation between T and each concept c ∈ C 

present in the text.  For example, if we ground text instance Tx 

to a set of four concepts {concept1, concept2, concept3, 

concept4} then Tx might ground to concept1 with a weight of 

0.4, concept2 with a weight of 0.9, concept3 with a weight of 

0.05 and concept4 with a weight of 0.  The magnitude of these 

weights implies the quality of the grounding relative to the 

other links (in this example, concept1 is grounded 8 times as 

strongly as concept3 by Tx).  This process is commonly 

referred to as multi-topic text classification [2]. 
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Many automatic text classification systems are naïve in that 

they make the following assumptions about the text documents 

on which they operate: 

1.  The probability of a feature occurring in a text is 

independent of the length of the text 

2.  The probability of a feature occurring in a text is 

independent of the existence of other features in 

the text 

For very large numbers of documents concerning a large 

number of unique topics produced by a large number of  

unique individuals, these assumptions are a close enough 

approximation to average behavior that naïve Bayesian or 

similar classifiers are often quite accurate.  Our application is 

significantly different from such scenarios, however.  We 

observed lengthy Request for Change documents to frequently 

contain many of the same words, a violation of the first 

assumption listed above.  For example, nearly 20% of the 

RFC documents longer than 100 words contained some form 

of the word “requirement” as a noun compared to just 3% for 

those shorter than 50 words.  Additionally, because the RFC 

documents typically deal with similar subject matter, the 

second assumption listed above is often violated.  For 

example, a document containing the word “money” is 

significantly more likely to contain the word “expenditure” 

than a document which does not.  With too few training 

examples to average out the violations listed above, the 

discrepancies between the naïve assumptions of simple 

classifiers (such as Naïve Bayes) and reality are greatly 

exaggerated.  For these reasons, our initial attempts to utilize 

a naïve Bayes classifier for this application were unsuccessful 

and we turned to a new type of supervised learning classifier. 

3 Approach 

 To automatically determine the organizational categories 

embodied by an RFC document, a text-to-concept grounding 

engine was developed incorporating elements of natural 

language processing, machine learning and similarity testing.  

The classifier portion of the engine analyzes the natural 

language content of the RFC document and, based on the key 

features identified, prompts the document submitter for 

answers to clarifying questions.  The answers provided by the 

user help to narrow down the candidate categories for the 

reviewers, reducing or eliminating the need for follow-up 

communication. 

The organizational model is quite complex with a total of 687 

organizational area concepts hierarchically organized under 

ten main branches with a maximum depth of seven children.  

RFC reviewers desire the most applicable concept nodes to be 

returned regardless of their position in the hierarchy (i.e., leaf 

nodes are not favored above internal nodes simply because 

they are lower in the hierarchy). 

3.1 Grounding abstraction 

 At its most fundamental level, our classification system 

operates on a set of features F extracted from a given text T 

and a set of relevant concepts C’ to produce a score mapping 

function M:{c ε C’}→R which generates the affinity of the 

text for each relevant concept c ε C’.  This mapping function 

comprises our grounding of the text T. 

Our grounding mechanism (classifier) operates in a similar 

fashion to a 2-layer neural network [3][4] where the input 

nodes are features observed in text and the output nodes are 

concepts in the hierarchy.  As mentioned earlier, features can 

be any structure recognizable in text such as words, phrases, 

sentences, word groups, etc.  The features we utilize are 

stemmed lemma/POS pairings although any feature type or 

combination thereof is theoretically possible.  Links between 

features and concepts are numerical relationships reflecting 

the affinity of a feature for a concept.  A single feature can 

have multiple links (directed edges) to concepts but there is 

only ever one link between a single feature and a single 

concept.  Links have a weight associated with them as 

mentioned earlier but they have an additional component 

called inertia which ensures that over time the link weight will 

become harder to change.   This inertial property is analogous 

to the decaying training coefficient in neural networks and is 

useful because without it the link weights would oscillate 

wildly around spurious training instances. 

3.1.1 Feature extraction 

 The features used by the classifier are extracted from the 

change request documents using a Natural Language 

Processing pipeline implemented using the UIMA [5] 

framework with OpenNlp [6] components augmented by a 

heuristic lemmatizer based on an extended WordNet [7] 

dictionary enhanced with the ability to recognize custom 

jargon terms which do not exist in a standard dictionary.  The 

detailed description of the feature extraction algorithm can be 

found elsewhere [8].  Although the grounding mechanism 

suggested in this work supports nearly any conceivable variety 

of feature types and combinations of features, we achieved 

satisfactory results using only a single simple feature type 

created by appending the lemma and part of speech category 

for each non trivial word in the text. 

3.1.2 Feature extraction 

 The features used by the classifier are extracted from the 

change request documents using a Natural Language 

Processing pipeline implemented using the UIMA [5] 

framework with OpenNlp [6] components augmented by a 

heuristic lemmatizer based on an extended WordNet [7] 

dictionary enhanced with the ability to recognize custom 

jargon terms which do not exist in a standard dictionary.  The 

detailed description of the feature extraction algorithm can be 
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found elsewhere [8].  Although the grounding mechanism 

suggested in this work supports nearly any conceivable variety 

of feature types and combinations of features, we achieved 

satisfactory results using only a single simple feature type 

created by appending the lemma and part of speech category 

for each non trivial word in the text. 

3.1.3 Grounding Engine 

 As mentioned earlier the classifier utilized in this work is 

a supervised learner operating on human generated text.  Thus 

there are effectively two phases to document classification.  

During training, link weights between features observable in 

text and concepts corresponding to those features are created 

and evolved.  During grounding, previously learned link 

weights are used to compute the most likely candidates. 

Pseudocode of the training algorithm 

TRAIN(GroundingNetwork g, 

  TrainInst[] trainingDataset): 
  

 for(TrainInst i:trainingDataset) 

  Feature[] features = 

     NLPEngine.parse(i.Text) 

  Concept[] concepts = 

     i.CorrectConcepts 
   

  for(Feature feature:features) 

   for(Concept concept:concepts) 

    g.updateLink(feature,concept, 

        trainingDelta) 

   end for  

  end for 

 end for 

END 
 

GroundingNetwork.updateLink( 

  Feature f, Concept c, Weight w): 
 

 Link link = 

   f.getOrCreateLinkToConcept(c) 

 linkUpdates = link.getUpdateCount()  

 m = 1/(linkUpdates+1) 

 link.weight = 

   m*(link.weight * linkUpdates + 

      w * inertia(linkUpdates)) 

 link.incrementUpdateCount() 

END 

The inertia function should monotonically decrease as link 

updates increase to encourage link weight convergence.  We 

found a simple linear inertial function to work well.  Feedback 

to the classifier can be provided in an online fashion any time 

new training data is obtained (even after the initial training 

phase is complete).  Similarly to a neural network, feedback 

training instances must account for the difference between 

false positive and false negative errors, a minor modification 

to the above algorithm reflected by the trainingDelta variable. 

During classification, the learned links and weights obtained 

during training are utilized to compute which concepts are 

relevant to the text. 

Pseudocode of the classification algorithm 

CLASSIFY(GroundingNetwork g, 

  Text t): 
 

 Feature[] features = 

   NLPEngine.parse(t) 

 ScoreMap scores 
  

 for(Feature f:features) 

  Concept[] concepts = 

    f.getLinkedConcepts 
   

  for(Concept c:concepts) 

   scores.addScore( 

      f.getLinkWeight(c)) 

  end for 

 end for 
  

 return scores.normalize() 

END 

The scores for each concept grounded by at least one feature 

in the text are computed as the normalized weighted sum of 

the feature to concept link weights in the grounding network.  

This is similar to node scoring in a neural network. 

3.2 Interactive refinement 

 After scoring, we obtain a score distribution for concepts 

as shown in Figure 1 below for two sample documents.  The 

case-1 document is lengthy at over 150 words and the case-2 

document is quite brief consisting of only three key words.  It 

is interesting to note that the case-1 document has a relatively 

smooth distribution of scores for higher scoring concepts 

which are grounded by many feature to concept links but this 

distribution becomes more discontinuous for the lower 

scoring concepts which are grounded by fewer and fewer 

words.  The case-2 document has a discontinuous distribution 

over its entire concept space. 

Ideally this distribution would have a few concepts with very 

high normalized scores which could be classified as “correct” 

and the remaining concepts would have scores of zero and 

could be classified as “incorrect.”  As the distributions above 

indicate, however, the reality is more complex in that there 

may be dozens of scores within a single standard deviation of 

the best score.  We observed that the top five to ten highest 

scoring concepts had a very high likelihood of being close to a 

correct concept in the hierarchy but had a lower probability of 

being absolutely correct.  We also observed that in some 

instances the initially suggested concepts after thresholding 

were incorrect either because the language used in the RFC 

document was significantly different than the language on 

which the classifier was trained or because of ambiguous links 

between features and concepts as discussed later. 
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To handle both cases, after obtaining the grounding weights 

for each concept in the hierarchy for a given RFC document, 

we select a set B of the k best scoring concepts to use as a 

starting point for interactive refinement, or elicitation, which 

attempts to determine which concepts are actually correct.  It 

is important to note that the choice of k is entirely arbitrary 

but we select it to be large enough to ensure a high degree of 

recall at the cost of low precision (experimental results 

revealed that for our purposes this occurred around k=10).  

This coarse set is then refined via a multi-question interaction 

with the user. 

There are two phases in the elicitation process.  In the first, 

the classifier assumes the initial candidate nodes are close to 

the correct concepts but are not exact matches (this is a good 

assumption since the classifier is tuned to achieve high recall 

but low precision).  For each initial candidate, a neighborhood 

of nodes whose geodesic distance is less than δ from the 

initial candidate (which becomes the centroid of the 

neighborhood) is created.  The objective of phase I elicitation 

is to eliminate one or more of these neighborhoods.  In phase 

II, the classifier zeroes in on a single neighborhood (the one 

determined to be best after analyzing the user responses from 

phase I) and attempts to eliminate individual concept nodes. 

Questions are built using features and are of the form “Which 

of the following are pertinent to your requirement?” followed 

by a pick s of n multiple choice question with various features 

which were not found in the text but which the classifier can 

use to best complete its objective for the current elicitation 

phase.  For example, question options could include “vision”, 

“computer maintenance”, and “operations overhead”.  

Elicitation begins in phase I and after either an arbitrary 

number of questions or some trigger condition is met relating 

to the number of candidate centroids eliminated, elicitation 

enters phase II.  After each question is answered, the features 

selected are virtually added to the RFC list of features with 

some additional weight β>1 relative to an original text feature. 

The features selected for these questions could be randomly 

selected from a history of past features observed in text.  The 

knowledge gained from these random features, however, 

would typically be quite small in the context of a centroid or 

specific concept since the features might not have ever been 

observed to be associated with the concepts in the 

neighborhood around the centroid.  Our selection process for 

features therefore involves scoring each possible feature in 

terms of the relevance of the feature to the concept(s) needed 

in the current question phase, the coverage of the concepts by 

the feature, and the specificity of the feature to the concepts. 

4 Results 

 To gauge the effectiveness of the proposed classifier in 

its problem domain we utilize an experimental dataset of 63 

instances of RFC documents c whose correct classifications 

are known.  These correct classifications cover a set of 97 of 

687 total concepts arranged in a hierarchy.  These 

classifications were carefully derived by hand by 

organizational subject matter experts and are the gold 

standard against which we compare document classifications.  

From this dataset, an arbitrary set of t training and v validation 

instances are randomly selected.  Note that if |t| + |v| > 63 

there is necessarily some overlap between training and 

validation instances (i.e., a document is validated over at least 

one instance on which it was previously trained).  If |t| + |v| ≤ 

63 we ensure that no validation is performed on a document 

which was previously used for training. 

The classifier is trained over each document in t using the 

correct classifications.  The classifier is then tasked with 

classifying each validation instance v’ in v.  For each 

validation instance v’ the classifier is invoked on the 

document text and the λ best-scoring concepts are interpreted 

as suggested classifications.  These suggested classifications 

are decomposed into one of the following categories: 

I. Exact match—the classifier selects a concept 

identified by the subject matter experts 

II. Close match—the classifier selects a concept 

within δ hops in the concept hierarchy of a 

concept identified by subject matter experts 

III. False positive—the classifier selects a concept 

which is not a close or exact match 

Additionally, each of the concepts in the correct concept set is 

placed into one of the following categories: 

I. Exact matched concept—the classifier selected 

this concept 

II. Close matched concept—the classifier selected at 

least one concept within δ hops in the concept 

hierarchy of an objective concept. 

III. False negative—the concept was neither an exact 

nor a close match 

From these classifications we can determine the precision, 

recall, and fscore of the classifier’s suggested classifications.  

We compute absolute precision and recall in terms of the 

number of concepts partitioned into each of the above 

categories as shown in the equations below. 

  (1) 

  (2) 
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The absolute F1-score, a metric which accounts for the 

compromise between precision and recall, is then computed 

by taking the harmonic mean of absolute recall and precision 

as shown below. 

  (3) 

For each of the above metrics we also compute a closeness 

measure in which the set of exact matches is unioned with the 

number of close matches (in the case of precision) or close 

matched concepts (in the case of recall).  Note that concept c’ 

is close to concept c’’ if and only if the geodesic distance in 

the concept hierarchy between c’ and c’’ is ≤ δ. 

 

  (4) 

 (5) 

  (6)  

We compute average classifier performance in terms of these 

metrics over 50 such randomly generated runs and 

additionally present the variance between runs for all metrics. 

4.1 Ideal case behavior 

 Our first experiment is to gauge the best-case behavior 

of the learning algorithm.  To do so we train the classifier 

using all of the correctly classified documents in c and 

subsequently task the classifier with classifying all of the 

documents in c.  In this experiment we set λ to 10.  An ideal 

learner would achieve perfect recall and precision after such 

training.  The results of this experiment are shown below: 

Table 1: Ideal-case classifier behavior for 

various performance metrics 

δ=0, λ=10 
   

 

recall precision fscore 

arithmetic mean 0.9649 0.3411 0.5040 

harmonic mean 0.9649 0.3411 0.5040 

variance 0.0000 0.0000 0.0000 

δ=2, λ=10 
   

 

recall precision fscore 

arithmetic mean 0.9781 0.7566 0.8532 

harmonic mean 0.9781 0.7566 0.8532 

variance 0.0000 0.0000 0.0000 

We see that our classifier’s absolute recall (δ=0) is quite high 

but not perfect.  This is because during training many features 

were observed to become ambiguously linked to multiple 

concepts (i.e., multiple concepts had links from a single 

feature).  Any document containing such an ambiguous 

feature has a nonzero probability of incorrectly grounding one 

or more of these ambiguously linked concepts in place of a 

correct concept, reducing recall.  The precision of 0.34 for the 

δ=0 configuration indicates a high percentage of false 

positives and is an artifact of setting λ to a significantly higher 

value than average number of correct concepts per document, 

which was around 3.6 in this experiment (note that λ was set 

to 10).  In the δ=2 configuration, precision improves because 

it accounts for concepts whose geodesic distance within the 

concept hierarchy is up to 2 nodes away from the classifier 

suggested node.  We will study the impact of varying λ in 

more detail later.  Note that there is no variance in these initial 

results because there is only one way to select 63 training and 

validation instances as described earlier (thus each run has 

identical results). 

4.2 Real-world performance 

 Next we examine the impact of varying the training and 

validation set sizes.  To understand the classifier’s learning 

capability we utilize a validation set on which the classifier 

has not been previously trained.  This simulates the more 

realistic case where knowledge acquired during training must 

be generalized to new instances in order to achieve correct 

classifications.  An ideal classifier would generalize the 

results of the training set and achieve perfect precision and 

recall on a disjoint validation set whose entries were not 

previously encountered.  The performance of our classifier 

over these more difficult cases is shown in the tables below. 

Table 2: Real-world behavior 

V=10, T=50 (δ=0) 
   

 

recall precision fscore 

arithmetic mean 0.8241 0.2920 0.4259 

harmonic mean 0.8160 0.2773 0.4139 

variance 0.0067 0.0044 0.0039 

    
V=10, T=50 (δ=2) 

   

 

recall precision fscore 

arithmetic mean 0.9173 0.6064 0.7257 

harmonic mean 0.9142 0.5942 0.7202 

variance 0.0028 0.0071 0.0039 
 

V=20, T=40 (δ=2) 
   

 

recall precision fscore 

arithmetic mean 0.7803 0.3441 0.4686 

harmonic mean 0.7714 0.3199 0.4523 

variance 0.0068 0.0074 0.0070 
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Table 3: λ Impact on precision and recall 

δ=0, λ=40 
   

 

recall precision fscore 

arithmetic mean 0.9751 0.0878 0.1603 

harmonic mean 0.9730 0.0825 0.1521 

variance 0.0019 0.0005 0.0014 

    δ=0, λ=5 
   

 

recall precision fscore 

arithmetic mean 0.7447 0.5212 0.6034 

harmonic mean 0.7246 0.5064 0.5962 

variance 0.0141 0.0077 0.0044 

Although we observe a noticeable drop in recall versus the 

ideal case in all three of the above experiments, we see that 

the classifier consistently achieves good close recall (δ=2) 

provided the training set has good coverage of the concept 

hierarchy.  By altering the λ parameter we can explore the 

tradeoff between recall and precision as shown below. 

The results above were obtained on a 50T/10V configuration.  

As expected, at λ=40 we observe a significant improvement in 

recall (from 82 percent at λ=10 to 97 percent at λ=40) at 

significant cost in terms of degraded precision (29 percent to 

9 percent).  At λ=5 we observe the opposite trend—an 

increase in precision and a decrease in recall compared to the 

λ=10 configuration.  At λ=5 we approach the maximum 

accuracy of the unaided classifier which was roughly 52%.  

Because this level of accuracy is not acceptable for our 

application, the approach we take is to set λ to a conservative 

value and refine our coarse results through elicitation. 

4.3 Elicitation performance 

 As described earlier, the elicitation process effectively 

reshapes the score distribution curve.  As an example, the 

impact of elicitation on a score distribution for the case-1 

document described earlier can be seen in Figure 1 below.  

Note that the concepts are ranked in descending order by 

score and are not ordered between runs.  The highest scoring 

concept after elicitation was the 45
th

 highest after a purely 

lexical analysis of the text (although a concept one node away 

in the concept hierarchy was the third highest scoring and 

would have been suggested anyway).  The highest scoring 

concept after elicitation was aligned with subject matter 

expert opinion. 

In general we observed elicitation to significantly improve the 

quality of the initially suggested concepts.  This is because the 

close match recall of grounding engine is quite high but 

absolute precision is low.  The elicitation process attempts to 

arrive at the correct concepts using the initial close-match 

concepts as a starting point. 

 

Figure 1: normalized score distributions for two sample 

documents 

5 Conclusions and Future Work 

 We have demonstrated that the proposed document 

classification system is effective at determining the 

organizational impact of human produced RFC documents.  

We observed that the automatic classifications produced by 

the supervised learning classification system achieved good 

recall but low precision and these results were significantly 

improved through an interactive refinement with the user 

submitting the RFC document. 

Although we achieved good results using simple word/part of 

speech features extracted from text, we believe our 

classification accuracy could be improved by using more 

advanced features such as phrases or WordNet synsets.  

Additionally, when selecting the initial neighborhood 

centroids for elicitation we utilized static thresholding with a 

fixed λ but it may be beneficial to arbitrarily adjust λ based on 

the distribution of scores returned after the initial 

classification.  These are simple extensions of the system 

described. 
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Abstract - Supervised machine learning algorithms, 
particularly those operating on free text, depend upon the 
quality of their training datasets to correctly classify 
unlabeled text instances.  In many cases where the 
classification task is nontrivial, it is difficult to obtain a large 
enough set of training data to achieve good classification 
accuracy.  In this work we examine one such case in the 
context of a system designed to ground free text to an 
organizational hierarchy which is ontologically modeled.  We 
explore the impact of utilizing information garnered from a 
highly customized Natural Language Processing (NLP) 
analysis of this ontology to augment a very sparse initial 
training dataset and compare this to a more labor intensive 
extraction of a small set of key words and phrases associated 
with each concept.  We demonstrate an approach with 
significant improvement in classifier performance for 
concepts having little or no initial training data coverage. 

Keywords: Hierarchical document classification, Automatic 
document classification, Machine learning, NLP, Ontology 

 

1 Introduction 
  In this work we describe a software classification 
system which employs NLP analysis and machine learning 
algorithms to automatically determine whether a human 
produced text applies to one or more of a set of concepts.  
The machine learning portion of this system is essentially a 
supervised learner whose accuracy relies heavily upon the 
quality of the training instances it has encountered.  
Unfortunately the concept space over which this solution is 
deployed is sufficiently large that it was not feasible to obtain 
a large quantity of high-quality training instances.  In fact, 
many concepts were observed to never be explicitly 
referenced by training instances.  Although the classification 
portion of the system evolves dynamically to improve its 
classifications over time, the initial classifications produced 
by the system were of poor quality due to this deficiency of 
initial training data. 

We discuss several approaches taken to improve these initial 
classifications and construct knowledge in the face of limited 
or absent training data.  We compare two mechanisms of 
capturing expert user knowledge in terms of their impact on 

classifier accuracy and recall and how well they interact with 
traditional training instances.  

2 Related Work 
 From a machine learning perspective, this work deals 
with the well-studied field of supervised learning algorithms 
[1].  There is a wide body of research related to applying 
such algorithms to human produced text, for an overview see 
[2].  Of particular relevance is the multi-topic document 
classification problem [3] in which a document is analyzed 
by a machine classifier and determined to be applicable or 
not applicable to a list of topics. 

The sparseness of labeled training instances is by no means 
unique to this problem domain.  Significant research has 
been conducted in the area of semi-supervised learners which 
attempt to generalize a small amount of labeled training data 
to a larger amount of unlabeled data which can subsequently 
be used for training.  For a thorough overview of semi 
supervised techniques see [4]. 

In this work we examine a somewhat different position than 
that in which most semi-supervised systems are deployed, 
however, because we assume access to a limited number of 
labeled training instances but do not assume the existence of 
unlabeled training instances.  Instead we assume access to 
expert generated knowledge either in the form of an ontology 
[5] modeling the structure of concepts in the concept space or 
in the form of a key-word document, either of which we 
attempt to derive unlabeled instances from and whose 
instance labels are trivial to reverse engineer from the 
ontology structure.  

3 Approach 
 We explore two unique options to expand the initial 
classifier knowledge.  The first is to exploit the knowledge of 
subject matter experts by hand-populating a database of key 
phrases they have determined likely to be associated with 
each concept in the concept space.  The second approach is 
to utilize an expert-created ontology describing the nature 
and relationship between the concepts in the concept space to 
determine which lexical features are associated with what 
concepts by making the assumption that the definition of a 
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concept will contain language similar to the documents 
associated with that concept. 

Though their angles of attack on this problem are quite 
different, it is important to keep in mind that these 
approaches are attempting to do fundamentally the same 
thing—derive new training instances which can be provided 
to the classifier.  Before describing the mechanics behind 
generating these instances, we will give a brief overview of 
the classifier and its operation. 

3.1 Classifier 
 The minutiae of the supervised learning classification 
algorithm utilized in this work are not germane to this 
discussion and are described elsewhere [10].  For the 
purposes of this paper, it is sufficient to understand the 
grounding engine mechanics for two key operations the 
classifier performs:  classification and training. 

Classification is an operation performed on a text document 
to determine which concepts are present in it.  In order to 
classify a given document as exhibiting or not exhibiting a 
set of concepts, the document is first decomposed into 
features using Natural Language Processing (NLP) 
techniques described later.  These features are provided as 
input to the grounding engine.  The output of the grounding 
engine is a label for each concept indicating how confident 
the classifier is that the concept exists in the document whose 
features were provided.  Note that the features passed to the 
classifier are either sense-ambiguous (for example a stemmed 
form of a word with some notion of its part of speech) or 
sense-specific (for example a WordNet synset identifier).  In 
this work we explore the implications of each feature type. 

Training is an operation performed on a text document and a 
set of labeled concepts indicating which are correctly or 
incorrectly associated with the text.  When updated with a 
training instance, the classifier internally adjusts its structure 
such that in the future the features provided will be more 
likely to be associated with the concepts labeled “correct” 
and less likely to be associated with the concepts labeled 
“incorrect”. 

For clarity, we now introduce a logically distinct type of 
training, called bootstrap training, which differs slightly 
from the training described above.  Bootstrap training is 
unique in that it is always performed before any standard 
training instances are encountered and is used to construct 
the initial body of knowledge needed to very roughly 
associate features with concepts.  Because the bootstrap 
training labels in this work were implicitly derived, we could 
not make any assumptions about false negative concepts 
using a bootstrapping instance.  When a bootstrap training 
instance was encountered, the classifier therefore only 

considered the concept arguments labeled as “correct” for the 
given text. 

Bootstrapping is useful because, as mentioned earlier, for 
many of the concept types on which our classification system 
operated, there were a significant number of concepts having 
a trivial number of training instances (or none at all).  
Without some form of correction, these holes in the initial 
knowledge of the classifier meant that the classification 
algorithm would always assign some concepts zero 
confidence.  Bootstrapping is less crude than the typical 
approach of assigning each concept a small virtual 
probability. 

3.2 Feature extraction using Natural Language 
Processing 

 The features used as input to the classifier were 
extracted from document text via a NLP pipeline using the 
UIMA [6] framework and OpenNlp [7] components.  The 
results of the OpenNlp components were augmented by a 
heuristic lemmatizer based on an extended WordNet [8] 
dictionary. 

3.2.1 Custom WordNet dictionary 
 WordNet is a machine-usable dictionary of words 
organized into synonym sets (synsets).  Each word in the 
dictionary is associated with a sense, which is captured by a 
synset; and each synset is associated with a textual 
description, along with the words belonging to this synset.  
In this sense the WordNet dictionary assumes the role of a 
thesaurus as well. 

We modified WordNet in two ways to better fit the needs of 
the effort described here. 

The first modification was at the content level—the 
dictionary lookup logic was modified to support customized 
synsets stored in a file.  The addition of this custom read 
logic enables us to fully modify the WordNet dictionary by 
removing, altering, or creating new synsets in the dictionary.  
Nearly 1200 field-specific jargon and acronym terms were 
added to the dictionary.  These 1200 terms were selected 
because they were important words previously discarded by 
the lemmatizer using a standard WordNet dictionary.  After 
implementing the changes to WordNet the lemmatizer was 
able to recognize these terms as words. 

The second modification was at the software level—the 
custom dictionary read logic was modified such that it loads 
all dictionary entries into memory (requiring around 350MB 
in our implementation).  This change resulted in significant 
speedup over the file-based MIT implementation packaged 
with the dictionary for random word lookups.  We observed a 
speedup of roughly 11x for random synset retrievals and 1.5x 
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for repeated synset retrievals compared to MIT’s 
implementation.  The lower speedup for repeated lookups is 
due to the use of caching in the MIT implementation, which 
mitigates costly file access times for dictionary entries which 
are frequently accessed. 

3.2.2 Lemmatizer 
 Although the standard OpenNlp components provide 
reasonable accuracy for determining the correct part-of-
speech (PoS) tags for words appearing in the document, the 
process is not perfect.  To attempt to correct the erroneous 
PoS tags, we developed a custom component that uses simple 
heuristic rules to guess the potential textual form of the 
lemma of the word along with the correct PoS tag. 

The lemma of a word is simply the base form of the word 
that forms the head of an entry in a dictionary (e.g. the 
lemmas of the words “ate” and “mice” are “eat” and 
“mouse”, respectively).  Our heuristic for finding the actual 
PoS tag for a word observed in a document uses the OpenNlp 
PoS tag guess for the word and the PoS tag of the previous 
non-filler word.  If the custom dictionary contains a 
lemma/PoS pair matching the known lemma and OpenNlp 
PoS tag guess, the OpenNlp tag guess is assumed to be 
correct.  Otherwise, we consult the dictionary using the 
following PoS tags (in the given order): verb, noun, adjective 
and adverb.  The first matching PoS from this list when 
paired with the lemma is returned as correct.  Note that the 
heuristic rules of calculating the lemma from the textual 
form of the word change based on the current PoS tag 
candidate.  If no lemma/PoS tag matches an entry in the 
custom dictionary then the OpenNlp tag guess is assumed to 
be correct and the lemma is assigned the textual form of the 
word. 

3.2.3 Sense disambiguation 
 The sense disambiguation scheme utilized is based on 
the Lesk algorithm described in [9].  The algorithm outlined 
below operates on sentences extracted from the document, 
performing the steps for each unprocessed word in the 
sentence.  If, at any step in the algorithm, only one viable 
sense of the word/PoS remains, that sense is selected and the 
following steps are not performed. 

First, exclude senses that are hyponyms of non-applicable 
senses (e.g. sport terms). 

Second, check if senses from the current and another word 
are part of the same synset hierarchy; if yes, the 
corresponding senses are selected for both words. 

Third, check if the current and the neighboring word are 
related to each other via lexical parallelism.  Two words 
exhibit lexical parallelism if there exists a 
hypernym/hyponym (for nouns), similar-to (for adjectives), 

pertains-to or morphological similarity (for adverb) 
relationship between any of their possible senses.  If lexical 
parallelism is observed, the senses in relation are selected for 
the corresponding words. 

Fourth, if the current word is a verb, check if it is collocated 
with any of the neighboring word lemmas.  A verb lemma is 
collocated with another lemma if the verb has a lemma in 
any of its hypernym synsets that is morphologically similar 
to the other lemma. 

Fifth, perform the Lesk algorithm: check for maximum 
lemma overlap between the current sentence and the textual 
description of the possible senses. 

Sixth, extract example usage from the sysnset textual 
definition and check for patterns with the neighboring words. 

If all steps were successfully performed and there are still 
multiple candidate synsets associated with the word, all the 
remaining synsets are accepted as equally likely correct 
senses. 

3.3 Bootstrapping mechanisms 
 We explored two options for generating the 
bootstrapping training set.  For both options, we attempted to 
use both sense-ambiguous (lemma/PoS pair) and sense-
specific (synset ID) features.  In the sense-specific case we 
resolved the senses of the bootstrapping training set 
manually and employed the automatic sense disambiguation 
mechanism described above during training. 

3.3.1 Bootstrapping based on keyword mapping 
 The first bootstrapping approach we took was to utilize 
a keyword mapping document which describes the key words 
and phrases associated with each concept in the concept 
space.  To generate the bootstrapping training set, we created 
a set of single-feature training documents derived from the 
keyword mapping document.  The label for the training 
instance contained in each of these documents was simply a 
list of the concepts correctly associated with the keyword. 

This approach scales poorly because a domain expert must 
distill each concept into a list of the most important phrases 
and terms associated with that concept.  Furthermore, it is 
important that these phrases and words not overlap to 
provide maximum differentiation between the concepts.  
Avoiding overlap becomes increasingly difficult as the size of 
the concept space grows.  Additionally, it is not clear 
whether the few key words or phrases selected by the expert 
will have sufficient lexical overlap with the contents of an 
arbitrary document to produce meaningful classification 
results. 
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3.3.2 Bootstrapping based on ontology lexicalization 
 The second bootstrapping approach we explored was to 
utilize an ontology created by a domain expert that described 
the concepts in the concept space.  To generate the training 
set, we created a single virtual training document for each 
concept.  The training document consisted of the definition, 
description and other descriptive textual information 
extracted from the ontology describing the associated 
concept.  The classification label associated with that 
document was the label of the concept from which the 
information was extracted.  This approach scales better than 
manually generating the key word mapping document 
because the ontology is required to contain textual 
information (e.g. description) associated with each concept.  
The downside is that the training instances generated in this 
fashion may contain misleading knowledge since non-
keywords may be included in the ontology text fields.  As an 
example of this: the definition of a concept might always 
begin with the word “Definition” which will lead classified 
documents containing the word “Definition” to be 
erroneously grounded to all concepts. 

4 Results 
 To gauge the performance of the various proposed 
mechanisms for training the classifier we conducted 50 runs 
with randomly generated training (T) and validation (V) sets 
for each run.  Each validation set consisted of V randomly 
selected classification instances from a pool of C correctly 
classified documents (C = 63).  The remaining T 
classification instances were used for training the classifier.  
The training and validation sets were selected such that they 
were guaranteed to be disjoint if possible (i.e., no document 
was validated using a classification instance previously used 
for training in the same run unless |C| < |T|+|V|).  The 
training set was augmented with instances derived using 
various combinations of the following approaches: 

1.  No bootstrapping 
2.  Human-created concept keywords 
3.  Lexicalized ontology 

For each validation instance the top 10 scoring concepts after 
classification were selected and the remainder was rejected.  
These 10 concepts were compared to the correct concept 
labels and the recall, precision, and fscore (the harmonic 
mean of the former two) values were computed as arithmetic 
averages over all runs. 

To more clearly demonstrate the problem we faced with 
limited training data, we first examine the impact of 
decreasing the size of the training set with no training 
augmentation. 

 
Figure 1: Impact of training set size on classifier 

performance with no training augmentation 

As expected, decreasing the size of the training set had a 
deleterious effect on precision, recall and fscore.  Note that 
with the 1T/10V configuration the classifier’s performance 
was actually slightly worse than if 10 concepts had been 
selected from the roughly 600 in the hierarchy at random.  
This worse-than-random behavior was due primarily to 
incomplete coverage of the concept space by the single 
training instance. 

Because our classification system frequently encountered 
instances where there were few or no initial training 
instances as in the 1T/10V configuration, we clearly needed 
a mechanism for bootstrapping classifier knowledge. 

To understand how effective bootstrapping can be on its own 
and with standard training, we tested the following training 
configurations: 

 B: bootstrap training only 
 B+T: bootstrap training followed by standard training 
 T: standard training only 

We also explored the impact of sense disambiguation during 
parsing using the following bootstrapping configurations:  

 Dk: hand disambiguation of keyword senses, automatic 
disambiguation of training instances 

 Dd: hand disambiguation of concept ontology 
descriptions, automatic disambiguation of training 
instances 
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 Ak: ambiguous keywords (no disambiguation of 
training instances) 

 Ad: ambiguous concept ontology descriptions (no 
disambiguation of training instances) 

Note that the Dk and Dd configurations above employed 
sense disambiguation.  To maximize the benefit of sense 
disambiguation, we manually disambiguated the 
bootstrapping data.   

Figure 2 shows the performance of various training 
configurations in terms of their fscores normalized to the un-
bootstrapped 63T/10V case from Figure 1.  In Figure 2, we 
observe that bootstrapping alone (B) performs poorly relative 
to the training alone (T) and both (B+T) configurations.  
This is expected because the quality of the bootstrapping 
training instances is significantly lower than the quality of 
real-world generated training instances. 

It is clear from Figure 2 that bootstrapping alone is a poor 
substitute for quality training data but does provide 
significantly better recall than simply guessing (which would 
produce a recall of 3.3% on average).  On its own the best 
performing bootstrapping configuration was (Dk) which 
utilized the hand generated key word document. 

We also observe that sense disambiguation (used in the Dk 
and Dd cases) only provided a benefit over using ambiguous 
features when bootstrapping alone (B) was used.  The benefit 
of sense disambiguation in this case is 46% greater for 
keyword (Dk) than with lexicalized ontology (Dd) 
bootstrapping.  This significant improvement over 
lexicalized ontology bootstrapping is a direct result of the 
highly targeted and minimally overlapping language used in 
the keyword document whereas the lexicalized ontology 
bootstrap instances were observed to contain many 
overlapping terms and phrases between unique concepts. 

The next interesting observation from Figure 2 is that the 
bootstrapping and training configuration (B+T) performed 
better than training alone (T).  This indicates that 
bootstrapping was beneficial even for concepts covered by 
labeled training instances.  To quantify the interaction 
between bootstrapping and normal training, we next varied 
the training set size and examined the performance of the 
(Ad, B+T) case above.  Note that no sense disambiguation 
was used during bootstrapping or training and that 
lexicalized ontology bootstrapping was used.  These results 
are shown in Figure 3 as improvement factors for recall, 
precision and fscore relative to the corresponding values for 
the training only (T) case from Figure 1.  

 
Figure 2 : Impact of training configuration on 

classifier performance (63T/10V) 

 

Figure 3: Relative performance of lexicalized ontology 
bootstrapping + training compared to training alone 

 

For all of the tested training set sizes shown above, 
bootstrapping resulted in a significant improvement in fscore 
relative to the trained only case.  Intuitively, the benefit of 
bootstrapping decreases as the training set increases in size 
and this was also observed. 

It is interesting to note that bootstrapping improved precision 
appreciably more than recall in all cases.  This is because, 
during the post bootstrapping training process, exact concept 
matches were fed back to the system with higher weights 
than close concept matches. 
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It should be noted that while the relative improvements in 
recall, precision, and fscore for the 1T/10V case were large, 
classifier recall, precision, and fscore at that point were 
roughly 32%, 74% and 45%, respectively.  Although still far 
from perfect, this result was significantly better than the 
results obtained with few or no initial training instances. 

5 Conclusion and Future Work 
 We have explored several approaches which can be 
used to generate initial training data using domain expert 
knowledge.  The most effective of these was building a 
bootstrapping training set using a lexicalization of an expert 
generated ontology describing the concept space.  Our 
lexicalized bootstrapping mechanism was able to achieve an 
fscore of 40% even with no initial training instances present.  
Additionally, we observed 15% improvement in fscore values 
using bootstrapping and training together even for the most 
trained configuration tested. 

One possible improvement to the techniques described in this 
work would be to experiment with more sophisticated sense 
disambiguation schemes.  Our efforts to leverage WordNet to 
exploit synset relationships such as hypernyms and 
hyponyms were unsuccessful largely because we were unable 
to accurately map words in text to WordNet synsets 
automatically.  In such a system it would be possible to 
derive a large number of similar words to those in the 
bootstrapping training set using the synset hypernym and 
hyponym relational links and we anticipate improved 
performance for bootstrapping using these approaches. 
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Abstract. Existing cyber security technologies and 

COTS products are becoming less effective to detect 

modern malware, because such malware becomes 

increasingly sophisticated. In fact malware metamorphic 

and polymorphic methods are outpacing current 

signature based anti-malware products. To address these 

problems, novel Scan Engines and Intelligent 

Microagents (SEIMs) are presented in this paper for 

effective malware detection and mitigation. The SEIMs 

are based on innovative intelligent microagents, fast 

scan engines, and their synergic combination. (1) SEIM 

microagents autonomously sift through networks, use 

scan engines, COTS tools, reasoners, and machine 

learning algorithms to quickly detect and mitigate both 

known and unknown malware. (2) SEIM scan engines 

quickly search and detect malware digital genomes at 

byte level with high speed (over 50 MB/S). Our 

experiments have proven that the SEIM technologies can 

successfully detect the real malware. The SEIMs can be 

matured into effective and scalable commercial cyber 

security products. 
 

Keywords: Microagent, Scan engine, Cyber security, 

Malware detection, Malware genome, Botnet.  
 

1 Introduction 
There are currently over 286 millions malicious software 

(malware) threats (www.venturebeat.com) in cyberspace. 

Bots are malware programs that are stealthily installed 

across a targeted network, allowing an unauthorized user 

to remotely control the compromised computers for 

various malicious purposes [1]. Botnets are networks of 

the machines compromised by bots so that they are 

controlled by the bot maters (e.g., hackers, adversaries, 

etc.). Botnets are capable of acting on instructions, and 

organized networks of malware. It is well known that these 

malware (botnets, rootkits, etc.) attack our cyberspace 

using distributed DoS, key logging, phishing, spamming, 

and other malicious actions. The malware also cause root 

problems of spam bots, click fraud, large-scale identity 

theft, disabling antivirus software such as McAfee and 

Symantec products, and breaking through military and 

government networks [2]. A collection of servers infected 

with botnets are often under a single command and control 

(C&C) channel such as an IRC channel and/or P2P. The 

malware can attack against computers and networks in 

coordinated ways. Botnets and malware in cyberspace can 

take many forms including the following common ones:  
 

 Top botnets include TDL (Botnet A), RogueAV, 

Koobface.A, and Zeus (Zbot) that can be made by DIY 

(Do-It-Yourself) tools [8]. 

 Agobot, Phatbot, Forbot, XtremBot are known bots 

written in C++. Agobot is the only bot that uses a 

control protocol other than IRC. It uses a fork via the 

distributed organized WASTE chat network. 

 SDBot, RBot, UrBot, UrXBot are bots written in C. 

 IRC-based bots are Global Threat bots, as popular IRC 

clients for Windows ("*.mrc"). 

 The Dataspy Network X (DSNX) bots (C++). 

 Q8bot is a very small bot with 926 lines of C code. 

 The Kaiten bot is written for UNIX and Linux 

machines. 

 Perl-based bots consisting of a few hundred lines of 

Perl code, etc. 
 

Botnets pose serious threats to our cyber security by 

compromising many computers (e.g., 1,000 to 5,000 

computers) in networks. Even a small botnet with 500 bots 

can cause great damages in our cyberspace. Furthermore, 

current malware can have many different forms or 

variations. However existing malware detection products 

and technologies are primarily based on signatures, they 

are not effective to detect these malware. In addition, new 

malware become stealthier to propagate through software 

vulnerabilities, Internet, IT systems, and public clouds, 

which make them more difficult to be detected. 
 

Widely used anti-malware COTS tools such as Symantec 

(www.symantec.com), McAfee (www.mcafee.com) and 

others are designed primarily to deal with viruses, spyware, 

and adware rather than bots and botnets. They are 

inadequate in detecting and mitigating botnets. As a result, 

botnet victims are increased 654% in 2011 [8]. 

Symantec Digital Immune System (DIS licensed from IBM) 

and other anti-malware technologies are ineffective in 

identifying polymorphic viruses and malware. They are 

also incapable of detecting any new or unknown malware 

that has not been seen by the antivirus labs, or any 0-day 

attacks. In addition, current technologies do not adequately 

address the increasing sophistication, stealth and encrypted 

C&C channels and fast-flux DNS for botnets [3, 4]. In fact, 

no single COTS software products can ensure cyber 

security of a computer network against such malware. 
 

However, key weaknesses of botnets have been found. 

First, bots propagation mechanisms are a key cause of 

background noise on the Internet, especially on TCP ports 

445/TCP (Microsoft-DS Service), 135/TCP (Microsoft 

Remote Procedure Call, Port 139/TCP (NetBIOS Session 
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Service), and Port 137/UDP (NetBIOS Name Service). 

These mechanisms account for more than 80% of all traffic 

captured. Windows XP and 2000 are the most affected 

software platforms [5]. These ports are limited as a 

weakness of the bots; we focus on TCP ports 445, 135, 139, 

and 137, block their propagation, and track the bots. 

Second, the following weaknesses are also found: 
 

(1) Botnet-makers or bot-masters reuse existing source 

codes for new versions of the malware. The core 

algorithms of the malware are usually limited to 

metamorphic code, polymorphic code, and other self-

modifying code. The core algorithms of the malware 

do not change, so identifying these algorithms can 

help us to detect new or unknown malware;  

(2)  Identifiable common patterns exist in almost all 

botnets for us to detect, since they are primarily 

generated by the same core algorithms;  

(3)  Botnet makers are too aggressive in compromising 

more networked computers to tell their trappers (like 

Honeypots [6]). We can detect and track the makers.  

(4) Bot command and control (C&C) is mostly centralized 

on one or more IRC servers. Deleting the C&C 

channel can destroy or eradicate the botnet; and 

(5) Botnet makers can expose other weaknesses of their 

malware including the address (not stealthy), and 

using a single rallying point (not robust); and having 

hard-coded addresses (not mobile). 
 

Based on these identified malware weaknesses, we 

developed the novel fast Scan Engines and Intelligent 

Microagents (SEIMs) for malware detection and 

mitigation (see Figure 1). In this paper, we introduce the 

SEIM approach that is based on innovative intelligent 

microagents, fast scan engines and their synergic 

combination, in order to effectively detect and mitigate 

malware. Using the SEIMs, multiple scan engines are 

designed and developed for pattern matching, online 

learning using our neural networks [7], malware genome 

based detection and machine learning algorithms, 

dynamic behavior analysis, and inline sniffing 

mechanisms for real-time traffic monitoring, in order to 

detect both known and unknown malware (including 

zero-day malware, etc.). We developed and tested the 

SEIM prototype in a network with different physical 

machines and various operating systems (like a cloud 

through massive virtualization). Real bots from the 

authorized source [6] and many real malware from 

another source (over 32,000 malware executables and 

codes) [9] have been used to conduct technical 

experiments. The SEIM toolset scanned extremely fast 

(about 50 MB/S) and successfully detected these real 

bots and malware in the experiments. The remainder of 

this paper is organized as follows: the architecture of the 

novel SEIM approach is introduced in Section 2. The 

details of the SEIM technologies are briefly described in 

section 3. Selected experimental results are shown in 

Section 4. The conclusions are given in Section 5. 
 

2 System Overview 
The SEIM system consists of multiple intelligent 

microagents and fast scan engines (see Figure 1) establish 

multiple cyber defense layers by agile microagents (anti-

botnet, anti-bot, antivirus, anti-worm, antimalware, etc.) 

and novel scan engines to detect malware by identifying 

digital patterns inherited from the malware families, in 

order to defeat various cyber attacks. The SEIM 

monitoring module monitors network traffic and port 

activities and the detection and analysis module report the 

detected malware to the SEIM users (cyber operators, 

warfighters, etc.). The specialized microagents reside in 

and move across hosts and networks. They use the scan 

engines to scan digital patterns in data files in various 

formats (e.g., binary, ASCII, Unicode, etc.), detect and 

mitigate malware by identifying their digital genomes 

and/or coding patterns. They also sniff network traffic in 

network structures and act on suspicious activities.  
 

 

 

Figure 1. SEIM System Architecture and CONOPs. 
 

The microagents (5 KB to 20 KB) need minimal network 

computing resources by leveraging existing defense 

software analysis, and by collaborating each other and 

work with other cyber security software agents and tools to 

build distributed or net-centric cyber defense systems. 

Each scan engine makes decisions based on the flexible 
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binary tree architecture that keeps the size of microagents 

minimal. As a result, the SEIM is able to detect and 

identify malware and botnets with minimal penetration 

rates and exploit the malware weaknesses to significantly 

reduce potential damages. The architecture of SEIM 

system architecture and con-ops are illustrated in Figure 1.  
 

The SEIM technologies have the following advantages 

over existing malware detection technologies: 

•  Capable of adapting to new environments and dealing 

with new malware, because all intelligent microagents 

can be updated automatically by retraining our neural 

networks [7] and updating the digital genetics bases. 

•  Increased cyber security by (a) using our algorithms 

which can be available to critical infrastructure 

providers, and (b) deploying proactive microagents that 

collaborate to construct multiple cyber defense layers to 

defeat various malware families. 

•  Virtually boundary free operation—SEIM agile 

microagents patrol or move across networks, to search, 

detect, and eradicate malware in our cyberspace. 

•  Interoperable via Web services to distribute SEIM 

services, capabilities and functionalities to virtually all 

cyber systems from hypervisors to applications 

•  Enlarged application scope and reusability, as SEIM 

technologies and software are compiled as software 

components and web services with software APIs and 

Web APIs for IT systems and applications of industries, 

military and government agencies. 
 

3 SEIM Design and Implementation 
In general, the SEIM techniques can be applied to full-

spectrum cyber security enhancement, detection, and 

mitigation of malware from computer networks (over 170 

millions of Windows-based computers alone): 
 

•  Scan engines supported by microagents in SEIM 

proactively and successfully detect and mitigate 

malware in real time. 

•  Intelligent and agile microagents move across nodes 

and networks, they work with SEIM scan engines to 

detect and mitigate malware. 

•  SEIM fast scan engines are designed and built by 

developing unique capabilities to detect core digital 

patterns extracted and identified from sources of real 

botnets [1] and malware [9], based on our unique byte 

wise indexing search technique. 

•  Unique machine learning and data mining learning 

algorithms are developed to enhance SEIM capabilities 

to detect new and/or unknown malware, by adding new 

digital patterns that are genomes and/or digital genetics 

of the malware families [1, 2]. 
 

SEIM microagents are (1) lightweight (about 5 KB to 50 

KB) to minimize computing resources and attack surfaces; 

(2) agile to move fast across nodes. They are intelligent by 

using distributed reasoning engines; they leverage SEIM 

scan engines to detect malware and can work with COTS 

and GOTS tools for resilient cyber security. By updating 

the configuration file with control instructions (in XML), 

the SEIMs construct a smart cyber sensor grid across 

computer networks of interest. They add full spectrum 

cyber protection to significantly enhance cyber security. 

SEIM microagents can be specialized in anti-botnet, anti-

malware, and information assurance to form multiple cyber 

security layers. A sufficient number of SEIM microagents 

can be launched and deployed to detect malware across 

boundaries in cyberspace. 
 

3.1 Fast Scan Engines 
Core digital genomes and/or algorithms of computer 

malware (botnets, rootkits, viruses, etc.) do not change, 

because makers (hackers, black hat developers, etc.) of the 

malware continuously reuse their source codes in order to 

reduce the costs and time for new malware releases. The 

digital genomes or genetics are inherited from the source 

codes. The core algorithms may use metamorphic and 

polymorphic methods, as well as self-modifying or hiding 

tricks. However, these algorithms can generate variations 

only, not the genomes. 
 

A sufficient number of malware source codes (over 32,000) 

are available for research [6, 9]. We have identified, 

extracted and reused some core genomes and patterns in both 

ASCII (scripts) and binary (executables) formats. SEIM scan 

engines are designed and prototyped to detect these genomes 

and patterns (e.g., 0xA5E3, etc.), by matching them bytes by 

bytes, using our rapid byte wise indexing search technique. 

Whenever core genomes and/or patterns are matched, the 

malware are detected. Immediately, the agile microagents 

save them to our malware repository in a database (SQL 

server or MySQL) for enhancing scan engines and retraining 

microagents and delete them from the networks based on 

their roles and privileges.  
 

 
 

Figure 2. SEIM scan engine design, development and 

implementation in C++. 
 

The Scan Engine is implanted in C++ for fastest speed. The 

software development environment and partial source code 

(classes, functions, etc.) are illustrated in Figure 2 and 

Listing 1, respectively.  
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Listing 1. Source Code Segment of the Scan Engine: 

BotScanDLL.cpp 
 

… if ( schSCManager ) 

    { schService = CreateService( 

     schSCManager, // SCManager database 

     TEXT(SZSERVICENAME), // name of service 

     TEXT(SZSERVICEDISPLAYNAME),   

     SERVICE_ALL_ACCESS,  // desired access 

     SERVICE_WIN32_OWN_PROCESS,  

… …   
 

The scan engines are designed to search though 

executables (or scripts in Python, etc.) for the genetic 

patterns at byte level. These patterns can be extracted from 

real malware sources [6, 9]. For instance, the digital 

genomes (e.g. 0xA5E3, etc. in Hex) are malicious code 

specimens. SEIM scan engines search for the digital 

genomes through a selected executable to determine 

whether the executable is a malware or not. The scan 

engines are implemented in C++ for high computing speed. 

Listing 2 is a segment of the source code for prototyping 

the SEIM scan engines. 
 

Listing 2. Partial Source Code in the Scan Engine. 
 

… … 

class CBinaryPattern : public CPattern 

 { public: 

 int getWeight(); 

 BYTE getByte(int idx); 

 int getPatternSize(); 

 CBinaryArray *getBinaryArray(); 

 LPCTSTR getInitError(); 

 CBinaryPattern(LPCTSTR name, LPCTSTR 

       configLine); 

 virtual ~CBinaryPattern(); 

 private: 

 CString m_strInitError; 

 int m_Weight; 

 CBinaryArray * m_binArray; }; 

… … 
 

A sufficient number of the networked microagents can be 

deployed in a network to proactively detect and mitigate 

malware in parallel across networks, individually and 

collaboratively (without a central control site) to maximize 

performance and efficiency.  
 

One of the innovative SEIM advantages is to use 

unanchored business objects to build components of scan 

engines and microagents to move the unanchored objects 

around applications on the computers in networks and 

clouds (e.g., DoD GID, DISA cloud, etc.). 
 

The SEIM scan engines and microagents can be deployed 

and used on any platform, including UNIX, AIX, and 

Linux. The novel scan engines have successfully detected 

real malware; see sample experiments in Section 4. 
 

3.2 Intelligent and Agile Microagents 
The SEIM microagents have basic software agent features 

to (1) function with little or no user intervention; (2) 

communicate with their users and other agents; and (3) 

react to their environments or events without instruction 

from their users; and novel features to (4) move across any 

network to any host with the given security privilege; (5) 

avoid being attacked by malware due their minimal sizes, 

(6) learn to accomplish new tasks by leveraging existing 

tools (e.g., reasoning engines, scan engines, etc.), analytic 

algorithms and COTS (e.g., machine learning, data mining); 

and (7) exploit significant domain knowledge by using new 

rules and collect more patterns by cyber forensic and 

deception tools (e.g., OllyDbg, Honeypots, etc.). In 

addition, intelligent microagents use their neural nets [7] to 

learn and use their scan engines to dig into and penetrate 

through various malware codes. Specifically, they have 

unique features and capabilities in the following: 
 

•  SEIM intelligent microagents work collectively to 

establish a smart cyber sensor grid across entire 

computer networks. They add full-scale network 

protection on top of existing cyber security systems. 

They can also be integrated into current cyber defense 

systems through Web services and APIs. 

•  SEIM microagents patrol through enterprise networks 

and detect malware with nearly no performance 

degradation, because they are too lightweight to use 

much computing and networking resources. 

•  SEIM microagents collaborate with each other and 

interact with their users to establish collaborative 

intelligence; they can enhance cyber security on large 

networks, because they can cooperate with other cyber 

security defense agents and tools. 

•  Because SEIM microagents are all specialized in their 

fields such as anti-botnets, anti-malware, data leak 

prevention, they build multiple cyber defense layers for 

resilient cyberspace. 

•  Every SEIM microagent can use scan engines, 

reasoners, and analytic algorithms, so it is intelligent 

enough to learn and detect new malware.  

•  SEIM microagents launch from any network platform. 

They patrol and detect malware across boundaries and 

applications in both networks and clouds. 

•  All intelligent microagents can be re-trainable to adapt 

to a new environment and learn to detect new or 

unknown malware like zero-day threats. 

•  All intelligent microagents detect and mitigate malware 

individually and collaboratively under the supervision 

of their users (network operators, warfighters), who 

remotely control them from a management console. 
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The SEIM architecture supports sophisticated intrusion 

detection, botnet detection and eradication, and digital 

evidence gathering functions. As illustrated in Figure 1, the 

network administrators can manage and control their 

microagents from a remote network location such as a 

management console. The novel microagents are developed 

and implemented using Java, JDK in the JRE, because the 

Java Runtime Environment (JRE) can support operations 

on all platform computers on a network. The development 

environment and source code segment of these microagents 

are shown in Figure 3. 
 

 
 

 

Figure 3. Design and implementation (in Java) of the 

SEIM microagents. 
 

The microagents’ capabilities are updated by updating the 

digital genomes and by editing the updatable instructions in 

an XML file to control the microagents. A small portion of 

the configuration file is illustrated in Listing 3.  
 

Listing 3. Source Code Segment for a User to Configure 

Microagents and their team. 
 

… …  

<daemon port="7788" 

log="agent.log“  remoteClassLoading="false" 

verbose="true"> 

<agent class="com.poc.mobileagent.GuidedBotScan"> 

      <property name="folderToBeScanned" 

value="C:\testbotscan"/> 

      <property name="visitList" 

value="BrianXu:7788,alex:7788"/> 

      <property name="filters" value=""/> 

      <property name="action" value="print"/>  

… … 

 
 

Mobility of the microagents is implemented by using 

unanchored and/or mobile objects. It can also be 

implemented by Java socket programming and object 

serialization. A code segment for mobility is shown in 

Listing 4. The intelligent microagents can use distributed 

rules or knowledge bases to accomplish tasks. They use 

Snort rules to identify new malware; new rules can be 

made to deal with new malware based on their new patterns, 

accordingly. As an example of the rules, IRC bots are 

detected because they use PRIVMSG, Exploit, etc. as 

shown in Listing 5. 
 

Listing 4. Source Code Segment to enable the  

Microagents to move across a Network. 
 

… … 

protected final void executeAgent() throws Exception { 

   if (mPorts[0] == -1) { mPorts[0] = 

getDaemon().getPort(); } 

 if(getRunState() 

==AGENT_RETURN_TO_SENDER) { 

 displayMessage("Rejected"); halt(); } 

    try {  int self = findThis(); 

  if (self == -1 || !mIsVisited[self]) 

{ doScan();   

… … 

 

Listing 5. Source Code Segment of the Rules  

to detect IRC botnets. 
 

… … 

alert tcp $HOME_NET !21:443 -> any 1000:65535 

(content:"PRIVMSG"; nocase:; content:"Exploit"; 

nocase:; within:80; tag:session, 20, packets; 

msg:"Possible RogueIRC 03"; classtype:trojan-activity; 

sid:1000168; rev:6;) 

… … 
 

4 Experimental Evaluations 
4.1 Prototyping and Experimental Setup 
The novel Scan Engines and Intelligent Microagents 

(SEIMs) have been successfully prototyped for malware 

detection and mitigation. The SEIMs have also been 

successfully tested and proven to effectively detect 

malware automatically across all computers on networks. 

SEIM microagents significantly improve the effectiveness 

of cyberspace security and automate malware detection 

and network protection without requiring installation of a 

malware detection software package on every computer in 

a network. A single SEIM microagent can patrol many 

(hundreds or thousands) computers on networks when its 

security privilege is granted. This capability alone can 

minimize the costs of purchasing many (hundreds or 

thousands) anti-malware software licenses, and the costs of 

maintenance and upgrade service. Manual installations on 

all individual computers are not required, and neither 

manual start-up nor shut-down processes. Users simply set 

up a small configuration file to manage which computers 

or even which folders need to be scanned by the cross-

domain agile microagents.  
 

We developed our IRC microagents to extend detection 

areas, by integrating our scan engines and microagents 
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with open source Snort (www.snort.org) to add network 

traffic sniffing. SEIM intelligent microagents have been 

proven effective as IRC guard agents to sniff network 

traffic, detect IRC-based botnets, and delete the botnets 

and malware by sending an SEIM microagent to scan 

through the bot-residence computer based on a sniff alert. 

SEIM microagents have effectively detected IRC botnets 

and deleted the botnets and malware in our lab network, by 

sniffing the network traffic and monitoring IRC alerts. In 

addition, SEIMs can also detect non-IRC botnets, by 

monitoring the 2LD/3LD (second level domain/third level 

domain) ratio online and by analyzing sniffed network 

traffic data. The non-IRC botnet detection capability was 

added to our SEIM system on top of existing IRC botnet 

detection capability. By combining these two capabilities, 

SEIM microagents and search engines can effectively 

detect both IRC-based and non-IRC-based botnets. A 

novel Network Intrusion Detection (NID) analyzer is 

designed in our SEIMs by integrating the scan engines and 

microagents with WinDump (www.windump.com). 

WinDump is utilized to sniff network traffic in log data 

files, and the NID analyzer uses and analyzes the data to 

visually show us the 2LD/3LD ratio graph and traffic 

distributions among all recorded Internet sites. 
 

4.2 Experimental Results 
The SEIM prototype was tested in a lab network consisting 

of physical machines running various operating systems 

through virtualizations. We then spread real world bots [6] 

in the lab network for experimental investigations. The 

SEIM toolset scanned at speed of about 50 MB per second 

and successfully detected all real bots [6] and real malware 

[9] in all experiments. A few experiments are demonstrated 

in the following scenarios: 
 

1. SEIM microagents patrol and detect real botnets [6] 

and real malware [9] in all computers across the 

network, as illustrated in Figures 4 and 5. 

2. SEIM microagents instantly detect IRC-based botnets 

in all computers in the network based on real-time 

Snort network sniffing, as illustrated in Figure 6. 

3. SEIM NID analyzer monitors the 2LD/3LD ratio 

based on WinDump log files and triggers SEIM 

microagents to detect non-IRC-based botnets. 

4. Working as a Windows service, see Figure 7, an SEIM 

search engine monitors and detects malware. 
 

The innovative SEIMs are capable of scanning, identifying 

and detecting any digital patterns or genomes in computer 

data files. Current applications of the SEIM tools include to 

detect malware (viruses, Trojans, rootkits, spyware, worms, 

etc.) in binary (e.g., executables, DLLS, etc., see Figure 5) 

and ASCII or Unicode (e.g., scripts, any programming 

languages, etc., see Figure 4). In addition, the SEIM 

technologies can be applied to empower the effectiveness 

of analysis tools, reasoning engines and other COTS and 

GOTS in industry, military and government applications. 
 

 
 

Figure 4. SEIM scan engine successfully detected real bots 

and botnets [6] in the machine. 
 

 
 

Figure 5. SEIM microagent patrolled and detected 

the real malware [9]. 
 

 
 

Figure 6. An IRC-based botnet was detected by the SEIM 

successfully. 
 

 
 

Figure 7. SEIM is running as a Window Service to protect 

the computer in real time. 
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5 Conclusions 
In this paper, the novel Scan Engines and Intelligent 

Microagents (SEIMs) are presented for malware 

detection and mitigation. The SEIMs are based on novel 

microagents that automatically learn the behaviors of 

bots and botnets residing on hosts and networks to 

effectively stop their malicious activities. SEIM scan 

engines use genetic or genomic pattern matching, neural 

networks [7] for online learning, to detect both unknown 

and known malware, and use an inline sniffing 

mechanism for real-time traffic monitoring. The SEIMs 

have been prototyped (in C++ and Java) and tested in the 

lab network. SEIMs scanned at speed of about 50 MB/S 

and successfully detected real world bots [6] and real 

malware [9]. Specifically, experimental demonstrations 

have proven that SEIMs (1) detect bots, botnets, and 

malware across networks; (2) instantly detect IRC 

botnets on networked computers in parallel based on 

real-time network sniffing; (3) monitor 2LD/3LD ratio 

and detect non-IRC botnets; (4) detect malicious codes 

and executables in real time; and (5) scan and detect 

malware throughout all networked computers.  
 

Importantly, the SEIM technologies can be applied to 

empower the effectiveness of guided data mining (where 

to mine what data, etc.), analytic tools, machine learning 

algorithms, and other COTS and GOTS. The digital 

patterns they can detect include not only malware 

genomes, but also key concepts and insights of humans. 

They can be applied to industry (business intelligence, 

analytic applications, cyber security, etc.), military (C2, 

ISR, C4IR, counter-insurgency, etc.), and government 

(homeland security, anti-terrorists, etc.) applications, 

respectively. The first goal is to advance the SEIM 

prototypes into fully functional and commercial software 

products for cyber security. 
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Abstract— Automatically assigning semantic class labels
such as WindSpeed, Flight Number and Address to data
obtained from structured sources including databases or web
pages is an important problem in data integration since
it enables the researchers to identify the contents of these
sources. Automatic semantic annotation is difficult because
of the variety of formats used for each semantic type (e.g.,
Date) as well as the similarity between different semantic
types (e.g., Humidity and Chance of Precipitation). In this
paper, we show that by exploiting different kinds of latent
structure within data we can perform this task accurately.
We show that this improvement happens in spite of higher
complexity in terms of both the inference procedure and
the increased number of labels. We study how increasing
the amount of structure taken into account by the model
improves accuracy of semantic labeling. Finally, we show
that when exploiting all the relationships, we obtain a
significant improvement in field labeling accuracy over the
regular-expression-based approach, while still keeping the
complexity low.

Keywords: Supervised learning, Graphical models, Semantic web

1. Introduction
Automatic semantic annotation of structured data elements

is an important problem in information integration. It helps
in identifying the contents of various sources so that further
operations can be performed on them. For instance, once
the semantic type of the data in different sources is known,
these sources can be joined together. Each domain has some
common semantic types defined in them. For example, the
weather domain presents information about Temperature,
Humidity, and Visibility, the flights domain presents infor-
mation about Flight Number, Airport, and Time of Arrival
and the spatial domain presents information about Address,
Latitude, and Longitude. The first column of Table 1 shows a
sequence of fields extracted from a weather forecast website
and its second column shows their semantic types or labels.
Formally defined, the task of semantic annotation is to assign

these semantic labels to the sequence of fields when their
identity is unknown.

Automatic semantic annotation is difficult to perform
accurately. There are two main reasons for this. First, the
semantic types have many different formats in which they
can be written. Table 2 shows some of the various ways
of writing the value of 9 miles for Visibility. There are
variations in the choice of the unit, its abbreviation, the
precision of the numeric value, and even in the representation
of a particular edge case value as a non-numeric term (for
example, Clear). Therefore, even if the model has seen
examples of a few formats, a new format may not be recog-
nized by the model. Second, several semantic types can look
similar to each other. Humidity and ChanceOfPrecipitation
are two such semantic classes. Both of them are percentage
values, written as a numeric value followed by a percent
symbol (e.g., 40%). This makes it hard for the model to
discriminate between these semantic types.

Researchers have used CRFs to perform semantic an-
notation in the past. Zhu et al. [17] used CRFs to labels
objects on a webpage by exploiting the relationship between
adjacent items. Tang et al. [15] used tree-structured CRFs to
identify different information elements such as Telephone
Number and Secretary Name in official reports. Both of
these approaches exploit the relationships among the field
labels. The problem with this approach is that in the presence
of many semantic types and weak dependencies between
adjacent fields, these approaches do not perform as well.
Instead, we propose to exploit the structure within the fields
by modeling the relationship between the labels of the field
and the labels of their tokens as well as the relationships
among the adjacent tokens to achieve high field labeling
accuracy. In this paper, we show that as we exploit more and
more of the latent structure within the data, we can achieve
higher field labeling accuracy. We show that this holds true
even when the complexity of the inference increases and we
add many more labels that the model has to choose from. We
also show that our graph structure keeps a low limit on the
complexity of the inference algorithm which is proportional
to Lf × L2

t , where Lf is the number of field labels and Lt
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Table 1: A sample data tuple extracted from a weather forecast
website. The table shows the fields, their corresponding semantic
classes, their tokens (generate by our lexer) and their semantic
classes.

Fields Field Tokens Token
labels labels

90292 Zip 90292 ZipValue
76◦F TempF 76 TempFValue

◦ DegreeSymbol
F TempFUnit

50% Humidity 50 HumidityValue
% PercentSymbol

5mph WindSpeed 5 WindSpeedValue
mph WindSpeedUnit

Los Place Los CityName
Angeles, Angeles CityName
CA , Symbol

CA StateAbbr
4 : 05 pm Time 4 HourValue
EDT : TimeSeparator

05 MinuteValue
pm AmPm
EDT TimeZone

Table 2: The various formats of writing the same value of
Visibility in the weather domain.

Numeric Value Unit
9 miles

mi
mi.
MI.
Mi.
-no unit-

9.0 miles
9.00 miles
14.5 kilometers

km
clear

is the number of token labels.
The rest of the paper is structured as follows: In section 2,

we give a brief overview of the CRF models. In section 3, we
first explain our method of generating tokens from the fields
and extracting features from them, which is common to all
graph structures. Then we present different graph structures
that we build incrementally to exploit more structure within
the data. We describe how we generate these graphs, how
we train the CRF models from them and our method of
performing prediction on unlabeled graphs. We also discuss
the complexity of each graph structure. In section 4, we
present the results of our experiments and in section 5, we
discuss the related work. We conclude in section 6.

2. Conditional random field models for
labeling data

Conditional Random Field-based models [4] learn the
probability distribution of labels conditioned on the evi-
dence. The variables and their mutual probabilistic depen-
dence is presented as nodes and edges respectively. There-

Fig. 1: Six graph structures that capture the various proba-
bilistic dependencies between the data elements.

(a) (b)

(c) (d)

(e) (f)

fore, the training examples are in the form of labeled graphs
and prediction involves assigning values to the nodes of an
unlabeled graph.

CRF models represent the relationships between the labels
and the evidence and the relationships between mutually
dependent variables (those that are connected via edges) in
terms of feature functions. A feature function applies on a
fully connected subgraph, called a clique. A feature function
that applies on only one node is called a one-node feature
function and that which applies on two nodes is called a two-
node feature function. A feature function when applied on
a clique, takes as input one label value for each node in the
clique and checks if those values are the ones that it expects.
It also considers the features of the evidence around those
nodes. It returns a value of 1 or 0 depending on whether
the required conditions are satisfied or not, respectively.
Learning the model entails learning appropriate weights for
these feature functions.

More formally, let the features of the evidence be rep-
resented by a feature vector, X , the labels be presented
by the feature vector, Y = {yi}, the feature functions be
represented by F = {fi} , and their weights by W = {wi}.
The potential for a clique is defined as:

φ(clique) = exp
(∑

i

fi(yclique|x)
)

(1)

The potential of the whole graph is the product of the
potentials of all the cliques. The sum of the graph potential
for all possible label assignments is called the partition
function and represented by Z(X). The likelihood of a
particular label assignment to the random variables P (Y =
y|X = x) is defined as the ratio of the graph potential for
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that label assignment to the partition function as follows:

1/Z(x) ∗ exp
(∑

c

(∑
k

wkfk(yc, x)
))

(2)

CRFs do not have a closed form solution for the weights.
The weights are found by numerical optimization techniques
such as gradient based approaches [8]. The gradient with
respect to the weight wk is given below. The term p(yc =
y|x) is the marginal probability of the clique variables. These
marginals are found using inference algorithms such as belief
propagation [10]. The labels are predicted for an unlabeled
graph using potential maximization algorithms, such as the
Viterbi algorithm [16].∑

c

fk(yc = yk, x)−
∑
c

∑
y

p(yc = y|x)fk(yc, x) (3)

3. Exploiting structure within data for
accurate labeling

There are three kinds of probabilistic dependencies that
are generally seen among various data elements in structured
data. They are as follows: 1) The dependency between the
labels of neighboring fields, 2) The dependency between
field labels and their token labels, and 3) The dependency
between neighboring tokens within a field.

We can exploit all of these dependencies through dif-
ferent graph structures used for training the CRF models.
Since a CRF graph represents the relationship between
two random variables by means of edges between their
nodes, it means that the more relationships one exploits,
the more complex the graph structure becomes. A more
complex graph structure also requires higher computational
complexity inference techniques. Therefore, there is a trade-
off between the numbers of relationships one exploits and the
complexity and hence the time required to perform inference
on these graphs.

In this work, we present six different graph structures con-
structed from the structured data by incrementally exploiting
more structure within the data. These graphs are shown in
figure 1. The simplest graph is one where there is only one
node corresponding to each field. The purpose of the CRF
model that uses this graph is to learn to predict the label
for each field independently. This graph structure is show in
figure 2(a) and is discussed in section 3.2. There is only one
kind of label-to-label dependency that can be exploited here,
the one between adjacent field nodes. The corresponding
graph structure is shown in figure 2(b).

In addition to fields, the model can also take tokens into
account for each field. These graphs are shown in figure 2(c)
and 2(d) and are discussed in section 3.3.

Finally, we can also take into account the relationships
between tokens. These graphs are show in figure 2(e) and
2(f) and are discussed in section 3.4.

In the following subsection, we discuss the process of
tokenization of these fields and the extraction of features
from the tokens.

3.1 Tokenization and Extraction of features

We generate the tokens from the fields using our own
lexical analyzer. This lexical analyzer splits the field string
at whitespaces and then splits the resultant parts in such a
way that each token is either purely alphabetic (e.g., Cloudy),
purely numeric (e.g., 76, -4.5), or a single symbol character
(e.g., ◦, %).

Once the tokens have been generated, we assign features
to each token. There are three different classes of features,
the ones that apply to purely alphabetic tokens, the ones
that apply to purely numeric tokens, and the ones that
apply to symbol tokens. Table 3 lists all the features that
we use. Some of the features listed are generic features,
whose particular instance is generated based on the to-
ken from which it is generated. For example, the feature
Starts_With_Alpha_〈X〉 is a generic feature and its particular
instance for the token Cloudy will be Starts_With_Alpha_C.
One of the important features is the identity of the token
itself. Since CRF models assign weights to features based
on their frequency of appearance, this feature is useful for
those semantic types that consist of a small lexicon of terms
(e.g., Country Names). The features used by us are generic
and can apply to any domain. We have picked features that
capture the basic properties of any token. It is very easy to
add new domain specific features to this set of features, if it
is so required. However, all our experiments use only these
features.

Table 3: Features used to characterize the tokens.

Features Description
Alphabetic features
Alpha_Length_〈N〉 Length. N = 1,2, ...
Starts_With_Alpha_〈X〉 First character.

X = A, a, B, ...
Capitalized_Token Token is capitalized.
All_Uppercase_Token Whole token is uppercase.
Alpha_Id_〈Token〉 Token itself is feature.

Token = California, NW
Numeric features
Num_Length_〈N〉 Length. N = 1,2, ...
Before_Decimal_Len_〈N〉 # of digits before decimal.
After_Decimal_Len_〈N〉 # of digits after decimal.
Negative_Num Number is negative.
Starting_Digit_〈N〉 First digit. N = 0, 1,2, ...
Unit_Place_Digit_〈N〉 Units place digit.

N = 0, 1,2, ...
Tenth_Place_Digit_〈N〉 Tenth place digit.

N = 0, 1,2, ...
Symbol features
Symbol_〈Sym〉 Symbol itself is feature.

Sym = %, :, ◦
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3.2 Graphs with field nodes only
Figure 2(a) shows the simplest graph structure generated

from the data. Each field has a separate graph which contains
only one node. This node represents the random variable
associated with the field label. We tokenize the field into
tokens, extract features for each token and then combine
them into one set of features. These features are assigned to
the field node. For example, the field node for ‘76◦F ’ will
have the features, Num_Length_2, Starting_Digit_7,
Symbol_◦, Alpha_Length_1 and others, where the first
two features have been extracted from token ‘76’, the third
feature has been extracted from ‘◦’ and the fourth feature
has been extracted from the token ‘F ’.

We use only one class of feature functions for this graph
structure. These feature functions are of the form:

f(field_node, field_label) (4)

These feature functions return the value 1 if the field node
has a feature pm and input value field_label is some lj . We
find the marginals for a field node by finding the potential
of the node for each value of label lj and then dividing
the potentials by the sum of the potentials, Z(x). Once the
marginals are calculated, the gradient can be calculated from
them. We train our model in this way.

We predict the most likely label for a new field node by
finding the label lj for which the potential of the node and
therefore of the graph (since the graph consists of only one
node) is the highest. The complexity of the inference method
as well as the labeling method is O(Lf ), where Lf is the
number of field labels.

In every domain, it is generally the case that there is
some order to the fields. This means that a field is im-
mediately followed by one of a small set of fields. For
example, the Temperature field type is generally followed
by SkyCondition and a WindSpeed field is generally
followed by WindDirection. We exploit this relationship
in the graph structure shown in 2(b). This graph is formed
by connecting the fields in a linear chain. We capture this
relationship using the following feature function:

f(field_node1, field_node2, field_label1, field_label2)
(5)

where it returns 1 if the input field_label1 is some label lj
and input field_label2 is some label lk. Otherwise, it returns
the value 0. Therefore, this graph uses the two classes of
feature functions shown in equation 4 and 5.

We perform inference on this graph using the belief
propagation algorithm [10]. We predict the most likely label
assignment to the field nodes using the Viterbi algorithm
[16]. The complexity of performing inference on this graph
is again O(Lf ). Yet, the model uses more feature functions
for these graphs. This graph structure better represents the
field labels since they consider both the features of the fields
as well as the neighboring fields. Our experiments show that

these graph structures indeed give higher field labeling acur-
racy. This happens because the neighborhood information
helps disambiguate between similar fields. For example, the
fact that Humidity and Sky Condition are generally reported
together prevented the model from mislabeling some of the
Humidity values as Chance Of Precipitation because these
values appeared close to a Sky Condition value. The model
based on the graph structure in figure 2(a) did make some
of these mistakes.

3.3 Adding token nodes to the field nodes
The features used to represent the fields in the models

described above are derived from the tokens of the fields.
It seems more appropriate to predict the identity of the
tokens based on their own features and derive the iden-
tity of the field based on the tokens. For example, the
field type Temperature can have token types Tempera-
tureValue, DegreeSymbol, and TemperatureUnit and the field
type Time can have the constituent token types Hours,
TimeSeparator, Minutes and Seconds. We create a new
graph structure, where each field node will have token nodes
as it children.

The graph structures shown in figures 2(c) and 2(d) show
how these graphs look. We do not exploit the field-label-to-
field-label relationship in the left figure, while we do so in
the right figure.

The graph shown in figure 2(c) does not have any features
belonging to the field node itself. Instead the features belong
to the token nodes. We use two new classes of feature
functions to represent relationships in these graphs. The first
class of feature functions are written as:

f(token_node, token_label) (6)

These feature functions take a token_label and a
token_node as inputs and returns 1 if the token_node has
a feature pm and the token_label is some label lj . These
feature functions represent the dependency of the labels of
token nodes on their features.

The second class of feature functions are written as:

f(field_node, token_node, field_label, token_label)
(7)

These feature functions take a field_label for a field_node
and a token_label for a token_node and return 1 if the
field_label is some label lj and the token_label is some
label lk. These feature functions represent the co-occurence
of the field labels with their token labels.

We use belief propagation to perform inference on these
graphs. The graphs are already in the form of a tree, as
required by the algorithm. The prediction for a new graph is
made using a modified Viterbi algorithm called the max-sum
algorithm [3]. This algorithm maximizes the sum of the log
of the potentials of the various cliques in the graph.

Compared with the graph structure in figure 2(a), this
graph is more natural because it finds the labels of each
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token based on its own features and then finds the label of
the field based on the labels assigned to its tokens. Yet,
this graph introduces more nodes to be labeled and also
introduces a large set of token labels to chose from. This
increases the ambiguity while training as well as during
prediction. As we show in our experiments, this graph
structure gives higher field labeling accuracy than the graph
structure that has only one node in the graph. This happens
because when the features of the tokens are combined into
one set (as in figure 2(a) and 2(b)), most of the features
from different semantic types are similar. For example, if
we look at the semantic type Temperature and Humidity,
both these types have numeric values, and the values are
between 0 and 100. The main difference appears in the
fact that Temperature values end with a F or a C, but
Humidity ends with a percentage (%) symbol. But, when
these features are distributed over their own tokens, the most
distinguishing tokens namely the F or C in one and the %
symbol in the other have very distinct features. The CRF
model can differentiate between these much better. With
high confidence on these tokens, the field labels tend to
be correctly assigned due to their co-occurence relationship
with these tokens labels (e.g., the strong co-occurence of
Temperature with TemperatureUnit).

In addition, this graph structure also solves an important
problem of identifying the semantic types of the various
components within a field. For example, in order to compare
two Date fields that are written in different formats, (e.g.,
07/21/2011 and 21 July, 2011), it is required that the
semantic meaning of the various components of each date
string are known so that they can be compared effectively.
Therefore, the graph structure described here improves the
accuracy of labeling while solving a larger problem.

The graph shown in figure 2(d) is an extension on the
graph described above. In this graph, we also join the field
nodes via edges. We exploit the neighboring relationships
among the field nodes in the same manner as we did in the
graph in figure 2(b) via the feature function presented in
equation 5.

In order to perform inference in these graphs, we first
need to convert them into a tree structure. We perform this
conversion as follows: we make the first (leftmost) field node
the root of the whole graph. All its token nodes are already
its children. We also make the field node to its right, its
child. This is repeated at each field node. This gives us a
tree, where each node has one parent and each node can
have zero or more children. We then apply belief propagation
algorithm to this graph to perform inference.

Prediction on a new unlabeled graph is performed by first
converting it into a tree structure as described above and
then applying the max-sum algorithm [3] starting from the
leaf nodes to find the most likely joint assignment of labels
to all the field and token nodes. This graph structure is more
complex than the one described above. We show in our

experiments that exploiting the field-node-to-field-node label
dependency helps improve the field labeling accuracy over
the simpler model that does not exploit these relationships,
similar to the results obtained for the graph structures in
figure 2(a) and 2(b).

3.4 Connecting the tokens with each other
There is an important relationship between neighboring

tokens within a field. In general the order of the token
types within a field remains roughly constant. For example,
Minutes always follows Hours in every format of Time,
Temperature Unit (‘F ’ or ‘C’) always appears after the
Temperature Value token within a Temperature field and
State Name always written after CityName within an
Address field. To exploit these strong relationships, we
connect the tokens within the fields together. Figures 2(e)
and 2(f) show how the graphs look in this case. Figure 2(e)
shows the graphs where we do not exploit the neighborhood
relationships between fields, whereas figure 2(f) shows the
graph structure where we do.

We represent the relationships between labels of neighbor-
ing token nodes by a new class of feature functions. These
feature functions are written as:

f(token_node1, token_node2, token_label1, token_label2)
(8)

This function returns the value 1 only when token_label1 is
some token label lj and token_label2 is some token label lk.
Therefore, this graph has three classes of feature functions.
Two of these classes are the same as we used in the graph
structure shown in figure 2(c).

We cannot use belief propagation to perform inference on
these graphs since they have cycles in them. Therefore, we
convert each graph into a different graph called a junction
tree [5]. A junction tree (JT) is formed by replacing all the
three-node cycles in the original graph by a single junction
tree node (JT node) and connecting the JT nodes that share at
least one node in the original graph. See [5] for the detailed
general algorithm for converting any graph into a junction
tree. We convert our graphs into junction trees as follows: if
the field has only one or two token nodes, then it is replaced
by just one JT node. Otherwise, for each field, we take two
token nodes at a time starting from the left and replace the
three-node cycle formed by them and the field node with one
JT node. Figure 2 shows the junction tree constructed from
the CRF graph in figure 2(e). Since, the adjacent JT nodes
share the field node and a token node, they are connected
with each other. This always gives us a linear chain of (N−
1) JT nodes for N token nodes. Since this is a linear chain,
we apply belief propagation to this graph. The possible states
that a JT node can take is a power set of the labels that each
node within the clique that they represent can take. Therefore
the complexity of the belief propagation algorithm is equal
to:

Lf × L2
t (9)
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Fig. 2: The junction tree for one field and its tokens.

where Lf is the number of field labels and Lt is the number
of token labels. This complexity is low enough to allow us to
apply the belief propagation algorithm on graphs of practical
sizes.

To label a new graph, we convert it into a junction tree,
as explained above. We then use the Viterbi algorithm to
find the most likely states for all the JT nodes. The Viterbi
algorithm is constrained so that the states on the nodes that
are shared by two adjacent JT nodes are the same. For
example, since the two JT nodes in figure 2 share the field
node and the middle token node, both JT nodes can only take
values so that the labels values for the two shared nodes in
the same.

Figure 2(f) is the most complex graph structure that we
use. It exploits all the three dependencies among the field
and the tokens. It uses the three feature functions used for the
graph structure explained above. In addition it also uses the
field label to field label feature function that we used in the
graphs in figure 2(b) and 2(d) to exploit the neighborhood
relationships among field labels.

Like in the previous graph, this graph also contains cycles.
As a result we again convert these graphs into junction trees.
Since the field nodes are connected to each other in a line,
the two-node-cliques formed by consecutive field nodes are
also converted into JT nodes for these graphs. These JT
nodes share the field nodes with the JT nodes formed by
token nodes under these field nodes (as explained for the
previous graph). This results in a linear chain junction tree
as shown in figure 3. Due to the linear structure, belief
propagation algorithm can be applied to this graph. Since,
the new JT nodes represent two field nodes, the number of
states that they can take is:

L2
f (10)

where the terms mean the same as before. Generally, this
term will always be smaller than Lf × L2

t since the total
number of tokens is generally larger than the total number
of fields. Therefore the complexity of performing inference
on this algorithm remains bounded as before.

We similarly generate a CRF graph from unlabeled data,
convert it into a linear chain junction tree and then use the
Viterbi algorithm on it to predict the labels for fields and
tokens.

4. Experiments on real world data
We tested the six graphical structures in three different

domains: weather forecast, flight status and geocoding. For

Fig. 3: The junction tree for the fully connected graph in
figure 2(f). We have drawn the JT node formed from the
field nodes’ clique slightly elevated to differentiate it from
the JT nodes formed from field and token nodes. Yet, this
is a linear chain.

each domain, we scraped data1 from 100 different web pages
of four different web sites to obtain 400 tuples of data in
each domain. We also defined a set of field level and token
level semantic classes that we wanted to identify in each
domain. We tokenized the fields in each tuple using our
lexical analyzer. We then labeled all the fields and their
tokens using the labels for the semantic classes already
defined. We then extracted the features for each token. The
average number of fields per tuple in the weather forecast
domain was 31, in flight status domain it was 14 and in the
geocoding domain it was 3.5. Table 4 shows the web sources
used in each domain and also mentions the number of field
and token semantic types in each domain.

Table 4: Experimental setup

Domain Details Data sources
weather #field types = 15 wunderground.com
forecast #token types = 37 unisys.com

weather.com
noaa.com

flight #field types = 8 flytecomm.com
status #token types = 17 flightview.com

continental.com
delta.com

geocoding #field types = 5 geocoderus.com
#token types = 12 geocoderca.com

geonames.com
worldkit.com

We ran four experiments on every graph structure in each
of the three domains. In each experiment, we trained a CRF
model on the graphs created from 300 tuples from three
sources and tested it by labeling the 100 tuples from the
fourth source. We then averaged the field and token labeling
accuracy for each graph structure. Table 5 shows the average
field labeling accuracy for each graph structure in each
domain. The geocoding domain is a relatively simple domain
with only five field types. Therefore, even the simplest graph
structure gives high field labeling accuracy and there is
little scope for improvement as we take advantage of more

1We used a tool called AgentBuilder, from Fetch Technologies.
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structure within the data. However, there is an improvement
of 1% from the simplest graph structure to the most complex
graph structure in the field labeling accuracy.

All the differences in the table for the other two domains
are statistically significant for p = 0.05. The results for
the weather forecast and the flight status domains show
that the accuracy increases each time we exploit additional
relationship among the labels. For example, the accuracy
for graph structures where the relationship between the
neighboring field labels is exploited (right column) is always
more than the accuracy for the graph structures where it
is not (left column), except in only one case for the flight
status domain where the source flytecomm.com has dates
that are in a very different format from other sources and
also appear out of the normal order so that all of them get
consistently mislabeled. The accuracy also increases when
we exploit the relationship between the field labels and the
token labels. Further, when we connect the adjacent token
nodes to exploit their neighborhood relationships, we get a
significant improvement in labeling accuracy. There is an
improvement of 10% in the weather domain and 7% in the
flight domain from the graph structure that has only one
field node to the graph structure that has both the field and
token nodes and all of them are connected. These results
clearly show that exploiting each new relationship gives us
a better model and hence higher field labeling accuracy.
These experiments represent the real accuracy that one might
achieve while using these graph structures since we never
test our models on the same data that we trained it on. Yet,
despite the fact that each new source uses its own formats
and representations, the model is able to successfully identify
the semantic labels for a high percentage of fields.

The following is an example of how the model exploits the
inter-label relationships to correctly label a field that uses a
format not seen before by it: The weather source, unisys.com,
represents temperature in fahrenheit (TemperatureF) using
only a numeric value and the unit, and without a degree
symbol. (for example, ‘62 F ’). None of the other three
sources, on which the model was trained had such an
example of this class. Yet, the model was able to assign the
correct semantic label to these fields by taking advantage
of the strong relationship between the field level label
TemperatureF and the token level labels TemperatureFValue
and TemperatureFUnit, and a strong correlation between the
TemperatureFUnit token label and the feature Alpha_Id_F.
In contrast, in the graph structure in figure 2(a), all such
fields that had integer values were labeled as Humidity due
to the lack of the differentiating feature Symbol_◦ and a
strong correlation between the label Humidity and the feature
After_Decimal_Len_0.

Table 6 shows the token labeling accuracy results for
the four graph structures in all three domains. There is an
improvement in token labeling accuracy every time we add
one more relationship to the model for use. There is an

Table 5: Result of experiments on all six graph structures.
The average field labeling accuracy improves as we exploit
more structure within the tuple and the fields.

Domains Fields not Fields
connected connected

Weather Fields only 0.79 0.83
forecast Field and tokens 0.80 0.85

Tokens connected 0.85 0.89
Flight Fields only 0.90 0.88
status Field and tokens 0.90 0.93

Tokens connected 0.93 0.97
Geo- Fields only 0.97 0.97
coding Field and tokens 0.98 0.98

Tokens connected 0.98 0.98

average improvement of 5% in the weather domain and 6%
in the flights and geocoding domain between the simplest
graph structure that involves tokens (figure 2(c)) and the
graph structure that exploits all relationships (figure 2(f)).
The average token labeling accuracy is around 85% across
all the different graph structures and domains. This means
that the model is able to correctly identify the semantic types
of the tokens within the fields with high accuracy. Some of
the tokens types are so similar to each other that it is difficult
to differentiate between them. For example, the token types,
TemperatureV alue, HumidityV alue, PressureV alue,
and V isibilityV alue all look very similar to each other and
yet our models are able to use the identity of the neighboring
fields and tokens to correctly identify them.

Table 6: The average token labeling accuracy for experi-
ments on all six graph structures.

Domains Fields not Fields
connected connected

Weather Field and tokens 0.81 0.85
forecast Tokens connected 0.83 0.86
Flights Field and tokens 0.81 0.84
status Tokens connected 0.85 0.87
Geo- Field and tokens 0.84 0.85
coding Tokens connected 0.89 0.90

An alternate approach to assigning semantic labels to
fields is based on matching unlabeled fields with regular
expressions that are generally known to represent a particular
semantic class. We compare a CRF model utilizing the
graph structure in figure 2(f) with a sophisticated regular
expression based pattern matching model proposed by us in
[7]. In this work we generate regular expressions of varying
generality to match the given labeled examples. For example,
patterns such as 25, 2-digit, and numeric are generated for a
temperature value 25. The labels are assigned to unlabeled
fields based on how well they match the regular expressions
for each semantic type. We used the same experimental set
up for running experiments on our previous approach. The
average field labeling accuracy of both the approaches is
presented in table 7.

In all the three domains, the labeling accuracy of the
CRF model is much better than the accuracy for the regular
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expression based approach. This is because the regular
expression based approach it is unable to generalize the
structure of a semantic class from the examples that it has
seen. Therefore, even a slight change in the structure, such
as the introduction of a dot after an abbreviated unit can
mislead it. On the other hand, since our model learns many
different types of dependencies among labels, even if some
such relationships do not hold true due to changes in the
structure, other dependencies such as the relationship with
neighboring fields can still help the model make the right
prediction.

Table 7: Comparison of our graph structure that exploits
all the three relationships with a regular expression based
approach. The new model performs much better on all
domains.

Domains Regular expression CRF
based model model

Weather 0.65 0.89
Flight status 0.42 0.97
Geocoding 0.36 0.98

5. Related Work
Semantic annotation is a problem that occurs in various

domains and on various kinds of documents. Named entity
extraction [9] is a form of semantic annotation problem
where the task is to assign named entity tags to various
words or phrases in a text document such as a news report.
Similarly, semantic annotation can also be applied to reports,
where the task is to identify the various pieces of information
such as telephone numbers, etc. An example of semantic
annotation in semi-structured sources is the problem of
identifying the various information fields on webpages [6].
Finally, the semantic annotation of structured sources such as
databases is performed under the name of schema matching
[2]. In this paper, we solve the problem of assigning semantic
labels to structured data obtained from databases or web
pages. Unlike schema matching, we do not label entire
columns of data. Instead we assign labels to all fields in
a tuple, which corresponds to a row in a database table. The
advantage of our approach is that it is applicable to sources
with missing and optional fields since we do not need the
data to be available in a regular tabular format.

CRF models were proposed by Lafferty et al. [4], where
they presented experiments on linear chain graph structures
for performing part-of-speech tagging of natural text. Re-
searchers then applied the same structure to other problems
such as noun phrase chunking [13] and extracting tables from
documents [11]. Later researchers demonstrated the use of
other graphical structures such as factorial graphs [14], two-
dimensional grid structures [17] and tree-structured graphs
[15]. In this paper, we use various kinds of graph struc-
tures, which include linear chain graphs, hierarchical tree

structured graphs and also cyclic graphs. We compare their
capability in exploiting the various patterns within data and
also examine the computational complexity of performing
inference on them. In addition, we also show that the cyclic
hierarchical tree structure graph (Figure 2(f)) is well suited
to accomplish the task of semantic annotation and achieves
high accuracy both in field and token labeling.

There have been two main works using CRF models to
perform semantic annotation. Zhu et al. [17] used the CRF
model to assign semantic labels to the image, description,
price and title of a product on a commercial product web-
page. They mapped the web objects to two-dimensional
grids and exploited the spatial proximity and relationship
to assign labels to them. In the other work, Tang et al.
[15] used tree-structured graphs to represent the layout of
the information elements on semi-structured reports. In both
these cases, the researchers exploit the dependence of the
field labels on their structures and the relationship between
adjacent field labels. In this paper, we present six different
graph structures that exploit different combinations of inter-
label relationships including the graph that only exploits the
relationship between adjacent field labels (figure 2(b)). We
show that we can achieve a significant improvement in the
labeling accuracy if we exploit the relationships between the
field labels and the token labels as well as the relationships
among neighboring token labels.

One of the other advantages of our graph structures is that
we also assign semantic labels to the tokens of the fields.
This is essential in comparing data values from different
sources which might be using different formats. Borkar et al.
[1] used HMMs [12] to assign semantic labels to the tokens
of US addresses. They trained a linear chain HMM model
that learns the transition probabilities beween the various
labels and the emission probability of the various kinds of to-
kens from these labels. The semantic types used by them are:
HouseNumber, StreetName, CityName, StateName, ZipCode.
In contrast to their approach, we use a more powerful model
than HMMs, which allows the use of overlapping features.
Also, we do not need to train a separate model for each field
level semantic type. Instead our model can simultaneously
identify the field level type of an item of data as well as the
semantic types of its tokens. For example, in the geocoding
domain, our model can identify the semantic type of a field
as being Latitude, Longitude or Address and also identify
their token labels such as LatitudeDegree, LatitudeMinutes,
HouseNumber, and StateName.

An alternate approach to graphical models, such as CRFs
and HMMs, that can be applied to the problem of semantic
annotation involves learning the syntactic rules that describe
the syntax of the semantic classes using regular expressions.
We proposed this approach in [7]. In this approach, we
generate regular expressions of varying generality from the
examples of the semantic types and then match these with
new unlabeled examples to predict their label. We presented
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results comparing the approach proposed in this paper with
our previous work and show that the new approach performs
much better as compared to the previous approach. The
previous approach could not handle variations in the formats
easily and fails as soon as the format changes even slightly.
In addition, it cannot take advantage of the information
available about the neighboring fields and tokens. Since our
model exploits many different classes of relationships and
combines them in a probabilistic way, it can handle such
variations because many of these relationships still hold true
for the new format.

6. Conclusion
In this paper we have shown that we can get high labeling

accuracy from CRF models by exploiting the latent structure
within data. We showed that in spite of increased complexity
and higher number of labels, exploiting more structure
improved the labeling accuracy for fields as well as the
tokens. We also showed that the complexity of the graph
structure that exploits all three relationships is bounded by
Lf × L2

t , where Lf is the total number of field labels and
Lt is the total number of token labels.

There are many domains where entities have such hier-
archical structure within them. For example, this approach
can also be applied to assign part-of-speech labels to phrases
within sentences, where the phrases can be split into words
and the relationships between the labels of adjacent words
can be used to achieve higher labeling accuracy for phrases.
Similarly this approach can also be used for named entity
recognition to identify top level entities such as Address as
well as low level entities within them, such as, City Name,
State Name, or Country Name.

One of the factors that impact the speed of training is the
number of feature functions used in the model. Presently,
we use all feature functions that can be generated from the
training examples. In future, we will explore techniques of
pruning this space to reduce the training time. We will also
experiment with more complex feature functions that can
be formed from conjunctions or disjunctions of elementary
features functions. For example, a feature function that says
that an Hour token can either have one or two digits is
a better descriptor of this semantic type than two separate
feature functions, one of which associates the feature of
having one digit with the semantic type and the other
associates the feature of having two digits with it. Both of
the above mentioned directions can reduce the total number
of feature functions used in the CRF model, while building
more expressive CRF models.
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Abstract - This paper proposes a method of extracting Web 
search keywords of interest by gender, age, and day of the 
week. By using the results of such keywords, it is expected that 
suitably equipped robots will be able to offer appropriate 
topics of conversation to the person they are interacting with. 
In this study, we compiled Web search engine keywords based 
on rank using the Biglobe Search Shunkan Ranking system. 
However, such rankings cannot be used independently 
because the relevant words for a particular day will not be 
known until that day is over. Accordingly, our method uses 
Web search rankings compiled for the day prior to day in 
question to select keywords for use. Because of this, the 
method cannot determine keywords that appear on the actual 
day of the conversation. However, it can extract keywords that 
appear repeatedly in identifiable patterns, as well as topics of 
general interest to a certain age and gender. In our 
experiments, we experienced particularly good results by 
focusing on three concepts: keyword consolidation, forgetting 
factor, and short-term and long-term memory. 

Keywords: Computer interface human factors, Knowledge 
engineering, Knowledge representation, Natural languages  

1 Introduction 
In recent years, electronic devices and various other machines 
have become increasingly sophisticated and intelligent. The 
shared future vision for these machines is for them to coexist 
seamlessly with human beings. Advancements toward this 
goal include the development of numerous robots, some of 
which are capable of walking on two legs, running, and even 
dancing [1][2]. Through such developments, machine forms 
are being created that appear increasingly humanlike. At this 
stage, in order to seamlessly and efficiently coexist with 
humanity, such machines have an increasing need for 
intelligence and the capacity to converse naturally with 
human beings. In the future, the ability to engage in 
conversation with human beings will be indispensable 
[3][4][5]. 

 To accomplish this, such robots should to be able to offer 
appropriate topics to the person engaging them in 

conversation. Thus, it would be useful if such robots had the 
ability to collect news of interest to that person, which could 
then be used to help conversations proceed more smoothly. 

When we first meet someone, learning the details of their 
personal interests is normally a challenge. However, we can 
usually make roughly accurate judgments of safe 
conversation topics by considering discernable factors such as 
age and gender. Thus, in such situations, we normally try to 
steer the conversation towards general topics we feel are 
appropriate to those factors, and which can be discussed 
without causing discomfort for either person, instead of 
asking for their address, hobbies or other personal 
information.  

This paper does not address how to stimulate conversation 
with another person after learning the details of their personal 
preferences; instead, it describes a method of extracting 
topics of potential interest to an average person, based on 
their age and gender, using keywords and World Wide Web 
search engines. Since such search engines are designed to 
locate information of interest to the user, a robot equipped 
with this feature can determine appropriate topics based on 
relatively generic values. 

Information of interest often varies depending on the age and 
gender of the person. For instance, Japanese women in their 
20s tend to be more interested in TV dramas and traveling 
than Japanese men and women of other age ranges. 
Additionally, keyword search trends have been noted to vary 
depending on the day of week. For example, searches 
including Japanese Racing Association (JRA) and other 
entertainment-related keywords are more likely to be the 
subject of Web searches on Saturdays, while searches for 
"Town Work" and other job hunting related keywords are 
more prevalent on Mondays.  

In view of the above, this paper proposes a method of 
extracting Web search keywords of interest by gender, age, 
and day of the week. By using the results of such keywords, it 
is expected that suitably equipped robots will be able to offer 
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appropriate topics of conversation to the person they are 
interacting with. 

In this study, we compiled Web search engine keywords 
based on rank using the Biglobe Search Shunkan Ranking 
system[6]. However, such rankings cannot be used 
independently because the relevant words for a particular day 
will not be known until that day is over. Accordingly, our 
method uses Web search rankings compiled for the day prior 
to day in question to select keywords for use. Because of this, 
the method cannot determine keywords that appear on the 
actual day of the conversation. However, it can extract 
keywords that appear repeatedly in identifiable patterns, as 
well as topics of general interest to a certain age and gender. 

2 Biglobe Search Shunkan Rankings 
These rankings aggregate keyword searches entered into the 
Biglobe search engine and list the most popular keywords by 
gender and age in a ranking format from 1-20  

Totals are aggregated once a day. As an example, Table 1 
gives the Biglobe Search Shunkan Rankings for male users 
10-19 and 20-29 ages on Thursday January 20, 2011. Table 2 
gives the Biglobe Search Shunkan Rankings for male users 
30-39, 40-49 and 50-59 ages on Thursday January 20, 2011. 

Table 1: Biglobe Search Shunkan Rankings, male users 10-19 and 
20-29 ages on Thursday, January 20, 2011 

 10-19 20-29 
1 Makeing Yuko Aoyama 
2 YOUR 3DS 
3 Manga Lotto 6 
4 SAYMOVE KARA 
5 Auction JRA 
6 K-ON S1 
7 Anime No experience 
8 AKB48 Reservation 
9 Yuko Aoyama YOUTUBE 

10 KAT-TUN Yuko Oshima 
11 Lotto 6 Smartphone 
12 Spoilers Kobe 
13 Banzai System Vacation days per year
14 KARA AFC Asia Cup 
15 Yugioh Movies 
16 Breaking news Work 
17 Monster Hunter Shinjuku 
18 Inazuma Eleven Bic Camera 
19 Center research JAVA 
20 The Life of an Amorous Man Command 

 

Table 2: Biglobe Search Shunkan Rankings, male users 30-39, 40-49 
and 50-59 ages on Thursday, January 20, 2011 

30-39 40-49 50-59 

1 Yuko Aoyama Yuko Aoyama Yuko Aoyama 

2 Lotto 6 Lotto 6 Asia Cup 

3 3DS 3DS Lottery 

4 Reservation Nintendo 3DS Lotto 6 

5 KARA Reservation JRA 

6 AFC Asia Cup Megurine Luka Winning numbers

7 Winning numbers AFC Asia Cup Yuko Ogura 

8 Kakaku Winning numbers Breaking news 

9 Hello Work KARA Club tourism 

10 Lottery Lyrics Honda 

11 Panasonic Lottery KARA 

12 Megurine Luka Breaking news Winning 

13 Breaking news The Mainichi Newspapers Yaeko Taguchi 

14 Tricks Reina Tanaka NTA 

15 Meaning AKB JR 

16 JCB Hokkaido Human Body 

17 Yamada Denki Human Body KAT-TUN 

18 NHK Nico Nico Douga F15 fighter jet 

19 Pokemon Cell phone Reina Tanaka 

20 Reina Tanaka Diet Yomiuri Shimbun
 

3 Keyword Consolidation 
“Youtube” spelled in the Roman alphabet and the Japanese 
spelling “Yu-Tyu-Bu” are two words that represent the same 
concept, but which are handled separately because they are 
displayed differently. There are also certain words that are 
subsets of other words, such as "employment" and 
"Rikunavi," (a popular Japanese recruiting site). In such cases, 
words representing the same concept, or that are included in a 
subset of another word, are consolidated. 

In light of our objective of providing appropriate 
conversation topics, we believe it is useful to consolidate 
keywords with more generally related words. In the above 
example, a person searching for “Rikunavi” can be expected 
to plan on using the site to search for a job. Thus, it would be 
appropriate to offer topics and articles using the keyword 
"employment."  

And, “Youtube” spelled in the Roman alphabet and the 
Japanese spelling “Yu-Tyu-Bu” are expected coherence a 
more popular word “Youtube”. 

In this study, we also consolidate word selections using 
Google searches[7]. We began by searching for all ranked 
search keywords over a fixed cumulative period to determine 
the number of hits and the URL of the top hit for each 
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19.251429.0)(  ttW   (1) keyword. Next, we compared the URLs and separated 
keywords with the same URL into separate groups. The 
group name takes the word selection of the group member 
keyword with the most hits. Table 3 lists some examples of 
keywords for which the top URL is the same site. 

Table 3: Keywords sharing the same top URL in search results 

Search 
keyword Hits 

YouTube 4,650,000,000 
Yu-Tyu-Bu  
(in Japanese) 18,900,000 

Horseracing 18,000,000 
JRA 8,330,000 
Kakaku 1,130,000,000 
Kakaku.com 21,700,000 
Forums 193,000,000 
2channel 25,700,000 
Draft 2,720,000 
Draft 
commission 422,000 

Employment 24,100,000 
Rikunavi 8,520,000 

 

4 Forgetting curve 
Human memory fades with the passing of time. Because of 
this, search rankings from one day ago cannot be treated the 
same as those from a month ago. Accordingly, our model 
uses a memory retention curve to account for the 
impermanence of human memory. The “forgetting curve”, 
which shows the rate at which human memory fades, was 
created by German psychologist Hermann Ebbinghaus[8]. 
Ebbinghaus obtained the figures in Table 4 through 
experimentation, even though no numerical formula has been 
clarified. 

Table 4: Ebbinghaus experiment results 

Time Passage Memory 

20 Minutes 42% 

1 Hour 56% 

1 Day 74% 

1 Week 77% 

1 Month 79% 

5 Memory Weighting 
Previously accumulated keywords are used quantitatively to 
express degree of interest. First, search rankings 1-20 (by age 
and gender) are assigned points for each day accumulated. 
The top ranked keyword in the search rankings is given 20 
points, the second is given 19 points, the third is given 18, 
and so on. Human memory can be broadly divided into short- 
and long-term memory. Short-term memory stores small 
amounts of information temporarily and is quickly forgotten. 
In contrast, long-term memory is the ongoing storage vessel 
for large amounts of information. In this study, points were 
adjusted and weighted based on the concepts of short- and 
long-term memory. 

As will be described below, all accumulated keywords are 
weighted for short- or long-term memory, after which, the 
weight for the same keywords is consolidated. The system 
outputs keywords from 1-20 in order of highest total value. 

5.1 Short-term Memory Weighting 
Weighting for short-term memory is based on search rankings 
over the previous week. To accomplish this, we take the 
product of forgetting factors W1-W6 for all keywords, from 
one to six days previously. The weights are then totaled for 
the consolidated keywords. As an example, Figure 1 shows 
short-term memory weights for keywords selected on 
Saturday, January 24. 

 

The model in this paper uses Formula (1), which 
approximates the forgetting curve from the five points shown 
in Table 4. The amount W(t) remembered over number of 
days t is as given below. Hereinafter, this is referred to as the 
forgetting factor. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Weighting example for short-term memory 

 

Jan. 18 (Sun.) 

Jan. 22 (Thu.) 

Jan. 23 (Fri.)1 Eva 20  W1

Home rental2 19  W1

Ordered by weighted total

…

Jan. 24 (Sat.)

3 JRA 18  W1

… … … 

1 Lottery 20  W2 
2 Lottery 19  W2

3 Saki Inagaki 18  W2

… … … 

1 20  W6

2 Movies 19  W6

3 Soccer 18  W6

… … … 

1 20  W6

2 Movies 19  W6

3 Soccer 18  W6

… … … 

1 JRA 20W6+ … +17 W１ 

2 18 W6+ … +10W2 

3 20  W5+ …+20W1 

… … … 

Soccer

Eva 

1 20  W6

2 Movies 19  W6

3 Soccer 18  W6

… … … 

1 JRA 20  W6

2 Movies 19  W6

3 Soccer 18  W6

… … …
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5.2 Long-term Memory Weighting 
When creating weighting for long-term memory, data search 
information compiled on the same day of the week, over the 
past four weeks, is collected and analyzed. For example, if 
predicting the search rankings for a Saturday, the system 
would begin by compiling weighting data using the results 
from Saturdays seven days, 14 days, 21 days, and 28 days 
prior to the date the prediction is made. It would then apply 
the product of forgetting factors W7, W14, W21 and W28. The 
weights are then recalculated for the consolidated keywords. 
Calculations follow the same technique described in Section 
6.1. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Weighting example for long-term memory 

 
6 Experimental 
6.1 Evaluation Method 
As described previously, evaluations of the topic keywords 
obtained by the proposed method are compared to the actual 
Biglobe Search Shunkan Rankings obtained the next day. 
Note that the topics of a particular day will not be known 
until the following day. 

Ranks for experiment results are given as i, and the actual 
rankings are given as j. Through visual inspection, the 
resulting keyword for rank i is compared to keywords j = 1-
20 and given points p. Evaluation criteria have three levels: 
for the same concept p = 1, for related concepts p = 0.5, and 

for unrelated concepts p = 0. Equation 2 calculates the 
anticipated accuracy aij of the experiment result i and j = 1-20. 
The highest value between ai1-ai20 is aik, which is used as the 
accuracy of result i. 

ji
paij 

＝       (2) 

The above process is iterated 20 times for i = 1-20, and the 
average value for aik is taken as the average accuracy. 

If an exact match exists, average accuracy is approximately 
0.08. The higher the experiment results predict actual high-
ranking keywords and related keywords to be ranked, the 
higher the average accuracy will be. 

6.2 Experiment overview 
In order to examine the usefulness of the created system, the 
following experiment was conducted: 

・Period: June 4, 2010 (Fri.) - June 10, 2010 (Thurs.) 

・Data for short-term memory: the past six days prior to the 
day of testing 

・Data for long-term memory: the past four weeks 

The compared data uses consolidated keywords and a 
keyword system to determine interests by gender and age, not 
accounting for short-term and long-term memory. 

 

6.3 Experiment overview 

6.3.1 Output Comparison 
Table 5 lists an example of the actual rankings from our 
proposed system, as well as rankings from the comparison 
system for women in their 20s, for Monday, June 7.  

In Table 5, it can be seen that the rankings obtained using the 
proposed method were close to the actual rankings, 
particularly in the higher ranks. Those results showed that 
women in their 20s are likely to search for recruitment-related 
keywords such as “Town Work” and “Hello Work” on 
Mondays. The system also predicted keywords close to the 
actual rankings in the lower ranks with similar word pairs like 
recipe and “Cookpad”, “Rakuten”, and Yahoo Auctions. 
 
 

 

Jan. 17 (Sat.)

Ordered by weighted total

Jan. 24 (Sat.)

1 JRA 20W28+ … +17 W7 

2 20 W21+ … +10W7 

3 19  W28+ …+20W7 

… … … 

Facebook 

Lottery6 

Lottery6 20  W7 

2 Blog 19  W7 

3 JRA 

1 

18  W7 

… … … 

JRA 20  W14 

2 Lottery6 19  W14 

3 mixi 

1 

18  W14 

… … … 

Jan. 10 (Sat.)

Facebook 20  W21 

2 Lottery 19  W21 

3 Saki Inagaki 

1 

18  W21 

… … … 

Jan. 3 (Sat.)

JRA 20  W28 

2 Lottery6 19  W28 

3 Soccer 18  W28 

… … … 

1 Dec. 27 (Sat.)
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Table 5: Comparison of Actual Rankings and Results 
Rank Actual ranking System from the 

present study 
Comparison 

system 
1 Town Work Part time work ARASHI 
2 Hello Work Hello Work JRA 

3 Maki Goto Town Work Part time 
work 

4 Recruitment Twitter YouTube  
5 Recipes How to make Entertainers

6 Search 
keywords 

Youtube One Piece 

7 World Cup Kaela Kimura Hawaii 

8 Ballroom 
dancing 

Ameba blogs Tumbling 

9 Africa Cookpad One 

10 Searching for a 
partner 

Jalan Uniqlo 

11 FromA AKB48 Mai Hosho 
12 Okinawa Recruitment Youtube 

13 Rakuten JRA How to 
make 

14 Civil servant Entertainers Hairstyle 
15 ANAP Moon Lovers Jalan 

16 Principle JTB Shoujo 
Cosette 

17 Post office Yahoo Auctions Wiki 
18 MP3 TVXQ JTB 
19 Rent-a-car General election TVXQ 
20 Ameba blogs Kyoto ANA 

Figure 4 shows the evaluation results for female users in their 
20s. 
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6.3.2 Evaluation Results 
Figure 3 shows the evaluation results for male users in their 
20s. 
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Figure 3: Results for male users in their 20s 

Figure 4:  Results for female users in their 20s 

 
Figure 5 shows the evaluation results for male users in their 
30s. 
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Figure 5:  Results for male users in their 30s 

Figure 6 shows the evaluation results for female users in their 
30s. 
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Figure 6:  Results for female users in their 30s 

6.3.3 Analysis 
In order to determine the reasons for the increased accuracy, 
we analyzed the results for male users in their 20s under the 
following three conditions: excluding the forgetting factor, 
using only short-term memory, and using only long-term 
memory. The results are provided in Figure 7 and Table 6. 
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Figure 7: Analysis of results for male users in their 20s 

 
7 Discussion 
From Figure 3, it can be seen that average accuracy is high 
when using long-term memory only and low when using 
short-term memory only. Furthermore, when accounting for 
both short-term and long-term memory, accuracy was even 
higher than when only long-term memory was used on four 
out of the seven days. Thus, we believe that the accuracy of 

our system can be raised by weighting and adjusting for both 
short- and long-term memory. 

 
Table 6: Analysis of results for male users in their 20s 

 Present 
study 

Forgettin
g factor 
excluded 

Short-
term 
memory 
only 

Long-
term 
memory 
only 

Existing 
system 

June 4 0.00823 0.05463 0.00981 0.01054 0.03586

June 5 0.00802 0.05499 0.00976 0.01052 0.0357 

June 6 0.00463 0.00592 0.00927 0.00127 0.0086 

June 7 0.01362 0.05403 0.02797 0.02018 0.03177

June 8 0.00084 0.00612 0.00892 0.00116 0.00486

June 9 0.00828 0.05463 0.00981 0.01054 0.03587

June 10 0.00802 0.05499 0.00976 0.01052 0.0357 
 
Additionally, the forgetting factor did not appear to have any 
significant effect. We think this is because the system does 
not account for “recognition” [9] in the forgetting curve. Here, 
recognition refers to the ability to identify something that has 
been previously encountered. By nature, recognition of a 
previously encountered phenomenon (before it is completely 
forgotten) will flatten the slope of the forgetting curve. Thus, 
in the present study, it was necessary to devise ways to 
distinguish keywords that could be recognized from those 
that would be completely forgotten by flattening the 
forgetting curve slope for keywords with multiple search 
ranking entries. 

 
8 Conclusion 
In this paper, we proposed a method of extracting Web search 
keywords of interest to users by gender, age, and day of the 
week. In our experiments, we experienced particularly good 
results by focusing on three concepts: keyword consolidation, 
forgetting factor, and short-term and long-term memory. We 
believe that in the future, we will be able to obtain even better 
results by appropriately adjusting the weighting ratio for 
short- and long-term memory, and by including in the 
concept of recognition. Furthermore, it will be necessary to 
build a system that can search and suggest actual news 
articles based on the keywords extracted using the proposed 
method. Doing so should allow suitably equipped robots to 
autonomously introduce topics capable of stimulating rich 
intellectual conversation. 
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Abstract - The goal of the Architecture Represented 

Computationally (ARC) project is to build a complete 

system by which user input or written descriptions of 
Gothic cathedrals are automatically represented 

logically, allowing validation consistency, query-

answering, and the generation of precise textual or 

visual descriptions.  

This paper will briefly cover the first major 

step in the implementation of this system, which is the 

knowledge representation and inference engine, with 

particular focus on the meta-programming and non-

monotonicity of the application. The meta-

programming allows users to define terminology, add 

facts, and create constraints without the need to 

understand Prolog. The non-monotonic knowledge 
representation allows the user to create rules about 

general concepts and conflicting rules about subsets 

of those concepts, from which the correct results are 

inferred. This ability of the ARC systems allows the 

user to "overgeneralize and then except," which is a 

basic aspect of natural description.  

 

Keywords: Prolog, Gothic cathedral, architecture, 

Defeasible reasoning 

 

1    Introduction 
 

The ARC Logic system, implemented in 

Prolog, focuses on creating a system that is user-

friendly through the use of two specific features. First, 

domain specific knowledge is represented in a 

manner similar to a natural method of description. 

Users can define terminology, assert facts, and create 
constraints with no programming experience. The 

second feature is the non-monotonicity of the 

knowledge representation and reasoning engine. 

Together, these two features narrow the gap between 

natural description and logical representation, which 

is advantageous for direct use of the system, as well 

as integration with automated natural language 

processing system. The ARC Logic user can 

approach a description already possessing a large 

amount of background knowledge and assumptions, 

explicitly stating only those things which vary from 
the background knowledge. Architecture, especially 

the architecture of Gothic cathedrals, is suited to this 

foray into description understanding because it 

generally follows a limited set of logical rules, and 

although individual cathedrals can vary, there are 

clear default models to work with [1].  

Section 2 of this paper briefly discusses the 

way in which natural description uses default models, 

background information, and assumption from non-

monotonic rules. Section 3 explains how this non-

monotonic nature is modeled in the ARC Logic 

system as defeasible facts and rules, and how goals 
are derived with respect to defeasibility. Section 4 

introduces the meta-programming predicates with 

which the user can create and customize domain 

information without Prolog expertise. Section 5 

shows how the non-monotonic ARC system handles 

conflicting facts, and rebutting or undercutting 

constraints. The final section highlights the use of 

scope and the way a user can combine general and 

specific descriptions to naturally and logically model 

Gothic cathedrals.   

 

2   Natural description 
 

The goal of the ARC project is to allow 

users to easily create and use logical descriptions of 

Gothic cathedrals, and to eventually  have an 

automated process by which usable logical 

descriptions can be extracted from natural language 
textual descriptions [2] [3]. The closer the logical 

system is to encapsulating the natural style of 

description, the more efficient and accurate it can be. 

Natural descriptions do not start in a void; they take 

into account the assumptions from generic models or 

sets of norms and then describe how a specific case 

varies from these generalities. As a result, a complex 

understanding of some specific cathedral can be 
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conveyed with little explicit description. A describer 

relies heavily on the ability of those receiving the 

description to fill in all the missing information by 

making assumptions based on their own knowledge. 

The describer makes assumptions about shared 

understandings of basic aspects of a cathedral, just as 
communication in general requires an assumption of 

shared understanding of each word used. This ability 

to work with assumptions also allows the user to 

ignore, at least explicitly, those aspects which fit 

expectations, and focus cognitive resources on 

analysis of only the deviations.  

Because Gothic cathedrals follow relatively 

strict conventions, one can assume most of the 

knowledge about the structure of a specific building 

solely from the information that the building is a 

Gothic cathedral. The ARC Logic system allows 

users to create or use rules that apply generally to the 
domain, in addition to the information present 

explicitly in a given description. Users can describe 

columns, bays, choirs, or other information that is 

generally assumed background information in a 

description of Gothic cathedrals by creating 

constraints that apply to these general objects. 

Constraints can also be used to describe a complete 

logical model for an entire default Gothic cathedral. 

Just as assumption is necessary for filling in the gaps 

to understand a sparse natural description, a default 

model of a cathedral can fill in the logical gaps for all 
of the information not explicitly stated in a 

description of a specific cathedral. By modifying 

only the abnormalities or attributes which cannot be 

assumed by default, a complete logical description of 

a specific cathedral can be created with the small 

amount of explicit information.  

The use of assumptions and background 

information in description requires the ability to hold 

rules that apply to a set of things, while holding 

conflicting rules that apply to subsets of those same 

things, and then reason with all of these rules 

appropriately. Since new information can override 
previous assumptions, the method of natural 

description is non-monotonic, and the ARC Logic 

system uses non-monotonic reasoning to model this.  

 

3    Non-monotonic logic system 
 

In monotonic logic, new information can 

only add new knowledge, not remove something 

previously derivable. If some sentence p is entailed 

by some set of sentences, then p must be entailed by 

that set and any additional sentences. The type of 

description modeled by the ARC project makes 

generalized statements and then exceptions to those 

generalities. Exceptions indicate that there are 

sentences entailed by the general rule but not by the 

general rule and the addition of those exceptions, so 

the system cannot be monotonic. Assumptions are a 

result of the necessity of working with uncertainty, 

and non-monotonic reasoning is a method of 

accounting for this uncertainty.  

Defeasible reasoning is one of these non-
monotonic methods. In defeasible reasoning, 

information can be classically true or false 

(indefeasible), but one can also work with 

information that should be assumed to be true or false 

(defeasible), unless there is a reason not to keep the 

assumption. This way, a user can create a defeasible 

rule, which can result in the derivation of defeasible 

facts, and then some or all of these facts, and even the 

rule itself, can be overridden, modified, or removed 

by additions to the knowledge base.  

The ARC Logic system has three types of 

information: facts, rules from the logical properties of 
terms, and constraints. This system allows a user to 

specify, for each piece of information, the certainty 

of the knowledge being used. The inference engine 

then derives everything from the knowledge base that 

can be derived. Where valid inference in traditional 

logic is truth-preserving, valid inference in this 

system is certainty-of-truth-preserving, or 

defeasibility-preserving. Something derivable from 

only indefeasible premises is known indefeasibly, 

while derivations that require any defeasible premise 

can only have a defeasible conclusion.  
Adding this functionality to standard Prolog 

for the ARC Logic system required two additions. 

First, ARC's logic system has a way to hold meta-

information about facts, constraints, and rules from 

logical properties of terms. Secondly, the system has 

a defeasibility-preserving inference engine that uses 

this meta-information of facts and the defeasibility of 

rules.  

 

3.1    Fact meta-information 
 

In classical (monotonic) logic and traditional 
Prolog, proven consequents can be separated from 

their consequence relations. The set {A, A => B} 

entails B, so B can be used without continued 

consideration of the set that entailed it. In a 

defeasible system, however, the consequents of rules 

may "not be detachable even when their antecedents 

are derivable," [4] as one of these detached 

consequents could be defeated by additional 

information. The ARC Logic system is forward-

chaining, filling the knowledge base with all the facts 

that can be inferred from the information in the 
knowledge base. To fill the knowledge base with 

independent facts requires detachment of the 

derivable consequents from their antecedents. This 

implementation circumvents the need to keep facts 
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tied to their method of proof by keeping two 

important pieces of metadata for each fact in the 

knowledge base. 

The first piece of metadata is the 

defeasibility of the fact, which can either be 
defeasible or indefeasible. The ARC system's use of 
defeasibility could be considered a binary measure of 

certainty. If a fact is indefeasible, then it is known 

with certainty. If the fact is defeasible, then it is 

reasonable to assume it is true unless we have 

information to the contrary. The criterion for each 

assumption is completely up to the user, just as the 

semantic value of some logical fact or rule is. There 

is no measure of "how certain" or "how strongly to 

assume" in this implementation; something is 

considered defeasibly true if it is derivable, no matter 

how many defeasible facts and rules were used in this 

derivation. 
The second piece of metadata stored with 

each fact is the origin of the fact, which can be either 

inferred or explicit. Because the system is non-

monotonic, information already in the knowledge 

base is not necessarily safe from being removed with 

new knowledge. If some fact or rule in the 

knowledge base is modified, removed, or added, the 

system needs a way to expunge all the facts that 

required the now-missing information and all facts 

that were derivable because of the lack of the now-

added information. The ARC Logic system uses a 
blunt method for removing information that is no 

longer derivable. When the inference engine is called, 

the first step is a retraction of all facts which are both 

defeasible and inferred. When the new inference is 

complete, all and only those facts that can be inferred 

from the known information are added back to the 

knowledge base. Explicitly-added defeasible facts 

can still be removed from contradictions, but it is 

important that they are differentiated from inferred 

facts, because their inclusion in the broad retraction 

could remove information with no way to recover it. 

 

3.2    Defeasibility-preserving inference 
 

The metadata holds information about the 

facts, but to add new facts with the correct 

defeasibility requires a defeasibility-preserving 

method of inference. The ARC system uses a 

predicate d_call/2, which is used in place of Prolog's 

regular call/1 functionality to answer queries or find 

all the facts that are derivable from the knowledge 

base. When d_call matches with a fact, it uses the 

defeasibility metadata about that fact. Of course the 
d_call predicate also uses Prolog rules, created from 

constraints and logical properties of terms, in order to 

prove goals. A constraint meaning "capitals are above 

shafts in every column," forms a rule in the 

knowledge base that essentially looks like 
above(A,B) :- object(capital, A), has(C,A), has(C,B),  

object(shaft, B). To prove above(A,B), each goal in 

the body has to be proven just like in a regular Prolog 

call. When there is a conjunction of terms in the body, 

the goal (head) is given the same defeasibility as the 

weakest link; if any one of the clauses is only 

provable defeasibly, the new fact must also be 

defeasible. If through backtracking, alternative proof 
methods are found, then the strongest defeasibility 

amongst these is assigned to the new information. In 

the ARC implementation, indefeasible vs. defeasible 

of d_call/2 works the same as true vs. false in 

classical logic; one false/defeasible clause makes the 

whole conjunction false/defeasible, and one 

true/indefeasible clause makes the whole disjunction 

true/indefeasible.  

Prolog rules created from constraints and 

logical properties of term definitions also hold 

defeasibility, in that they each contain a goal in the 
body that is always defeasible or always indefeasible. 

If the constraint said "capitals are defeasibly above 

shafts," an always-defeasible goal would be included 

in the body of the rule, so the above fact would be 

defeasible, even if the capital and shaft objects are 

known indefeasibly.  

 

4    Domain knowledge input 
 

The logical representation of a cathedral 

comes from the facts about objects or their 

relationships, Prolog rules from the logical properties 

of relationship terms, and Prolog rules from the 

creation of constraints. These relationship terms and 

constraints are based on knowledge of a specific 

domain. The logic engine has no built-in rules for any 

specific relationship term or constraint, with the 

exception of the special relations has and contains. 
Instead, the system uses meta-programming methods 

to create Prolog rules from the domain-specific 

knowledge that users input. This approach allows 

users to define relationships (like above) and objects 

(like shaft and base), and to create constraints (to say 

"shafts are above bases"). These predicates allow 

users to create and modify complex ontologies in 

whatever domain they want, without the need to 

understand the Prolog programming language.  

 

4.1    Term definitions 
 

Term definitions are used to designate object 

and relationship terminology, and imbue the terms 

with the expected logical behavior. The predicates 

define_relationship/2, define_metarelationship/3, and 

define_object/3 take names and logical properties as 

the arguments and assert all the necessary Prolog 
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rules to the knowledge base at run-time. For example, 

a user describing Gothic cathedrals or any other 

architecture would likely want to use the relationship 

above. In most contexts, aboveness implies 
transitivity; the set {above(A,B), above(B,C)} should 

entail above(A,C). This entailment follows when a 

rule for the transitivity of above is added to the set. A 

user can implement this functionality by calling 
define_relationship(above, [transitive]). The first 

argument is the name of the relation, and the second 

argument is a list containing any combination of the 

values: symmetric, reflexive, transitive, or variations 

of these three. The appropriate Prolog rule (or rules) 

is created and asserted to the knowledge base at run-

time for each of these properties in the list. 

Negative versions of these logical properties 

are one type of variation. Standard Prolog does not 

have explicit negation; the \+ predicate designates 

negation by failure, and lack of some fact in the 

knowledge base means that proposition is defeasibly 
false. To define facts as indefeasibly false, the ARC 

system requires an explicit negation function. 

Negation is designated by an alteration of the name 

itself (adding or removing a 'not_' from the front of 

the predicate atom), so negative relationship facts are 

treated the same way by the ARC Logic system as 

positive facts.  

A user can include any of the negative 

versions of the logical properties: asymmetric, 

irreflexive, and intransitive. The relationship of 

immediately above, for example, can be made 
explicitly intransitive by adding intransitive to the list 

of properties. This creates a rule with the same body 

as the transitive version would have, but with a head 

of the negated predicate, so that anything which can 

be derived from transitivity is explicitly negated. 

A user could work with a taxonomy that 

avoids explicit negation altogether. If imm_above is 

created without any version of transitivity, the 

program would not be able to infer imm_above(A,C) 

from imm_above(A,B) and imm_above(B,C). Adding 

explicit negation could increase the thoroughness of 

the procedure for checking consistency.  
These three positive and three negative 

logical properties each create indefeasible Prolog 

rules; if everything in the body can be proven 

indefeasibly, the goal is known indefeasibly. By 

adding 'd_' to the front of a property, the user can 

indicate it is a defeasible property, making 12 

variations in total. It may be useful to assume that 

bears_weight_of is transitive, but should not be a 

certainty. Designating bears_weight_of as 

d_transitive creates the same rule as regular 

transitivity, except the always indefeasible goal in the 
body is replaced with an always defeasible one.  

In addition to defining relationships between 

constants, the user can also define the relationships 

between these relationships with 

define_metarelationship/3. The first argument is 

either antonym or implies, and the next two 

arguments are previously-defined relationship terms. 
Synonymy is another logical meta-relation, but since 

it only creates redundancy, the user (or a natural 

language processing system) should decide on one 

naming convention. Antonymy in this 

implementation designates a converse relation, such 

that define_metarelationship(antonym, above, below) 

allows the system to infer below(B,A) from 

above(A,B), and vice-versa. 
define_metarelationship(implies, imm_above, above) 
allows the system to infer above(A,B) from 

imm_above(A,B). Defeasible properties are 

implemented in define_metarelationship/3 the same 

way. define_object/3 works very similarly to 

define_metarelationship/3, allowing users to 
designate subtypes and supertypes.  

 

4.2    Defining constraints 
 

Constraints are user-created statements that 

enforce existence of objects or relations between 

objects. Like term definitions, constraints are 

designed with the intention of striking a balance 

between versatility and usability for non-Prolog-

programmers. The information given in constraints is 

used to automatically create Prolog rules which are 
asserted to the knowledge base. 

The has and contains relations, which are 

parent and ancestor relations for objects, respectively, 

are the only relationships built into the ARC Logic 

system. These relationships are necessary for the 

description of objects and work differently with 

respect to objects than user-defined relations like 

above. Constraints that use the has relationship also 

work differently than constraints that use user-

defined relationships.  

If a user wants to add to the knowledge base 

the information that "each column has a base," the 
user only needs to input create_constraint(column, 

must, has, base). This lower arity version fills in the 
missing argument values with defaults, calling the 

complete query of create_constraint(X, object(column, 

X), must, has, 1, 1, base). This can be read as "For 
all x, if x is of type column, then it must have a 

minimum of one and a maximum of one base." The 

Prolog rule created from a has constraint checks that 

the minimum number (fifth argument) of objects of 

some type (last argument), are a part of any object 

that matches the condition of the first two arguments, 

and creates new objects if the minimum is not met.  
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Constraints can be written for any user-

defined relation as well, but they work differently. A 

user-defined relation constraint can use any numbers 

for minimum and maximum, but the default value 

when not designated is all. The all value signals that 

the relation holds for any number of objects matching 
the conditions. create_constraint(X, object(shaft, X), 

must, above, all, all, base) means that every shaft 

object is above every base object where both objects 

belong to the same parent object (by a has relation). 

Constraints about user-defined relations create Prolog 

rules that only apply between sibling objects, as it 

would rarely make sense or be useful to say 

something like "the shaft in column 1 is above a base 

in column 2," and they only create new facts about 

relationships, not create new objects, if the minimum 

is not met.  

The first and second arguments comprise the 
condition, and work the same way for any kind of 

relationship. The first argument is a universal 

quantifier and the second argument can contain any 

number of Prolog terms. The constraint applies to any 

object/constant in the knowledge base that meets the 

conditions. Since the most common condition is 

simply "all objects of some type," a user can write 

simpler queries by just giving a type name instead of 

the first two arguments, so create_constraint(column, 

must, has, 2, 3, base) calls create_constraint(X, 

object(column, X),must, has, 2, 3, base). Conditions 
can also be written with higher complexity. If, for 

example, a user wanted to make this constraint only 
apply to columns in the arcade level, they could enter 
create_constraint(X, (object(column, X), contains(Y,X), 

object(arcade_level, Y)), must, has, base).  
Constraints of course also have defeasibility. 

A must value in the third argument adds an always-
indefeasible clause to the dynamically-created Prolog 

rule, and a d_must value adds an always-defeasible 

clause so that all resulting facts are defeasible. This 

defeasibility also allows the constraint to be 

contradicted or altered.  

 

5    Defeasible comparisons 
 

This paper has explained how user-defined 

terms and user-created constraints are added as rules 

to the Prolog knowledge base dynamically, explained 

the way facts are stored in the knowledge base with 

their meta-information, and how the defeasibility-

preserving d_call predicate works. Together these 

allow for all the information in the knowledge base to 

be labeled correctly as defeasible or indefeasible, but 

this paper has yet to demonstrate the use of this 

defeasibility information. The ARC system is non-
monotonic and defeasibility-preserving so that it can 

appropriately handle conflicting information. This 

section briefly explains how conflicts, in facts and 

constraints, are resolved.  

 

5.1    Comparing facts 
 

The ARC system performs inference by 
using the d_call predicate to find every fact that can 

be derived and then attempts to assert each fact. It is 

"attempt to assert," not simply "assert," because the 

assertion of a derived fact into the knowledge base is 

not guaranteed. Whenever assert_fact/3 is called, the 

knowledge base is checked for matching and 

conflicting facts. If matching facts are found, the 

strongest version is kept. If conflicts are found, they 

are resolved as shown in Table 1.  

 

Table 1. Fact Comparison 
 

 New fact 

defeasible 

New fact 

indefeasible 
 

Old fact 
defeasible 

Both facts 
removed 

Old fact removed 
New fact asserted 

Old fact 

indefeasible 
New fact ignored Requires fix 

 

 

If the conflicting facts are both indefeasible, 

this is the same problem that arises with 
contradictions in classical logic. The ARC Logic 

system cannot automatically resolve this problem, 

and instead warns the user, because an indefeasible 

contradiction signals that either the user's ontology is 

self-inconsistent, or is constructed in a way that does 

not meet the specifications of the program.  

 

5.2    Comparing constraints 
 

The ARC system can resolve conflicting 

facts as long as at least one of them is defeasible. The 
same is true for constraints, but handling these 

conflicts is more complex. Constraints conflict if they 

have the same conditions and same object type for 

the consequent, but the relations are explicit 

contradictions, or the minimum of one constraint is 

greater than the maximum of the other. 

The terminology used for conflicting 

constraints is adapted from John Pollock [5], who 

distinguished rebutting and undercutting defeaters. 

Defeaters make no positive claim; they only attack 

other defeasible assumptions. Rebutting defeaters 

give reason against some conclusion, while 
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undercutting defeaters give reason against some line 

of reasoning [5]. The ARC Logic implementation 

does not use defeaters, but regular constraints can 

defeat some or all of the results of defeasible 

constraints they conflict with. When the conditions 

are exactly the same, the constraints rebut each other, 
because the same antecedent conditions lead to 

contradictory conclusions. Resolution of rebutting 

constraints is the same as resolution of conflicting 

facts shown in Table 1.   

Rebutting constraints can be useful, but in 

order to match the style of natural descriptions, which 

often overgeneralize and then make exceptions, the 

ability to create constraints that are general and other 

constraints which are exceptions is needed. If one 

constraint applies to a set of object instances, and a 

conflicting constraint applies to only a subset of those 

instances, then this second constraint undercuts the 
first.  

If a user wanted to model "it should be 

assumed that each column has a base," but also 

"columns in the arcade level do not have a base," 

these would be created by create_constraint(X, 

object(column, X), d_must, has, 1, 1, base) and 
create_constraint(X, (object(column, X), contains(Y,X), 

object(arcade_level, Y)), must, has, 0, 0, base), 
respectively. The latter constraint undercuts the 

former, because the constraints have conflicting min-

max values, the former constraint is defeasible, and 

the condition of the latter means the constraint 

applies to a subset of the former. This is the case 
regardless of the defeasibility of the undercutting 

constraint and the order in which the constraints were 

asserted.  

To determine that the latter constraint 

undercuts the former, the program basically checks 

(with exceptions for subtypes and contains terms) if 

each term in the condition of the former constraint is 

inside the condition of latter constraint. If they are, 

then the latter undercuts the former. This check 

function also returns the difference between the two 

conditions. In the example above, the difference is 

((contains, Y, X), object(arcade_level, Y)).  
The ARC Logic system works with the 

natural assumption that more specific information 

takes precedence over more general information. 

When confronted with the information about columns 

in general and columns in the arcade level, a human 

being would assume that some specific column 

instance, which is in the arcade level, does not have a 

base. In natural human description, assuming other 

factors are equal, the more specific information has 

more justification. The ARC Logic system resolves 

undercutting constraints in a similar manner. The 
more specific constraint is added to the knowledge 

base without modification. The more general 

constraint, which was undercut, is retracted and 

modified before it is asserted back to the knowledge 

base. The modification turns the implicit exception, 

which the user does not need to indicate, into an 

explicit exception. The constraint is modified by 

adding the difference in a negation-by-failure 
predicate to the condition.  

After the comparison, modification, and 

assertions, the knowledge base from this example 

contains two constraints (in their Prolog rules format) 

corresponding to constraint(X, (object(column, X), 

contains(Y,X), object(arcade_level, Y)), must, has, 0, 

0, base) and constraint(X, (object(column, X), \+ 

( contains(Y,X), object(arcade_level, Y) ) ), d_must, 

has, 1, 1, base). Upon inference, if there is a column 

in the knowledge base, the inference engine will 

ensure it has a base, unless d_call can prove that the 

column is contained in an arcade level. If later 

information shows that the particular object is part of 

the arcade level, the defeasible and inferred fact of 

having a base will have been removed, and not 

asserted back, on the next call to the inference engine.  
 

6    Creating complete descriptions 
 

The ability to create overgeneralizing 

constraints can be useful for describing generalizable 

concepts like columns, but this same functionality 

also allows the combining of constraints about 
general Gothic cathedrals with constraints and facts 

about specific cathedrals.  

The number of stories in the nave of a 

Gothic cathedral is an important part of an 

architectural description, but this number varies from 

cathedral to cathedral. One could create a description 

of a generic, default, Gothic cathedral with 

constraints that say each cathedral indefeasibly has a 

nave, and that a nave indefeasibly has an arcade and 

clerestory, and defeasibly has a gallery and triforium, 

because these levels are not always or necessarily 

present in every Gothic cathedral. The vertical slices 
are called bays, and these can also vary in number 

depending on the cathedral. Constraints could state 

that each cathedral indefeasibly has a minimum of 4 

bays and a maximum of twelve bays running along 

the side of the nave. Even though there has to be at 

least 4 bays, the generic model could contain the 

constraint that the nave defeasibly has a minimum 

and maximum of 7 bays running along the side. The 

ARC inference engine will create 4 indefeasible bays 

and an additional 3 defeasible ones. 

To describe a specific cathedral, like 
Chartres, constraints can be added to the general 

constraints, to say that if something is a cathedral, 

and is chartres, no (a maximum of 0) gallery. This 

new constraint is in conflict with an old defeasible 
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constraint, but because it is more specific, it 

undercuts the old one. The resulting knowledge base 

ensures that a gallery will only be created for a 

cathedral object if there is no way to prove that that 

cathedral is chartres. This works the same way with 

the number of bays, and down to any level of detail.  
To create a constraint that applies only to 

objects in chartres, the user would add 

contains(chartres, X) to the conditions of the 

constraints. Manually including this information in 

each constraint about the specific cathedral is not 

intuitive, especially if one is working with a set of 

general constraints already created, and is only 

writing constraints that apply to a specific Gothic 

cathedral. To correct this, the ARC logic system 

includes a way to alter the scope of the input data. In 

natural description, it is often very clear (to a human 

reader) if a description is referencing a concept in 
general or a specific instance that fits that concept. 

The user accesses this ability with the predicate 

set_scope/1. The scope indicates the outermost 

object that is being described. Whenever a constraint 

is created, a contains(Scope, X) is added to the 

condition, where Scope is the current scope set in the 

knowledge base and X matches the universal 

quantifier of the condition. If constraint A has the 

term contains(some_constant, X) in the condition and 

constraint B has the term 

contains(some_other_constant, X) in the condition 
(which is otherwise the same as A), then constraint B 

undercuts constraint A as long as 

contains(some_constant, some_other_constant) is 

derivable.  

This same principle works with parts or 

sections of a Gothic cathedral just as well as 

differentiating between specific cathedrals or default 

models. The scope can be considered a "zooming" 

function that allows one to designate that the 

following constraints describe only a particular area 

of a cathedral, just as they can designate that some 

constraints only apply to Chartres Cathedral or Notre 
Dame de Paris. 

The scope functionality of ARC system 

simplifies the user's ability to create a description of a 

specific cathedral, or part of a cathedral, or even a 

specific cathedral at a certain point in history, from a 

hierarchy of descriptions. Since this system can be 

used outside of the description of Gothic cathedrals, 

it might be useful to write constraints that apply to a 

generic building ("it has a floor, ceiling, and door," 

"the ceiling must be above the floor," etc.), then 

create a description of a generic place of worship by 
only describing the ways in which this would differ 

from a generic building. A description of generic 

Gothic cathedrals could be built from this description 

of a generic building of worship, or default Gothic 

cathedrals built in a particular century, or some other 

logical description models that would be useful for 

architectural historians. The user can also use this 

scope ability to describe and/or compare more than 

one cathedral in a single session.  

The ARC logic system allows a user to add 
domain-specific knowledge to the system, creating a 

custom ontology and description without the need for 

expertise in Prolog or programming in general. The 

system also enables the user to combine any number 

of default and specific descriptions at different levels. 

These abilities, along with an inference engine that 

deals automatically and appropriately with defeasible 

information, capture an important element of natural 

description and natural intelligence, and form a solid 

foundation for the future ambitions of the ARC 

project as well as ventures into other related domains. 
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Abstract— Most part of the document retrieval systems use
defined keywords by the user to find documents. In the
information retrieval, for some application, is important to
have a system that, instead of putting a keyword, takes a
complete document and gives us as output a set of documents
more similar to the input document. This paper presents an
approach to compare documents and proposes - through the
use of MFS to represent the tokens - two heuristics that can
be used together with TF-IDF algorithm in order to improve
the results in the document retrieval. The results showed that
the use of these heuristics improves the accuracy of the TF-
IDF algorithm and generates smaller indexes for document
representation.

Keywords: document retrieval, vector-space model, term weight-
ing, maximum frequent sequences

1. Introduction
Nowadays semi-structured data, especially text docu-

ments, represent a new challenge for researches in devel-
oping methods and tools for its indexing and retrieval.
According to [1], the Internet is doubling its size every 5.32
years. Considering this growing rate and the value of the
information, it becomes necessary the creation of new search
engines based on new approaches for efficiently store and
retrieving the information, as the use of text sequences in the
representation of the content and new methods for evaluation
of the importance of that content [2], [3].

Two other issues are relevant in the process of information
retrieval when applied for document search: the size of the
generated indexes for document, due to the necessity of stor-
age space to keep that information available for researches,
and the use of heuristics to improve the computation of the
similarity between the documents that have a big impact in
the performance and quality of the answers obtained from
the system [4], [5]. Most of the systems that proposed to re-
trieve documents from a collection are based in the principle
of comparing every document with some keys chosen by the
user. This common approach has some deficiencies when the
user needs to find documents more similar to one specific
target document, because the user, after reading the target
document, will determine its keywords and submit them to

the retrieval system to obtain the most similar documents
[6]. The system normally indexes and chooses the keywords
for the documents in its database, and the way the system
performs it rarely will be the same as the human uses [7].

In this paper, we propose one approach to improve the re-
sults obtained by search engines that use TD-IDF algorithm
for indexing the documents through the use of MFS in two
different and not exclusively ways: the first one weighs the
MES by its size and the second weights the MFS accordingly
to the region of the document that it appears. In the second
approach, the human knowledge was mapped for a set of
documents of one specific subject to establish the weights
of the MFS according to the region of the document. One
overview of the system is showed in Figure 1.

Fig. 1: Proposed Search Engine Architecture

2. Basic concepts
The classical, most used and still competitive Information

Retrieval model is the Vector Space Model, created by [8],
on which a document is represented as a vector and each
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position of the vector is filled with the terms that compound
the document. This approach begins by assuming words
to be independent of each other. After this, statistics are
collected for individual tokens, both in the query and in
the documents that compound the collection [9]. Classical is
the combination of term frequency (TF), [10], and inverse
document frequency (IDF), called TF-IDF. TF is a measure
of term relevance at analyzed documents or the query: the
more often a term appears in a document, the more important
term is to the document. IDF measures the term importance
over all documents of the collection: terms that rarely appear
over all documents are more important in discriminating
the documents. There are some approaches to compare two
documents, but the most widely used is one called Cosine
Distance, that calculates the cosine measure between the
angles formed by two points drawn in a cartesian plan. The
main disadvantage is that this model does not take in account
the word order

Here we propose his use, but instead of representing
documents by using its single words, we will use word
sequences, called Maximum Frequent Sequences, defined
in [11], [12]. The three main characteristics that define
MFS are: 1) Maximum because one MFS could not be
a subsequence of another sequence, 2) Frequent in the
document it occurs and 3) Sequence composed by terms
of one phrase, from the same document, considering the
order that the terms appear in the phrase and allowing
gaps between the terms that it composes. In the process
of extraction of MFS from a document, some parameters
could be set, such as: maximum size accepted, minimum
size, maximum gap, minimum threshold to be considered
frequent. In order to evaluate the importance of the MFS, two
new relevant metrics are proposed: the first one considers the
size of the MFS and the second considers the region of the
text it appears.

The objective is to create a methodology for document
retrieval in which every document has its representation
through MFS extracted for it, using the heuristics to improve
the results and consider, in the evaluation, the information
about the region of the document the MFS is found. The
human knowledge will be merged with the other heuristics
in order to provide the importance of one MFS according to
the text region.

3. Related works
In [13], is pointed that, with the combined use of single

words and word sequences, is not useful to apply the
same relevance measures, as TF-IDF. This happens because
usually the word sequences are less frequent than single
words and this make them to have a not good relevance.

In[14], is proposed the use of MFS as document descrip-
tors, using the vector space model, but they use the classical
TF-IDF as weight measures and, as shown later on this

paper, it is not the best way to measure the importance of a
MFS.

4. Proposed relevance measures
Once the documents are represented according to the

vector space and use tokens such as MFS, the next step
is to define how to value the importance of each token.
Here, the goal is to make the weight of an MFS reflect
its content within the document in which it appears relative
to its expression, representation and differentiation among
the other documents that compose the collection. In order to
compare and validate the results, the experiments will use
the classical TF-IDF. The proposed metrics can be combined
according to the representation in Figure 2 and, it is possible
to use all of them together or choose other combinations of
metrics along the document indexing process.

Fig. 2: Possible Combination of the Relevance Measures

4.1 Weight by size
The main idea is that the bigger the MFS is, the bigger its

semantic value is and the better it can be used to describe
the content of the document. In the same way, the bigger
the MFS shared between a set of documents is, the bigger
the similarity of that set of documents is if compared with
the similarity between documents of another set that shares
smaller MFS. The notion of bigger and smaller is represented
in the Equation 1 and the value depends of the documents
that compose the collection.

w = (ap× tAp)× (
mfsSizeIFactor

greatestMfsSizeIFactor
) (1)

Where ap is the amount of times a MFS appears in the
analyzed document; tAp is the amount of times that a MFS
appears in all the documents that compound the collection;
mfsSize is the size, in words, of MFS; greatestMfsSize is
the size of the biggest MFS that the indexed document has
and IFactor is the configurable parameter with any value,
greater than zero, and is used to set the distance between
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MFS from different sizes. In the tests we performed, it was
used a value of 2.

4.2 Weight by region
In this approach, the objective is to evaluate the impor-

tance of one MFS according to the region it occurs in.
For instance, one MFS that is present in the introduction
is better than another one that appears in the middle of
the text. To establish the weight, according to the region
the MFS occurs, a set of human evaluators analyzed a set
of documents from one particular subject, indicating what
phrases in the content are more important to understand
the document. The regions of the document are established
according to the phrases that compose the document; one
document with 35 phrases is divided in 35 regions. The data
collected will be used to create a calculation memory for
the documents of that particular subject and will be used for
weighting the MFS, considering the region of the document,
as showed in Equation 2.

weightForRegion =

∑n
i=1 regionWeighti

n
(2)

Where regionWeightn is the weight, obtained from
the calculation memory, from region i, where the MFS in
question occurs. The weight of all regions is computed by
a sum operation and an arithmetic average of the weights is
computed.

The final value, weightForRegion, is multiplied with w,
that can be obtained from the equation of the Weight By Size
or by classic TF-IDF.

5. Data acquired
In order to evaluate the effectiveness of the proposed

heuristics against the classic TF-IDF, we defined a method-
ology, creating 6 groups of evaluation. Each group had one
target document and a collection of 5 other documents,
composing a total of 30 documents. The documents chosen
for the experiments are politics editorials from a Brazilian
popular newspaper, with average size of 24 phrases and 602
words.

Given the target document, we ranked five documents in
each respective group using the algorithms, sorting them
according to their similarity with the target document. The
ranked list created by the applications was compared with
a ranked list generated from the human evaluation. The
experiment was made with 9 journalism and media students,
and a web application called AVALIA was developed to
help the students through the evaluation process. We can
split the collected data in two subsets: Data for Control and
Calculation Memory.

5.1 Data for control
Collected from the human evaluations through the

AVALIA system, represented in Figure 3, where the stu-
dents sorted a list of given documents accordingly to their
similarity with the target document.

Fig. 3: AVALIA’s screen shot, used by users to rank the
documents.

This set of collected data was used to compare the
efficiency of the heuristics proposed in this paper with the
traditional methods for weighing tokens. The data was sum-
marized for the 6 groups of documents, creating 6 rankings
of documents, sorting them accordingly to the similarity with
the respective target document. Table I shows the data from
group 1, for which the target document was document 44.

Table 1: Consolidated ordenation of target 44
Evaluation 2, TARGET 44

Student - Adjusted Ordination
Document 50 51 52 53 54 56 57 58 61 Σ Average
3o 23 5 1 3 1 4 1 5 3 2 25 2,778
4o 26 3 4 2 4 2 1 3 2 4 25 2,778
5o 41 1 0 1 5 1 1 4 1 1 15 1,667
1o 43 4 3 5 3 3 2 2 4 3 29 3,222
2o 45 2 2 4 2 5 3 1 4 5 28 3,111

5.2 Calculation memory
Using the ranking information provided by the evaluators

about what phrases are most important in every document,
the collected data was grouped and interpolated in order to
determine what region of the texts is more important. This
data will be used to weight the MFS accordingly to the
region of the document it occurs, and a metric was created
to determine what regions of the text are more important
accordingly to human evaluation. Table II shows the values
of the ranking obtained from the human evaluation for every
group of documents and, in column Weight, is the arithmetic
average from all groups ranked.

The distribution of the weights accordingly to the region
of the document for the experiments is showed in Figure 4,
where the graph representation was calculated considering
an interval of confidence of 95%.
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Table 2: Consolidated ordination of phrases from users
perspective

Evaluation
Ordination 24 30 41 42 44 46 Weight

0 0 0 0 0 0 0 0
1 2,458 2,897 3,117 1,737 2,534 1,996 2,457
5 4,816 5,039 10,391 5,768 8,198 6,362 6,762

10 4,082 6,097 4,143 4,658 4,709 4,935 4,771
15 2,477 3,692 5,756 3,973 4,798 4,373 4,178
20 1,753 2,590 4,530 2,659 3,039 4,595 3,194
25 2,935 3,477 5,208 2,332 2,904 1,924 3,130
30 3,140 2,372 1,543 2,723 4,117 2,646 2,757
35 1,697 1,667 4,343 1,742 3,928 4,179 2,926
40 2,017 2,226 2,760 1,945 2,786 3,317 2,508
45 2,654 1,749 4,039 2,828 3,688 3,252 3,035
50 2,529 2,243 2,519 2,537 2,551 2,732 2,519
55 1,948 0,559 1,422 2,228 2,108 2,481 1,791
60 2,400 1,062 1,679 1,422 3,780 3,151 2,249
65 2,493 2,051 2,085 1,845 1,893 4,202 2,428
70 2,533 1,286 1,775 2,600 2,069 3,162 2,237
75 2,175 2,027 2,744 1,233 2,108 0,910 1,866
80 2,214 1,955 1,459 1,584 2,844 2,597 2,109
85 1,722 1,631 1,206 2,061 3,201 2,675 2,083
90 1,263 3,376 3,675 1,687 2,783 1,422 2,368
95 3,444 3,785 4,262 3,706 6,887 5,6199 4,617
100 4,8 3,4 7,4 5 5,4 7,4 5,566

Fig. 4: Weight distribution given by students

6. Results
In order to test and validate the proposed heuristics, 9

different experiments have been created with the merge of
the proposed heuristics and classical methods, with special
attention to the removal or not of stop words and type of
tokens. The list of experiments is represented in Table 3. The
combination and merge of the techniques, represented in all
9 experiments with the 6 groups of documents, generated
a set of 54 tests and 324 different indexes. The basis of
combinations proposed on this paper can be viewed in Figure
2.

After concluding the creation of indexes, the 6 target doc-
uments were ranked with the documents in each respective
group, in order to create a ranked list with similarity of the
target document over the other documents in the group. In all
experiments, the cosine similarity measure was used. After
this process, every one of the 6 groups of documents had
10 rankings of similarity: one based on human evaluations,
and the 9 others on the combination of heuristics proposed
in Table 3. To obtain the accuracy of every experiment, the
Equation 3 was used.

Table 3: Experiments created to validate the proposed rele-
vance measures

Experiment Tokens Stopwords
remotion

Weight by
Size

Weight for
Region in
the Text

1 MFS yes no no
2 MFS yes no yes
3 MFS yes yes no
4 MFS yes yes yes
5 MFS no no no
6 MFS no no yes
7 MFS no yes no
8 MFS no yes yes

9 Single
Words

– – –

accuracy =

∑5
i=1 Pi

5
(3)

Where Pi is the position in the final ranking and receives
the value accordingly to the distance between the values
obtained in the experiments and human evaluation. When
the article is in the same position of the human evaluation,
the value is 1, in other cases, his value is decreased in 0.2
for every position dislocated to right or left.

In Table 4, we can observe the final results for the 9
experiments and the accuracy rate obtained in every one of
the 6 groups of documents.

Table 4: Consolidated view from accuracy per evaluation
Accuracy per Evaluation

Exper. 1 2 3 4 5 6 Final
Accuracy

1o 4 64% 84% 68% 64% 76% 68% 70,667%
2o 2 84% 68% 68% 52% 76% 68% 69,333%
3o 9 84% 60% 80% 68% 68% 52% 68,667%
4o 3 64% 76% 68% 48% 76% 68% 66,667%
5o 5 84% 92% 68% 40% 40% 68% 65,333%
6o 6 84% 84% 68% 40% 40% 76% 65,333%
7o 1 56% 68% 68% 52% 76% 68% 64,667%
8o 7 68% 84% 60% 40% 40% 76% 61,333%
9o 8 68% 84% 60% 40% 40% 76% 61,333%

The experiment with the best result is experiment 4, that
uses tokens represented as MFS and the combination of two
heuristics - weight by size and weight by region - proposed
on this paper. In the second position, is experiment 2, that
uses MFS and the heuristic weight by region only, and
in the third place, is the classic method, that uses simple
words to represent the documents and the TF-IDF method
for weighting the tokens.

All the best 3 positions used stop-words removal and
all worst 5 positions in the results did not use stop-words
removal, what demonstrates that methods, which used stop-
words removal, are more effective. The only exception is
the experiment 1, which used stop-words removal, token as
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MFS, but used only TF-IDF with no heuristics to weight
the MFS and demonstrates that the use of MFS and TD-
IDF without any heuristics is worst than using single words
with TF-IDF.

The last analysis shows that is necessary to create more
efficiently heuristics for the use of MFS to represent docu-
ments, and the results are easily understood, considering that
the TD-IDF method was created to work with single words.
The non-removal of the stop-words causes the generation
of too specific MFS, representing more specifically the
writer style of the document author, what gives to every
document unique characteristics and decreases its similarity
when compared to others.

Another interesting observation is that the uses of MFS
created very small indexes for the documents, as showed in
Table V, where we can observe that the index for experiment
9 is about 351% bigger than the indexes generated in
experiments 2 and 4. This fact reveals the advantage of using
MFS instead of single words, considering storage space nec-
essary to keep the indexes, considering that the size, using
MFS, was expressively smaller. That difference is explained
considering the nature of the MFS representation, where one
text sequence chosen as MFS needs to be maximal - can’t
be a subsequence of any other sequence in the document.
We can have a MFS composed by one single word if this
single word is frequent and it is not part of another frequent
sequence bigger than it.

Table 5: Consolidated view from index sizes distribution
Size of the Index per Evaluation (KB)

Exper. 1 2 3 4 5 6 Average
1 16,4 17,7 21,8 19,7 17,8 15,9 18,21
2 16,4 17,7 21,8 19,7 17,8 15,9 18,21
3 16,4 17,7 21,8 19,7 17,8 15,9 18,21
4 16,4 17,7 21,8 19,7 17,8 15,9 18,21
5 26,4 39,9 35,9 29,7 27,1 25,7 30,78
6 26,4 39,9 35,9 29,7 27,1 25,7 30,78
7 26,4 39,9 35,9 29,7 27,1 25,7 30,78
8 26,4 39,9 35,9 29,7 27,1 25,7 30,78
9 69,5 64,1 66,3 64,7 57,7 61,8 64,01

Although it is not the subject of this study, during the
tests, it was noted clearly that the indexing process, when the
tokens were MFS, became 6-9 times longer. The extraction
of MFS sub process ends up being slow as it tries to
generate all possible sequences, according to the configures
parameters. But in this process, as all the indexing is done
only once for each document, and also the process of
calculating the index, which needs to be rerun for each new
document, is not affected in its final time and decreased as
the final set of tokens is smaller. This can be seen when
comparing the sizes of the final indexes.

7. Conclusion
An important contribution of this paper is the fact that

the method proposed uses the approach of searching for
documents more similar to one target document, instead of

searching for documents more similar to one set of keywords
defined by one user. This issue is more efficient for retrieval
of documents in environments where is necessary to retrieve
documents more similar to one specific document, because
it considers the taxonomy of the entire target document and
avoids human errors in the process of choosing the best
keywords in the target document for later use in the search.

The use of MFS to represent and index documents in
the process of information retrieval, using the vector space
together with proposed heuristics on this paper, obtained best
results than the use of single words in both metrics: accuracy
and size of the indexes.

The size of the index created for one document also has
a big impact in the performance of the retrieval system, be-
cause the smaller they are, the less computational resources
will be necessary to compare and calculate the similarity
between the documents. Also, a smaller index needs less
space to be stored.

The metrics defined in TD-IDF algorithms with the use
of the MFS, and using human evaluation of the documents
to generate a background information about the importance
of one MFS according to the region of the document where
it is found, demonstrates that the traditional methods based
on TF-IDF document retrieval can be improved and achieve
better results.
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Abstract - An important aspect of teaching is enabling 
students to analyze and solve problems in a manner most 
suitable for them. Some people can quickly visualize the 
effects of a formula. Others may first solve problems with a 
hands-on model approach, a diagram, or a wordy description.  
In this paper, we illustrate a variety of representational 
choices through two familiar problems / methods: the Towers 
of Hanoi problem and the Bucket Sort. In a broad sense, some 
representations of solutions may be viewed as “extensional,” 
while others are “intensional.” Depending on the 
predilections of the problem-solver, either approach, in 
general, may be preferred.  We emphasize the importance of 
making good representational choices when attempting to 
solve problems. Hand in hand with the understanding of a 
problem, developing an algorithm for its solution, and the 
actual solution process and its testing, is awareness of the 
importance of representational choice. Such awareness is 
certain to enhance development of students’ problem-solving 
skills. 

Keywords: knowledge representation, problem solving, 
computer science education 

 

1 Background 
  It is apparent that during the past 20 years or so, we live in 
special times that have evolved coincident with the 
proliferation of the World Wide Web. It is easy to recognize 
the past two decades as the “Information Age,” but the 
challenge is to convert that information into knowledge.  Sowa 
called it the “Knowledge Soup” [6]. Ingredients of the 
knowledge soup, which we call the “Knowledge Pyramid,” as 
depicted in Figure 1 may be viewed as the progression from 
data, to facts, to information, and finally to knowledge.  
Information is important for effective decision making, but 
knowledge, as has been said, “is golden.”  With knowledge, 
the deep understanding often necessary for problem solving 
can be achieved.  Knowledge enables a number of different 
forms of problem solving including: the use of meta 
knowledge, analogies, cases, sub-problems, sub-goals, proof 
by contradiction, deduction, induction, etc.   

It may be the case that students in the information age are 
not as well, or not sufficiently founded in the sciences, history, 
technology and its progress as might be expected.  There 
seems to be great gaps in their understanding of invention and 
how the necessities of the times have impacted and 
promulgated progress.   

 

 
Figure 1: Knowledge hierarchy 

 
How students learn has dramatically changed, and we must 

recognize that teaching techniques must change accordingly.  
The notion of “visualization” is not new to science education 
and it has been used to teach computer science algorithms and 
methods such as sorting for many years [2].  In many cases, 
the importance of representational choices, e.g. the choice of 
graphs, trees, semantic networks, production rules, etc., may 
be as integral to a problem solution, as the solution itself.  

During the problem-solving process, certain choices of 
representation are likely to have a better impact on the 
memory of certain problem solvers.  For example, a figure or 
sketch may be sufficient for some, while others may prefer a 
detailed, step by step description, pseudocode, or an abstract 
formula. 
 
2 The Towers of Hanoi Problem 
2.1 Description of the Towers of Hanoi Problem 

 In this game there are 3 ‘pegs’ A, B and C and n disks, each 
with a different size diameter. The rule is that disks may be 
stacked on the pegs as long as a large disk is never placed on 
top of a smaller disk. In the following descriptions, a ‘step’ is 
defined as the movement of one disk from one peg to another 
peg. For example: A to B is a step and it means move the top 
disk on peg A to the top disk on peg B. Figure 2(a) illustrates 
the starting position for n=3. Problem: What is the minimum 
number of steps necessary to move all n disks from peg A to 
peg C and what are those steps? 
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Figure 2(a): Towers of Hanoi start configuration 
 
 

 

Figure 2(b): Goal state 
 

2.2 Representations 

This problem, whose ultimate solution is recursive, is quite 
difficult for someone who has not seen it before. It is therefore 
a good example for the idea of representation choices.  

2.2.1 Extensional Representations 
An extensional representation would be a complete set of 

steps describing a solution. It may be a description of a 
solution in words, or it may, for example, be a complete 
graphical representation of the solution (see Figure 2(c)) or a 
table (see Figure 3). 

Hands-On/Pictorial 
Hands-on simply means to play the game by hand with the 

pegs and varying numbers of disks. Alternatively, pictures 
may be used. The idea is to try and find patterns that connect 
the solution for different values of n. Figure 2(c) is a pictorial 
representation of the solution for n=3. 

As the figure shows, the solution consists of the following 7 
steps: 

1. A to C 
2. A to B 
3. C to B 
4. A to C (bottom disk) 
5. B to A 
6. B to C 
7. A to C 

 
If we were to play the game with n=1, then with n=2 and so 

on until we play it with n=10 (in reality it would only be 
feasible to play this game up n=~5), we would find that the 
total number of moves approximately doubles for each 
additional disk, as demonstrated in Figure 3. This table is an 
example of an extensional representation of the problem since 
it is analyzing the solutions for Towers of Hanoi for different 
numbers of disks. 

 

 
Step 1: Move disk 1 from peg A to peg C. 
 

 
Step 2: Move disk 2 from peg A to peg B. 
 

 
Step 3: Put disk 1 on top of disk 2. 
 

 
Step 4: Move disk 3 from peg A to peg C. 
 

 
Step 5: Unravel - Move disk 1 from peg B to peg A. 
 

 
Step 6: Move disk 2 from peg B to peg C. 
 

 
Step 7: Put disk 1 on top of disk 2 – goal state reached. 
 
Figure 2(c): Graphical solution of the Towers of Hanoi  
                      problem 
 

186 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 
Figure 3 – Table representing the total number of moves for varying numbers of disks 

 
2.2.2 Intensional Representations 

An intensional representation is a more compact description. 
A student may get this quickly or they may get to this point 
after first describing it in other intensional or extensional 
forms.  

A student may describe the solution as follows: Isolate the 
bottom disk by moving the top n-1 disks from peg A to peg B. 
Then move the remaining (Big) disk from peg A to peg C. 
Finally, move the n-1 disks on peg B to peg C. 

A more compact intensional representation: 
1. Move n-1 disks to intermediary peg B. This will 

take 2n-1-1 moves (see Figure 3). 
2. Move the bottom disk from peg A to peg C. 
3. Move n-1 disks from peg B to peg C. 

 
Another intensional representation would be:  

• For n disks on peg A, we must use (2n-1) moves to peg 
B to reveal the bottom disk on peg A. 

• 1 move to move the bottom disk from peg A to peg C. 
• (2n-1) moves to move the n-1 disks to the final peg.  
• Total number of moves: 2(2n-1) + 1 

Recurrence Relation 
The following recurrence relation is another representation. 

It is unlikely that a student will use this. However, it is 
possible that for those who are mathematically inclined it may 
be most suitable.  

T(1) = 1 
T(n) = 2T(n-1) + 1 
Solution of recurrence: T(n) = 2n - 1.  

Pseudocode Representation 
This representation is that which Computer Science students 

may be most familiar with. Nevertheless, it is not necessarily 
the most intuitive to all students. 
 
 

 
Pseudocode: 

Define: n = number of disks 
 A = start peg 
 B = intermediate peg 
 C = goal peg 

 Towers(n, A, B, C): 
    If n=1 move disk from A to C 
    Else 

Towers(n-1, A, C, B) 
Towers(1, A, B, C) 
Towers(n-1, B, A, C) 

       End If 
 

3 The Bucket Sort Problem 
3.1 Description of the Bucket Sort Problem 

The bucket sort algorithm works by placing items to be 
sorted into buckets according to a value, or range of values, 
and then sorting each bucket - either by applying bucket sort 
recursively, or utilizing another sorting algorithm. Bucket sort 
can be applied to various kinds of data, including numerical 
and textual data, and its implementation would be tailored 
appropriately.  

3.1.1 Extensional Representations 
An extensional representation of an algorithm can be a 

demonstration or application of the algorithm for which its 
intensional definition holds. For bucket sort, we can use a 
variety of examples, visualizations, or data structures to 
illustrate its core concepts by example.  

Pictorial / Visual 
A step by step visualization of the bucket sort process is a 

sample extensional representation. If we apply bucket sort to a 
set of names, we can use graphics to illustrate the sorting 
process, as depicted in Figure 4. Since we are sorting strings, 
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we will assign the names to buckets according to the first 
character. For each bucket, we will recursively apply bucket 
sort and assign strings to buckets according to the second, 
third character, etc. until all buckets contain at most one name. 

The contents of the sub-buckets are then concatenated and 
returned their originating bucket, now in sorted order. The 
contents of the buckets are then appended to form the sorted 
list.  

 

 
Figure 4(a): Assign strings to buckets according to first character 

 

 
Figure 4(b): For those buckets with more than one string, assign strings to sub-buckets  

according to the next character, and repeat until all buckets contain one string 

 
Figure 4(c): Build up the solution by filling original buckets from their sub-buckets 

 

 
Figure 4(d): Concatenate the contents of the buckets to obtain the sorted list
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Tree Structure 
A tree can also be used as extensional representation of the 

bucket sort concept by organizing the tree according to keys. 
This kind of prefix tree, known as a “trie” from the term 

“retrieval”, can be traversed in a pre-order manner to generate 
the sorted list of strings. A prefix tree representation for a set 
of sorted strings is depicted in Figure 5. 

 
Figure 5: Prefix tree representation for a set of sorted strings 

 

3.1.2 Intensional Representations 
An intensional representation contains the most essential 

and intrinsic characteristics of a concept or, in this case, 
algorithm. For bucket sort, an abstract definition could be 
expressed as: 
Bucket Sort Algorithm: 

1.  Create a set of empty buckets 
2.  Place each element in the input list into appropriate 

bucket 
3.  Sort each bucket 
4.  Concatenate the contents of the buckets in order and 

place into original list 
 

This is considered an intensional definition because it 
provides the fundamental features of the algorithm, which can 
then be applied to generate a set of various extensional 
instances. 

Pseudocode Representation 
Bucket sort can be implemented with an array of lists - the 

array representing the set of buckets, and a list holding the 
contents of each bucket. The following is a sample 
pseudocode for bucket sort which takes an unsorted list U as 
input: 
 
BucketSort(U): 
  n = length of U 
  B = new array of n lists 
  for i = 1 to n 
      do insert U[i] into list B[key(U[i])] 
  for i = 1 to n 
      do sort B[i] with insertion sort 
  concatenate the lists B[0], B[1], ..., B[n-1]  
 

The function key maps the range of elements in the array to 
bucket keys, for example converting characters to integers or 
floating point values to integers. A variation of this 
implementation could be to insert the elements into the 
buckets in order as they are being inserted into the lists, rather 
than applying insertion sort to all lists at the end. Another 
variant is to call BucketSort recursively. Taking this 
pseudocode and implementing it in specific programming 
languages such as C++ or Java and applying it to specific data 
sets would be an extension of this intensional representation. 
 
4 Relevance to CS Education 

One of the challenges faced in computer science education, 
and science education in general, is how to improve students' 
problem solving skills. In a typical computer science course, 
such as introductory programming, we may teach the concept 
behind a particular algorithm (i.e. exchange sorts), and then 
demonstrate it with a few examples (i.e. sorting a set of 
integers, characters, or words). The students then apply these 
algorithms to given data that is in a specified format. In a data 
structures course, students are taught algorithms along with 
their corresponding data structure, such as binary search and 
binary tree, or postfix evaluation and stack. Consequently, 
students often associate a particular problem solving method 
with a particular form of knowledge representation and 
specific types of problems. 

To enrich this process, students should be exposed to 
diverse problem solving methods and a variety of knowledge 
representation choices, both intensional and extensional, 
depending on their preferences and learning styles.  Students 
can be given a set of problems and then be asked to make 
decisions as to the most appropriate problem solving 
method(s) and knowledge representation(s). This will build 
students’ experience in applying and transferring various 
techniques to different classes of problems. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 189



5 Summary and Discussion 
We have illustrated knowledge representation choices for 

students utilizing Towers of Hanoi as an example. It is a 
potentially complicated problem that can be approached from 
many representational angles – even if the ultimate solution is 
the same recursion. We also demonstrated extensional and 
intensional definitions for Bucket Sort. When approaching 
problem solving, we believe, that instead of only laying out 
one description of the answer, we should strive to work with 
each student so that they understand the solution in a way that 
is conducive to the best understanding for them. 

With the desire for education to be effective in an 
interdisciplinary way, differences in the learning style of 
different students from different disciplines should be 
considered. For example, students with a mathematical 
background may prefer intensional representations, while 
students with an engineering background may prefer more 
visual or manipulative representations, and students with a 
computer science background may be comfortable with either 
approach.  
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Abstract - For a computer to perform intelligent 
information processing requires functions that can 
extract concepts from words, as humans do, and then 
associate those concepts with related concepts. In 
order to implement this association function, it is 
necessary to quantify the degree of association 
between two concepts. In the present paper, we 
propose a method for quantifying degree of 
association incorporating viewpoint that uses a 
concept base (a knowledge base that expresses 
concepts as a collection of pairs, each pair consisting 
of an attribute word used to describe the concept and 
a weighting that expresses the word’s importance). 
Here, “Viewpoint” is the perspective from which a 
concept is viewed; for example, consider the degree 
of association between “airplane” and “automobile”, 
and the degree of association between “airplane” 
and “bird”. From the viewpoint of “vehicle”, 
“airplane” and “automobile” are highly related, 
while from the viewpoint of “flight”, “airplane” and 
“bird” are highly related. We present herein a 
comparison of two methods for calculating degree of 
association incorporating viewpoint, and demonstrate 
that the method involving modulation of attribute 
weightings based on viewpoint results in degree of 
association calculations that are closer to human 
senses. 

Keywords: degree of association, viewpoint, 
Concept-Base 

1  Introduction 

The remarkable advances in modern 
information-processing systems have made them 
indispensable across human society; however, much 

of this progress has been in terms of enhanced 
function or performance. While high functionality 
and performance are obviously essential for ease of 
use, convenience is also extremely important for 
information-processing systems. An 
information-processing system that can be used in the 
same way as human conversation is referred to as an 
intelligent information system. Realization of such a 
system would deliver unparalleled convenience, 
rendering reading of manuals and remembering 
operational procedures redundant. 

Human conversations are based on correct 
interpretation of unclear information made possible 
by the “common sense” regarding language and 
underlying word concepts that is acquired through 
experience and learning. In short, the ability to extract 
a concept from a word, and then associate that 
concept with a variety of related concepts, plays an 
important role in human conversation. 

The ability to make anthropomorphic 
common-sense judgments is a necessary component 
of developing an intelligent information system. Such 
a common-sense judgment system requires a means 
of associating related concepts as humans do. One 
proposed method is to assign a numerical value to the 
degree of association between concepts [1]. Degree of 
association is calculated using a concept base [2]. In 
the present paper, we expand this method to calculate 
degree of association incorporating viewpoint. 
 
2  Concept-Base 
 
  A concept-base is a knowledge base comprised of 
terms (concepts) mechanically constructed from 
sources such as multiple Japanese language 
dictionaries and newspapers and terms (attributes) 
that express their semantic features. Concepts have 
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been given attributes along with a weighting, which 
expresses their importance. Approximately 90,000 
concept notations have been compiled in the concept 
base, with an average of 30 attributes for one concept. 
A certain concept A has a pair of sets of attribute ai 
and weighting wi, as appear below. 
  )},(,),,(),,{( 2211 mm wawawaA =    
  Any primary attribute ai is composed of the terms 
contained in the set of concept notations in its concept 
base. Therefore, to ensure that a primary attribute 
matches a certain concept notation, that primary 
attribute can be further extracted. This is called a 
secondary attribute. In a concept base, a concept is 
defined by a chained set of attributes to the n-th order. 

3  Degree of Association 
 
  Each concept is defined as a set of attributes and 
each attribute is also a concept as described above. In 
this paper, a method to derive the degree of 
association between concepts using up to second 
order attributes is used. The value of the degree of 
association ranges from 0.0 to 1.0. 
 
3.1 Calculating the degree of matching 
  Let us assume that the primary attributes for any 
concepts A and B are ai and bj, respectively, and that 
their corresponding weightings are ui and vj. The 
number of attributes for concepts A and B shall be L 
attributes and M attributes (L ≤ M).  

A = {( ai, ui) | i = 1~L} 
B = {( bj, vj) | j = 1~M} 

In this situation, the degree of matching for concepts 
A and B, Match(A,B), can be defined in the following 
equation.  

∑
=

=
ji ba

ji vuBAMatch ),min(),(  

Where, the total sum of the weightings of each 
concept must be normalized to 1. If there is an 
attribute that becomes ai = bj (concepts A and B have 
a common attribute), relative to attributes ai and bj of 
concepts A and B, the common portions of the 
weightings of the common attributes. This means that 
only the smallest portions of the weightings will 
effectively be considered to be in match, and their 
total shall be the degree of matching. 
 
3.2 Calculating the degree of association 
  To find the degree of association, the relevance 
between two concepts is calculated as a numeric 
value based on the value found by calculating the 

degree of matching of the secondary attributes of the 
concepts. More specifically, of the two concepts to be 
calculated, let the one with the smallest number of 
primary attributes be A (L ≤ M) and the primary 
attributes of concept A be the criteria.  
  )},(),,(,),,{( 11 LLii uauauaA =  
After that, rearrange the primary attributes of concept 
B so that the sum of the degree of matching, Match(ai, 
bxi), with each primary attribute of concept A is at a 
maximum.  
  )},(,),,(,),,{( 11 xLxLxixixxx vbvbvbB =  
This will determine a correlating set for the primary 
attributes of concept A and the primary attributes of 
concept B. The primary attributes of concept B that 
exceed the correlation will be ignored. (There will be 
L attribute combinations at this time.) However, if 
some of the primary attributes are in agreement, 
meaning that their concept notations are the same 
(ai=bj), they will be handled separately. This is 
because there are about 90,000 concept notations in 
the concept base and the matching of attributes is 
considered to be rare. As a result, by handling the 
matching attributes separately, they are valued more 
highly when they match. More specifically, the size of 
the corresponding attribute weightings ui and vj will 
be aligned in the direction of the smallest weighting. 
When this takes place, the value of the attribute with 
the smallest weighting will be subtracted from the 
attribute with the largest weighting and once again be 
correlated to the other attributes. For example, if ai=bj 
and ui=vj+α , then the correlation would be between 
(ai, vj) and (bj, vj), and (ai, α ) would once again be 
correlated to the other attributes. Let us assume the 
number of attribute combinations determined and 
correlated in this manner is T. The degree of 
association between concepts A and B in this case, 
DoA(A,B), is defined in equation below.  

}2/)),max(/),(min(                           

)(),({),(
1

xiixii
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i
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  The value of the degree of association expresses 
the strength of the relevance between concepts as a 
continuous value between 0 and 1. The closer the 
value is to 1, the stronger the relevance.  
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4  Calculating degree of 
  association incorporating 
  viewpoint 
 
The associations drawn by humans between two 
concepts are judged based on several viewpoints. For 
example, consider the degree of association between 
“airplane” and “automobile”, and the degree of 
association between “airplane” and “bird”. Ordinarily, 
from the viewpoint of “vehicle”, “airplane” and 
“automobile” are highly related, while from the 
viewpoint of “flight”, “airplane” and “bird” are 
highly related. In short, the association between two 
concepts will vary depending on the viewpoint, which 
lies outside those two concepts. 

With conventional methods, two concepts are always 
used to investigate degree of association, and the 
attributes and weighting of these concepts are defined 
in a concept-base and are thus always consistent. 
Application of a third concept to act as a viewpoint is 
required to judge degree of association incorporating 
viewpoint. The question of what viewpoint to apply 
also becomes an important issue during practical 
application of this method. While it may be necessary 
to extract a viewpoint automatically from 
conversational text or surrounding context, in the 
present paper, we assume that a relevant viewpoint is 
already being applied and consider what calculation 
method offers the best way to subsequently calculate 
degree of association incorporating viewpoint. 

We examined two algorithms for calculating degree 
of association incorporating viewpoint. One 
determines the correspondence between attributes of 
two concepts, while the other modulates attribute 
weighting of two concepts. 

4.1 Determining attribute correspondence 
 based on viewpoint 

A comparison of concepts A and B from viewpoint V 
is an investigation of the strength of association 
between the attributes of viewpoint V and of related 
concepts A and B. So if we assume that viewpoint V 
has attributes {v1, v2,…vn}, by looking for attributes 
in concepts A and B that relate to attribute v1 (and 
likewise for v2 and so on), we can regard that as 
calculating the degree of association incorporating 
viewpoint. The calculation for degree of association 
that uses this approach can be expressed as follows. 

Algorithm for calculating degree of association 
incorporating viewpoint 

Two concepts, A and B, and one viewpoint, V, are 
expressed as 

A = {( ai, ui) | i = 1~L} 
B = {( bj, vj) | j = 1~M} 
V = {( ck, wk) | k = 1~N} 

The attributes of viewpoint V are fixed as 

V=((c1,w1),(c2,w2), …,(cN,wN)) 

To maximize the total degree of matching with 
viewpoint V, the attributes of concepts A and B are 
rearranged respectively as 

A=((ax1,ux1),(ax2,ux2), … ,(axN,uxN)) 
B=((by1,vy1),(by2,vy2), … ,(byN,vyN)) 

 
The degree of association between A and B as viewed 
from viewpoint V, DoA(A,B|V) is defined as follows: 

( )
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4.2 Modulating attribute weighting 
 based on viewpoint 

In a concept base, the weightings applied to attributes 
can be considered typical weights for concepts. But 
when calculating degree of association, if we 
explicitly specify the viewpoint, the attribute 
weighting can be expected to change depending on 
the viewpoint. For example, when we investigate 
attributes for the concept “bird”, attributes in order of 
weighting might be “avian”, “poultry”, and “chicken”. 
But if we specify the viewpoint “flight”, the attributes 
“wing” and “plumage” would be weighted more 
heavily than the attributes “poultry” and “chicken”. 
Here, we propose methods using either degree of 
matching or degree of association for calculating 
degree of association incorporating viewpoint that 
modulates attribute weighting based on viewpoint. 
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Algorithm for modulating weighting based on 
viewpoint 

Concept A and viewpoint V are expressed as follows: 

A = {( ai, ui) | i = 1~L} 
V = {( ck, wk) | k = 1~N} 

The weighting ui’ of attribute ai of concept A when 
viewpoint V is applied is defined as follows: 

( )VaMatchu ii ,=′  

 (weighting by degree of matching) 

( )VaDoAu ii ,=′  

        (weighting by degree of association) 

The weighting for concept B is similarly modulated. 
For concepts A and B with modulated weighting, 
degree of association is calculated similarly to the 
degree of association calculation expressed in Section 
3. 

A characteristic of this algorithm is that it modulates 
attribute weighting depending on the viewpoint. 
Tables 1, 2, and 3 show the weighting of attributes for 
the concept “bird” modulated from the viewpoint 
“flight.” 

Table 1: Weighting in the concept base 

Avian Poultry Chicken Bird Egg-laying …
223 193 156 132 123 …  

Table 2: Weighting by degree of matching 

Wing Down Feather Wildlife Pheasant …
0.51 0.27 0.22 0 0 …  

Table 3: Degree of association weighting 

Wing Down Feather Plumage Skylark …
0.27 0.15 0.11 0.027 0.024 …  

Characteristic calculation times and weightings 
values differ between Tables 2 and 3. When degree of 
matching is used for weighting, calculation time is 

short because only first-order attributes are calculated. 
Conversely, when using degree of association for 
weighting, each time that degree of association is 
calculated for a single viewpoint, the calculation must 
be performed several times over for each attribute of 
both concepts A and B in conventional degree of 
association calculations. Therefore, calculation times 
are extremely long. In terms of the number of 
calculations, using degree of matching for weighting 
is clearly preferable. In terms of the weighting values, 
when we take degree of matching for weighting, only 
those attributes that clearly have strong associations 
with the viewpoint are applied to the weighting 
because calculations use only first-order attributes. 
When using degree of association for weighting, 
almost all the attributes are applied because they are 
extended to the second order (there are few attributes 
that do not match at least once when extended to the 
second order), so almost all attributes contribute to 
the weighting value. However, this does not 
necessarily mean that weighting by degree of 
association is suitable as some weighting will be 
applied to attributes even if a totally unrelated 
concept is used as the viewpoint when calculating 
degree of association for two concepts A and B. 

5  Assessing calculations of  
degree of association incorporating 
viewpoint 

 
Calculations of degree of association incorporating 
viewpoint were assessed in two ways. The first was to 
assess the accuracy of the calculation itself. This test 
used assessment data in which the magnitude 
relationship of the degree of association values should 
be reversed due to specification of a viewpoint. The 
other was to assess degree of association values when 
calculating degree of association incorporating no 
viewpoint. Explicitly specifying a relevant viewpoint 
for calculating the degree of association between two 
concepts should result in higher values than when no 
viewpoint is specified as the latter is a special 
variation of calculating degree of association 
incorporating viewpoint. 

5.1 Assessing the accuracy of calculations 
 of degree of association incorporating 
 viewpoint 

The data shown in Table 4 was used to assess the 
accuracy of calculations of degree of association 
incorporating viewpoint. 
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Table 4: Assessment data (partial) 

Reference concept X Concept A Concept B Viewpoint α Viewpoint β
Stranger Another person Connection Other Relation
Shared Public Lineage Public Community
Ally Comrade Navy Peer Battle
… … … … …  

The assessment data in Table 4 is a set of five 
concepts. Of the five concepts, three were used to 
investigate degree of association, with the remaining 
two being viewpoints specified when calculating 
degree of association. Concept X, which was used as 
a reference, is a concept that could be viewed as 
relevant from either viewpoint α or β. Concept A is a 
concept that could be viewed as relevant from 
viewpoint α; concept B is a concept that could be 
viewed as relevant from viewpoint β. The degree of 
association between Concept X and Concept A as 
viewed from viewpoint α can be expressed as DoA (X, 
A | α), so if the assessment data in Table 4 satisfies 
the following two equations, we can take that as 
calculating the degree of association incorporating 
viewpoint:  

( ) ( )
( ) ( )ββ

αα
|,|,
|,|,

AXDoABXDoA
BXDoAAXDoA

>
>

 

The assessment data in Table 4 was generated 
automatically using a thesaurus [3]. Following is a 
description of the method used to automatically 
generate the assessment data. 

First, we looked for leaves that appeared twice in the 
thesaurus and used these as reference concept X. 
While there were a large number of leaves that 
appeared three or more times, these high-frequency 
leaves were classified within the thesaurus according 
to fine differences in meaning, and these differences 
were difficult to judge accurately. For this reason, the 
test was limited to terms appearing twice, which were 
comparatively easy to judge. 

Next, we used the parent nodes for each leaf as 
viewpoints α and β. A leaf that was present under 
node/viewpoint α, but not present under 
node/viewpoint β, became concept A; one that was 
present under node/viewpoint β, but not present under 
node/viewpoint α, became concept B. Figure 1 shows 
the relationships of these five concepts in the 
thesaurus. 

 

Figure 1: Positional relationships between assessment 
data terms in the thesaurus 

Thus, by defining five concepts as shown in Table 4 
as one set of data, we were able to mechanically 
create assessment data. We generated 3934 sets of 
assessment data in this way. 

The assessment data in Table 4 comprises many 
complex data. This is because, although the thesaurus 
systematically classifies words, these classifications 
differ in range; the number of nodes present above 
leaves may vary, and even when the distance between 
two nodes is short, there may still be leaves that 
appear multiple times. However, as the mechanically 
generated data in Table 4 originates from a thesaurus, 
it can be considered objective. This assessment data is 
therefore suited to comparing the effectiveness of 
calculation methods based on increases or decreases 
in the correct answer rate rather than the achievement 
of a certain percentage of correct answers. 

0% 5% 10% 15% 20% 25% 30% 35%

A(4.1)

B(4.2Match)

C(4.2DoA)

 

Figure 2: Assessment results 
        (percentage of correct answers) 

Of the methods for modulating attribute weighting 
using viewpoint presented in Section 4.2, we found 
that weighting by degree of matching (B) gave more 
accurate results than weighting by degree of 
association (C). We attribute this to the qualitative 
difference of the weightings. We also found that 
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determining attribute correspondence by viewpoint 
(A) gave similar accuracy as weighting by degree of 
matching (B). 

Figure 3 shows the percentage of incorrect answers 
from among the assessment data, where incorrect 
answers are defined as those that do not satisfy both 
of the equations in this section. 

0% 2% 4% 6% 8% 10% 12%

A(4.1)

B(4.2Match)

C(4.2DoA)

 

Figure 3: Assessment results 
 (percentage of incorrect answers) 

Figure 3 shows that weighting by degree of matching 
(B) had the highest percentage of incorrect answers 
(performed worst), followed by weighting by degree 
of association (C); attribute correspondence by 
viewpoint (A) had the lowest percentage of incorrect 
answers. However, because the algorithm is 
understood to return higher values for degree of 
association when a relevant relationship has been 
specified, it is possible that there will be a high 
degree of association even with an irrelevant 
viewpoint. Further investigation is thus required to 
improve the algorithm. 

5.2 Calculating degree of association 
 incorporating no viewpoint 
 and assessing compatibility 

Next, let us compare the association between two 
concepts with no viewpoint with association using 
viewpoints. With regard to the concepts “airplane” 
and “bird”, the degree of association is not 
necessarily high when no viewpoint is specified, but 
specifying the viewpoint “flight” results in a strong 
association. In other words, specifying a viewpoint 
that is relevant to both of the concepts involved in the 
degree of association calculation can produce a higher 
degree of association than when no viewpoint is 
specified. Also, if we investigate the degree of 
association between “airplane” and “flight” using a 

viewpoint clearly unrelated to either, such as 
“fluorescent light”, the degree of association will 
naturally be lower than when no viewpoint has been 
specified. 

Based on this, we performed an assessment using 
concept X, concept A, viewpoint α, and randomly 
selected viewpoint γ from Table 4, and took as 
correct answers anything that satisfied the following 
equation: 

DoA(X, A | α) > DoA(X, A) > DoA(X, A | γ) 

Here again, we used 3934 sets of assessment data. 
Our results are shown in Figure 4. 

0% 10% 20% 30% 40% 50% 60% 70% 80%

A(4.1)

B(4.2Match)

C(4.2DoA)

 

Figure 4: Assessment results (relationship to degree 
of association incorporating no viewpoint) 

Figure 4 reveals that the best results were achieved by 
modulating weighting by degree of matching using 
viewpoint, which also yielded the best results in the 
assessment of accuracy. Accuracy was slightly low at 
approximately 70%, but as mentioned in Section 4.2, 
this is mechanically generated data, which is an 
important difference from other methods. 

These findings indicate that weighting attributes by 
degree of matching based on viewpoint constitutes a 
suitable method for calculating degree of association 
incorporating viewpoint. 

 

6  Conclusion 
 
In the present paper, we examined methods for 
quantifying associations between two concepts, as a 
way to implement an association function using a 
concept base. In particular, we proposed and assessed 
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methods for calculating degree of association 
incorporating viewpoint. These methods permit 
associations more strictly related to meaning and are 
therefore effective tools in the endeavor to develop a 
intelligent common-sense judgment system. 
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Abstract - Many successful metaheuristics employ intelligent 
procedures to obtain high quality solutions for optimization 
problems. Intelligence emerges in these metaheuristics via 
memory and learning. Meta-RaPS (Metaheuristic for 
Randomized Priority Search) which can produce promising 
solutions is classified as a memoryless metaheuristic. To 
improve its performance, Q learning and Path Relinking (PR) 
are selected as memory and learning mechanisms to be 
incorporated into Meta-RaPS. In the proposed algorithm, 
Meta-RaPS Q-PR, Q learning and PR approaches serve as 
mechanisms that learn the best policy to construct a solution, 
and learn “good” attributes of best solutions to reach the 
optimum solution while losing “bad” attributes of the current 
solution. The 0-1 multidimensional knapsack problem will be 
used to evaluate the Meta-RaPS Q-PR. 

Keywords: Q learning; Meta-RaPS; path relinking; 
memory; 0-1 multidimensional knapsack problem 

 

1 Introduction 

  In some optimization problems whose output is a 
sequence of actions, finding the policy for the correct actions 
that gives the best solution for all states is important. 
Selection of best actions in intermediate states will not mostly 
lead to the optimum policy, and only the actions in the 
feasible policy can be accepted as correct actions. In these 
cases, reinforcement learning (RL) is one of the successful 
algorithms evaluating the goodness of policies and learning 
from the good action sequences to create a policy.  

The modern science of RL has emerged from four 
different fields: classical dynamic programming, artificial 
intelligence (AI), stochastic approximation, and function 
approximation [1]. RL is in the class of machine learning 
along with supervised and unsupervised learning. While, in 
supervised learning, correct values are provided by a 
supervisor; in unsupervised learning, there is only input data 
and no supervisor. In the RL, unlike supervised leaning, the 
machine is not told which actions to take but has to discover 
which actions yield the most reward. Trial-and-error search 
and delayed reward are the two most important unique 
characteristics of RL [2].  

The RL algorithm can be classified as model-based and 
model-free. In the model-free RL algorithm, there are two 
different cases: deterministic, where there is a single reward 
and next possible state, and non-deterministic where there 
are different rewards to move to different next states. This 
type of RL algorithm is called Q learning. In Q learning 
algorithm, models of the agent or the environment are not 
required [3]. Q learning can be employed even when the 
agent has no prior knowledge of how its actions affect its 
environment. 

As machine learning, Computational Intelligence (CI) is 
another subfield of AI (also named scruffy or soft) techniques 
that involves approaches based on strategy and outcome, and 
includes adaptive and intelligence systems [4, 5]. 
Metaheuristics can be viewed as another name for the 
strategy-outcome perspective of scruffy AI. Glover and 
Laguna [6] define metaheuristics as “a master strategy that 
guides and modifies other heuristics to produce solutions 
beyond those that are normally generated in a quest for local 
optimality”. Intelligence via memory and learning in 
metaheuristics represents the information extracted and 
stored during the search for better solutions.  

Glover and Laguna [6] introduced a classification method 
for metaheuristic algorithms that depends on three design 
choices: the use of adaptive memory, the type of 
neighborhood exploration used, and the number of current 
solutions carried from one iteration to the next. Meta-RaPS 
(Meta-heuristic for Randomized Priority Search) can 
currently be classified as a memoryless metaheuristic and it 
should benefit from existing memory and learning 
mechanisms to increase its effectiveness. Thus, we propose 
incorporating memory and learning into Meta-RaPS to study 
whether such techniques can help it become “intelligent”. 
Specifically, the Q learning and Path Relinking  (PR) 
approaches will be incorporated into Meta-RaPS as memory 
mechanisms and the 0-1 multidimensional knapsack problem 
will be used as a testbed to evaluate the effectiveness of the 
proposed algorithm. 

The 0-1 MKP is the generalized form of the classical 
knapsack problem (KP). In the KP there is a knapsack with 
the upper weight limit b, a set of n items with different profits 
cj and weights aj for item j. The problem is to select the items 
from the set such that the total profit of the selected items is 
maximized without exceeding the upper weight limit of the 
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knapsack. If the number of knapsacks in the KP is increased, 
this will lead to the MKP. In MKP there are m knapsacks 
with different upper weight limits, and item j has different 
weight for each knapsack i. The objective is to find a set of 
items with maximal profit such that the capacity of each 
knapsack is not exceeded [4]. The MKP can be formulated as 
in equations (1), (2), and (3): 

 
Maximize 

1

n

j j
j

c x



 

  
(1) 

 
Subject to 

1


n

ij j i
j

a x b

 

 
i = 1, …, m; j = 1, …, n 

 
(2) 

 xj ∈ {0,1}  j = 1, …, n (3) 

where x is a vector of binary variables such that xj = 1 if item 
j is selected, and xj = 0 otherwise. The 0-1 MKP is an NP-
hard problem.  

 The 0-1 MKP is basically a resource allocation problem, 
which can be used to model many problems in the literature 
such as the capital budgeting, project selection, cutting stock 
and many loading problems.  

2 Meta-RaPS 

 Moraga et al. [7] defines Meta-RaPS as “generic, high 
level search procedures that introduce randomness to a 
construction heuristic as a device to avoid getting trapped at a 
local optimal solution”. Meta-RaPS combines the 
mechanisms of priority rules, randomness, and sampling. 
Meta-RAPS is a two-phase metaheuristic: a constructive 
phase to create feasible solutions and an improvement phase 
to improve them. In the constructive phase, a solution is built 
by repeatedly adding feasible components or activities to the 
current solution in an order that is based on their priority 
rules until the stopping criterion is satisfied. Generally, 
solutions obtained by implementing only constructive 
algorithms can reach mostly local optima, which can be 
avoided in Meta-RaPS by employing randomness in the 
constructive phase. 

Meta-RaPS uses four parameters: number of iterations (I), 
the priority percentage (p%), the restriction percentage (r%), 
and the improvement percentage (i%). Meta-RaPS does not 
select the activity with the best priority value in every 
iteration. Instead, the algorithm may randomly accept an 
activity with a good priority value, but not necessarily the 
best one. The parameter p% is used to decide the percentage 
of time an activity with the best priority value will be added 
to the current partial solution, and (100 - p)% of time it will 
be randomly selected from a candidate list (CL) containing 
“good” activities. The CL is created by including items whose 
priority values are within r% of the best priority value. The 
construction phase of Meta-RaPS is completed when a 
feasible solution is produced. The improvement phase is 
performed if the feasible solutions generated in the 
construction phase are within i% of the best constructed 
solution value from the preceding iterations.  

DePuy et al. [8] emphasized that the advantages of the 
Meta-RaPS over other metaheuristics are that run times for 
Meta-RaPS is not significantly affected by the size of the 
problem, it is easy to understand and implement, and can 
generate a feasible solution at every iteration. Pseudo code for 
Meta-RaPS is shown in the Figure 1. 

Until stopping criteria met  
do until feasible ConstructedSolution generated 
    Find priority value for each feasible activity 
    Find best priority value 
    If rnd() ≤  %p  
         then select the activity with best priority value 
    else create CL from feasible activities with priority ≥  Limit   
         Limit = MinPriority + %r ∙ (MaxPriority - MinPriority)  
         Select randomly an activity from CL  
    If  ConstructedSolution > BestConstructedSolution 
        ConstructedSolution ← BestConstructedSolution 
End Until  
If  ConstructedSolution ≤  %i ∙ BestConstructedSolution  
    then improve 
    If  ImprovedSolution > BestImprovedSolution 
        ImprovedSolution ← BestImprovedSolution 
End For 

Figure 1.  Pseudo Code of Meta-RaPS 

 Meta-RaPS has many successful applications for discrete 
optimization problems, such as the Resource Constrained 
Project Scheduling Problem [9], the Vehicle Routing Problem 
[10], the Traveling Salesman Problem [11], the 0-1 
Multidimensional Knapsack Problem [12], the Parallel 
Machine Scheduling Problem with Setup Times [13], 
Early/Tardy Single Machine Scheduling Problem [14], 
Parallel Multiple-Area Spatial Scheduling Problem with 
Release Times [15] and Aerial Refueling Scheduling Problem 
(ARSP) [16].  

3 Q Learning 

In the Q learning algorithm, the term Q is basically 
represents the reward received immediately after selecting 
action a from state s, plus the value, discounted by γ, of 
following the optimal policy. If the agent learns the Q 
function, it will be able to select the action that maximizes 
Q(s, a) among available actions in its current state. 

In the terminology of the Q learning, the decision maker 
is called “agent” and there are several possible “states” for 
the agent to move from one to another. The “environment” is 
the current state in which the agent interacts and makes 
decisions. The agent has a set of possible, or feasible, actions 
that affect both the “reward” and the next state. Once an 
action is taken, the state will be changed. For each action the 
agent receives feedback, called the “reward”. The rewards are 
delayed, and required for the agent to learn the system. The 
sequence of actions from the first state to the terminal state is 
called episode. To solve the optimization problem the agent 
learns the best course of actions that have the maximum 
cumulative reward via Q learning transition equation (4).  
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In (4), Q(st, at) is nominated as the cumulative quality, or 
reward, of action at taken in state st for time t. rt+1 is the 
reward received when the action a is taken at time (t + 1). 
Q(st+1, at+1) is the value for the next state, and has a higher 
chance of being correct. α is the learning factor, 0 <  α < 1, 
gradually decreased in time to converge; and γ is the discount 
factor, 0 ≤ γ < 1 [17]. We discount this value by γ because it 
will happen in the next step. As γ approaches to 1, future 
rewards are given greater emphasis relative to the immediate 
reward. The discount concept essentially measures the 
present value of the sum of the rewards earned in the future 
over an infinite time.  

In the process of creating the Q learning matrix, initially 
all Q(st, at) = 0 for all actions in a lookup table. The Q(st, at) 
values are calculated using equation (4) and stored in their 
state-action cells of the lookup table. This process will be 
repeated until the Q learning matrix converges, i.e. the 
differences between Q values are smaller or equal than a ε 
value accepted. It has been shown that as α is gradually 
decreased in time for convergence, this algorithm converges 
to the optimal Q* values [18]. The pseudo code for Q 
learning algorithm is presented in Figure 2. 

 

initialize Q learning matrix with zeros 
while Q learning matrix not converged 
     for t = 1 until current episode is completed 
         select first item at for state st randomly 
         calculate Q(st, at) via Q learning transition equation 
         update Q learning matrix 

         t ←  t + 1 

    end for 
end while 
 

Figure 2.  Pseudo Code of Q learning. 

Q learning methods are the most widely used 
reinforcement learning methods, probably due to their great 
simplicity. They can benefit from the experience generated 
from interaction with an environment, and be applied with a 
minimal amount of computation [19].  

After Q learning is introduced by Watkins [20], many 
successful applications based on Q learning are presented by 
researchers in the literature, such as weightings for optimal 
control and design problems [21], robot navigation [22], 
morphing Unmanned Air Vehicles [23] and scheduling [24]. 
More information about the Q-learning algorithm can be 
found in [19, 20, 25, 26]. 

4 Path Relinking 

The approach is named Path Relinking because it 
generates a path between solutions linked by a series of 
moves during a search to incorporate attributes of the guiding 
solution while recording the objective function values [6]. PR 

was originally proposed by Glover [27] as a way to explore 
trajectories between elite solutions obtained by tabu search or 
scatter search. The PR generates new solutions by exploring 
trajectories connecting the initiating solution and the guiding 
solution. While following the path from the initiating towards 
the guiding solution the high-quality solutions are created by 
selecting moves with “good” attributes contained in the 
guiding solution [28]. At each iteration, the best move in 
terms of the objective function and decreasing the distance 
between the two solutions is selected. This is repeated until 
the distance is equal to 0 at which point the best solution 
found in the trajectory is returned by the algorithm.  

In the PR approach for each pair of solutions, different 
alternatives exist in selecting the starting and the target 
solutions:  

 Forward: The worst of both solutions is used as the 
starting solution. 

 Backward: The better of both solutions is used as the 
starting solution. Since the starting solution’ 
neighborhood is more explored than that of the target 
solution, the backward strategy is in general better 
than the forward one. 

 Back and forward relinking: Two paths are 
constructed in parallel, using alternatively both 
solutions as the starting and the target solutions. 

 Mixed relinking: Two paths are constructed in 
parallel from both solutions but the guiding solution 
is an intermediate solution at the same distance from 
both solutions. 

Recent PR approaches have been developed to solve the 
problems such as large-scale global optimization [29], team 
orienteering problem [30] and scheduling [31]. There are 
many successful hybrid applications where PR is used to add 
a memory mechanism by integrating it into other algorithms; 
PR with GRASP [32, 33, 34]; TS [35], GA [36, 37], and 
memetic algorithm [38]. 

5 Meta-RaPS Q with Path Relinking 

Meta-RaPS Q algorithm with PR is created three main 
phases: first, Q learning matrix is developed to obtain 
priorities of each item needed for Meta-RaPS; second, a 
solution is generated based on Meta-RaPS principles; and in 
the last phase, PR is applied to reach the best solution of 
Meta-RaPS Q-PR. Once the solution is produced, the Q 
learning matrix is updated using this solution. 

5.1 Creating Q Learning Matrix Phase 

In the Q learning algorithm, next item is selected 
according their Q values, i.e. the item with the maximum Q 
value. However, by accepting the item having the maximum 
Q value the algorithm may be stuck in local regions, and 
cannot explore other promising areas. Another risk with this 
strategy is that each cell in the Q learning matrix may not be 
filled in enough to converge because in theory there is no 
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equal chance to select each cell only by considering their 
maximum values. A precaution to remove these risks may be 
to select the next item randomly, instead of looking for the 
one with maximum Q value. The preliminary analysis of both 
approaches showed that, in selecting next item, randomness 
strategy is superior to elitist strategy. Thus, the transition 
equation of Q learning (4) is modified so that the algorithm 
can select randomly among the feasible items in the next 
state instead of accepting the feasible item with maximum Q 
value. 

To begin the algorithm, first the lookup table for the Q 
learning matrix is created. The solution process begins 
randomly by selecting both the item as in the first state and 
next item for the next action. If we assume that the selected 
item for the first state, t=1, is 6, then the value Q(1, 6) is 
calculated using equation (4) based on all feasible actions 
after item 6 is selected. The Q learning matrix is updated by 
replacing new Q(1, 6) with the previous one. In this example, 
the learning factor α and discount factor γ are 0.7 and 0.1, 
respectively, and rt+1 is 19 which is the priority of the item 3 
selected randomly in state t+1. 

  Q(1, 6) = (1 - 0.7) Q(1, 6) + 0.7 [rt+1 + 0.1 random{Q(2,1), 

                 Q(2,2), Q(2,3), Q(2,4), Q(2,5), Q(2,7), Q(2,8)}]  

= (1-0.7) 0 + 0.7[19+0.1random {0, 0, 0, 0, 0, 0, 0}] 

=13.3. 

When there are no other feasible items to add to the 
solution the calculations are stopped for the current episode, 
and this process will be repeated until the Q learning matrix 
converges. The converged Q learning matrix will be used as 
the priority matrix to select items in the Meta-RaPS Q-PR 
algorithm. 

5.2 Meta-RaPS Phase 

In the construction phase of Meta-RaPS, a solution is 
built by repeatedly adding feasible items to the current 
solution (partial solution) in the order based on their 
priorities. In solving the 0-1 MKP instances, priorities of 
items are extracted from the cells representing state-action 
pairs in the Q learning matrix. In the improvement phase, 
two different algorithms will be employed: 2-opt and 
insertion algorithms. Whereas, in the 2-opt algorithm, the 
item in the solution is replaced with an item that is not in the 
solution in a systematic way, in the insertion algorithm, the 
selected item is inserted to the right or to the left of another 
item in the solution and items between the old and new 
places of inserted item shifted towards old place of inserted 
item in the same order [33]. 

5.3 Path Relinking Phase 

The PR will be employed in Meta-RaPS Q-PR as an 
intensification procudure. In the PR algorithm a trajectory, or 
a path, is created between two solutions, called initial and 
guide, to find new solutions. While progressing, the initial 
solution transforms gradually in the guide solution by 

incorparating the attributes of the guide solution. In Meta-
RaPS Q-PR algorithm, the improved solution found at the 
current iteration is accepted as the initial solution, and the 
best improved solution until the current iteration is assigned 
as the guide solution. To follow the PR process, the initial 
and guide solutions are first coded in a binary string. The 
positions containing same numbers in the initial and guide 
solutions are identified to keep their states and the numbers 
in the remaining positions are changed in a systematic way to 
create the neighborhood. The neighbor with the maximum 
profit is selected to build the path. At each step, the solutions 
become more similar to the guide solution and more different 
from the initial solution. While processing the solution found 
is replaced with the best improved solution only if it is better 
than the best improved solution.  

For example, considering a 4-item 0-1 MKP problem, if 
items 3 and 4 are selected for the initial solution, and items 1, 
2 and 4 for the guide solution, they will be coded as (0 0 1 1) 
and (1 1 0 1), respectively. Note that initial and guide 

solutions share only one item with the same state at the same 
position. The states of items in the other positions are 
switched from selected (1) to not selected (0), or not selected 
(0) to selected (1) to obtain the following neighbors:            
(1 0 1 1), (0 1 1 1) and (0 0 0 1). The best neighbor, i.e. the 
one with the maximum profit, is selected as the new initial 
solution which is now closer to the guide solution, having two 
items at the same position. This process is followed until the 
initial and guide solutions are totally identical. Table 1 
summarizes the PR transforming process from the initial to 
guide solutions.  

Table 1. PR Process 

Initial  Guide Neighbors 
0 0 1 1 1 1 0 1 1 0 1 1* 0 1 1 1 0 0 0 1 

1 0 1 1 1 1 0 1 1 1 1 1 1 0 0 1*  

1 0 0 1 1 1 0 1 1 1 0 1*   

1 1 0 1 1 1 0 1    

Note that the PR phase of the Meta-RaPS Q-PR algorithm 
is not executed at the first iteration because the best improved 
solution to serve as the guide solution is not constituted yet. 
The Meta-RaPS Q-PR pseudo code is shown in Figure 3. 

 
Create Q learning matrix to obtain priorities of items 
Until stopping criteria met 
BestImprovedSolution ← Meta-RaPS Q(ConstructedSolution,           
                                                                 ImprovedSolution) 
PathRelinkingSolution ← PathRelinking(ImprovedSolution,   
                                                                
BestImprovedSolution) 
 If  PRSolution > BestImprovedSolution 
     PRSolution ← BestImprovedSolution 
 update Q learning matrix by using PRSolution as an episode 
End until  
 

Figure 3.  Pseudo Code of Meta-RaPS Q-PR. 
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6 Computational Study 

 Meta-RaPS Q-PR is coded in C++ and solved the 
small/medium 0-1 MKP instances on the Intel i5 CPU 2.27 
GHz PC, and the large instances on the HP Z600 CPU 2.40 
GHz PC. A standard library of 0-1 MKP test instances 
available from the OR-Library [39] is used to evaluate the 
proposed algorithm. These test problems are developed by 
[40, 41, 42, 43]. 

The performance of the Meta-RaPS Q-PR will be 
evaluated in terms of solution quality, or deviation 
percentage. The deviations between solutions s (solution 
found in the current method) and s* (optimum solution or 
best solution found so far) is calculated using the following 
equation (5): 

f (s*) - f (s)
x100.

f (s*)
 (5) 

The stopping criteria are to run the Meta-RaPS Q-PR 
algorithm 10000 iterations or to stop whenever the percent 
deviation becomes 0, whichever comes first. Since there are 
many parts in the proposed algorithm where randomness 
plays very important role, the Meta-RaPS Q-PR will solve 
each instances 10 times, and their mean and standard 
deviations will be taken for the analysis. The values of 
parameters for Meta-RaPS are obtained by applying D-
optimal design, a Design of Experiments method, which is 
an offline parameter tuning method [44]. The optimum 
parameter setting found for the Meta-RaPS Q-PR algorithm 
is in Table 2.  

Table 2. Meta-RaPS Q-PR Parameters 

Parameter Value 

Learning factor α  0.7 

Discount factor γ 0.1 

Priority (p) 0.4 

Restriction (r) 0.2 

Improvement (i) 0.1 

Number of iterations (I) 10000 

The results for the small/medium 0-1 MKP instances 
produced by the proposed algorithm are summarized in Table 
3. The Meta-RaPS Q-PR approach could solve all instances, 
and find 9.02 times optimum solutions in 10 runs in average 
for all instances. The average deviation% of the solutions 
reached by the proposed algorithm is 0.016%.  

Table 3. Meta-RaPS Q-PR Results for Small/Medium 0-1 
MKP 

Statistics Dev.% #Opt. #Iteration Time (Sec.) 
Average 0.016 9.02 1176 258 
Std. Dev. 0.037 2.06 1580 593 

In solving the 0-1 MKP, Moraga et al. [12] employed the 
Meta-RaPS with Dynamic Greedy Rule (DGR) [10] as the 
priority rule in determining the priorities among items. Their 

average deviaton% was 0.003% for all instances. 
PETERSEN7 was the only instance for which Meta-RaPS 
DGR did not find the optimal solution for 10000 iterations, 
and their runtimes per instance was 115 seconds. 

To reveal the contribution of the Q learning and PR to 
Meta-RaPS Q-PR, the number of optimum solutions found in 
the construction, improvement and PR phases are tracked for 
each instance. Since it is observed in the initial analysis that 
the role of PR is getting more important with the increasing 
number of items and knapsacks, the instances are put in the 
order of the size, which is defined here as the product of the 
number of items and number of knapsacks, as a possible sign 
of instance difficulty.  

 

Figure 4.  The number of optimum solutions found in the 
construction phase of Meta-RaPS Q-PR. 

 

Figure 5.  The distribution of solutions found in the improvement 
and PR phases of Meta-RaPS Q-PR in 10 replicates. 

Figure 4 shows the distribution of the number of optimum 
solutions found in the construction phase. For the instances 
with lower size, Meta-RaPS could find optimum solutions 
even in the construction phase by using the priorities from Q 
learning matrix. For the remaining instances it is observed 
that the chance of reaching to optimum solutions is 
decreasing with the increasing size of the instances. The 
distributions of the number of optimum solutions found in the 
improvement and PR phases indicate the efficiency of the PR 
algorithm, in Figure 5. Especially for the instances with 
higher number of size, the role of PR in the proposed 
algorithm becomes clear; its share of the number of optimum 
or best solutions found in 10 runs for each instance is 
increasing. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 205



It should remind that beside the parameter number of 
iteration, there is another stopping criterion that stops the 
algorithm whenever deviation% is equal to 0. For the 
instances with lower size, the algorithm can find the 
optimum solutions, and stops the solution process before it 
reaches to the PR phase. This is the reason why the PR phase 
seems not to produce optimal or best solutions for these 
instances. However, in solving the instances with higher size, 
Meta-RaPS requires employing the PR phase to obtain better 
results. To see the performance of the Meta-RaPS PR for 
larger size problems, the algorithm is also applied to solve 
the first 10 large size 0-1 MKP instances with 100 items and 
5 knapsacks in OR Library [39]. The proposed algorithm 
could solve optimally 7 of 10 instances and its deviation% 
from optimum/best solutions is 0.14%, as seen in Table 4. 

Table 2. Meta-RaPS Q-PR Results for Large 0-1 MKP  

Statistics Dev.% #Opt #Iteration Time (Min.) 
Average 0.14 3.2 3532 37.61 
Std. Dev. 0.15 3.7 1010 13.13 

Meta-RaPS Q-PR could reach better results than Meta-
RaPS DGR proposed by Moraga et al. [12] whose average 
deviaton% was 0.60% for 0-1 MKP instances with 100 items 
and 5 knapsacks. Meta-RaPS DGR run times ranged from 7 
to 35 minutes per problem. 

7 Conclusion 

According to Alpaydın [26], for a system to be intelligent, 
in a changing environment, it needs to have ability to 
memory and learn. And, learning is an intelligent process in 
which the basic unit of mutability is the idea [45]. “Good” 
adaptive ideas are maintained, much as good genes increase 
in a population, while poor ideas are forgotten. In similar 
manner, memory and learning mechanisms in metaheuristics 
can learn and remember “good” ideas related to the search 
process to make it possible to create high quality solutions for 
optimization problems by utilizing this information.  

In the original form, Meta-RaPS has no information about 
the search history and begins every iteration from the same 
point due to its memoryless nature. In the proposed 
algorithm, Meta-RaPS Q-PR, the Q learning and PR 
approaches serve as mechanisms that learn the best policy to 
construct a solution, and learn “good” attributes of best 
solutions to reach the optimum solution while losing “bad” 
attributes of the current solution.  

We showed that incorporating memory and learning 
mechanisms, such as Q learning and PR, into a memoryless 
metaheuristic can result in significant improvements to the 
metaheuristic’s performance. Even though the proposed 
algorithm could solve all small/medium instances, the 
average deviatons% for proposed and original versions of 
Meta-RaPS are pretty small. However, the contribution of Q 
learning and PR becomes more clear when investigated the 
small set of large instances. Thus, for the future studies, the 
proposed algorithm should be applied to solve the remaining 

large 0-1 MKP instances in OR-Library to understand its true 
performance. 
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Abstract—Web spam has become a big problem in the lives

of Internet users, causing personal injury and economic

losses. Although some approaches have been proposed to

automatically detect and avoid this problem, the high speed

the techniques employed by spammers are improved requires

that the classifiers be more generic, efficient and highly

adaptive. Despite of the fact that it is a common sense in the

literature that neural based techniques have a high ability

of generalization and adaptation, as far as we know there

is no work that explore such method to avoid web spam.

Given this scenario and to fill this important gap, this paper

presents a performance evaluation of different models of

artificial neural networks used to automatically classify and

filter real samples of web spam based on their contents. The

results indicate that some of evaluated approaches have a

big potential since they are suitable to deal with the problem

and clearly outperform the state-of-the-art techniques.

Keywords: web spam; spam classifier; artificial neural network;

pattern recognition

1. Introduction

The web has becoming an essential tool in the lives

of their users. The steady growth in volume of available

information requires the use of search engines that help

users to find desired data and presenting the results in

an organized, quick and efficient way. However, there are

several malicious methods that try to circumvent the search

engines by manipulating the relevance of web pages. This

deteriorates the search results, leaves users frustrated and

exposes them to inappropriate and insecure content. Such

technique is known as web spamming [1].

Web spam is composed by content spam and/or link spam.

According to Gyongyi and Garcia-Molina [2], a very simple

example of content spam is a web page with pornography

and thousands of invisible keywords that have no connection

with the pornographic content. Sheng et al. [3] explain that

link spam is a kind of web spamming with thousands of links

to web pages that are intended to promote. Such method

increases the relevance of pages in search engines that rank

the importance of pages using the relation of the amount of

links pointing to it.

The minor problems caused by web spamming is the

nuisance offered by forging undeserved and unexpected an-

swers, promoting the announcement of unwanted pages [3].

However, there are more serious problems that pose a

significant threat to users, since the web spam may have

malicious content that installs malwares on the computers

of victims, promoting the discovery of bank passwords and

other personal information, degrading the performance of

computers and network, among others [4].

According to annual reports, the amount of web spam is

frightfully increasing. Eiron et al. [5] have classified 100

million web pages and they found that, in average, 11 of

the 20 best results were pornographic pages that achieved a

high relevance through the manipulation of links. According

to Gyongyi and Garcia-Molina [2], there are more than 20%

of web spam in the search results. Furthermore, the same

study has indicated that about 9% of the search results have

at least one link from a spam page in the 10 best results,

while 68% of all queries have some kind of spam in the four

best results presented by the search engines [2].

Unlike the large amount of available approaches to deal

with email spams [6], [7], [8], [9], [10], [11], [12], [13], [14],

there few methods in the literature to automatically detect

web spam. In general, all the techniques employ one of the

following strategies:

• To analyze only the relation of web links [3], [15];

• To analyze only the content of the web pages [16], [17];

or

• To extract features from both contents and links [18],

[19], [20].

Among all the approaches presented in the literature,

machine learning methods are the most used ones, such as

ensemble selection [21], [22], clustering [20], [23], random

forest [21], boosting [21], [22], support vector machine [1],

[24], and decision trees [15], [20]. However, the main

conclusions presented in the literature indicate that the high

speed the techniques employed by spammers are improved

requires that the classifiers be more generic and adaptive.

To the best of our knowledge, the artificial neural network,

that is the one of the most popular and successful technique

for pattern recognition, has not been evaluated for classifying

web spam. To fill this important gap, this paper presents

a performance evaluation of different models of artificial
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neural networks used to automatically classify and filter real

and public samples of web spam.

This paper is organized as follows: Section 2 introduces

the background of the evaluated artificial neural networks.

The experiment protocol and main results are presented in

Section 3. Finally, Section 4 offers the main conclusions and

guidelines for future work.

2. Artificial neural network

Artificial neural network (ANN) is a parallel and dis-

tributed method made up of simple processing units called

neurons, which has computational capacity of learning and

generalization. In this system, the knowledge is acquired

through a process called training or learning that is stored

in strength of connections between neurons, called synaptic

weights [25].

A basic model of ANN has the following components: a

set of synapses, an integrator, an activation function, and a

bias. So, there are different models of ANN depending on

the choice of each component [25].

In the following, we briefly present each model we have

evaluated in this work.

2.1 Multilayer perceptron neural network

A multilayer perceptron neural network (MLP) is a

perceptron-type network that has a set of sensory units

composed by an input layer, one or more intermediate

(hidden) layers, and an output layer of neurons. This type

of network is fully connected, in other words, all neurons

in any layer are connected to all neurons of the previous

layer [25].

By default, MLP is a supervised learning method that uses

the backpropagation algorithm which can be summarized in

two stages: forward and backward.

In the forward stage, the signal propagates through the

network, layer by layer, as follows:

ul
j(n) =

ml−1

∑

i=0

wl
ji(n)y

l−1

i (n),

where l = 0, 1, 2, ..., L are the indexes of network layers.

So, l = 0 represents the input layer and l = L represents

the output layer. On the other hand, yl−1

i (n) is the output

function relating to the neuron i in the previous layer, l− 1,
wl

ji(n) is the synaptic weight of neuron j in layer l and

ml corresponds to the number of neurons in layer l. For

i = 0, yl−1

0 (n) = +1 and wl
j0(n) represent the bias applied

to neuron j in layer l [25], [26].

The output of neuron j in layer l is given by:

ylj(n) = ϕj(u
l
j(n)),

where ϕj is the activation function of j. Then, the error can

be calculated by:

elj(n) = ylj(n)− d(n),

where d(n) is the desired output for an input pattern x(n).
In backward stage, the derivation of the backpropagation

algorithm is performed starting from the output layer, as

follows:

δLj (n) = ϕ′
j(u

L
j (n))e

L
j (n),

where ϕ′
j is the derivative of the activation function. For

l = L,L− 1, ..., 2, is calculated:

δl−1

j (n) = ϕ′
j(u

l−1

j (n))
ml

∑

i=1

wl
ji(n) ∗ δ

l
j(n),

for j = 0, 1, ...,ml − 1 [25], [26].

According to Haykin [25], one of the most common

stopping criteria for the MLPs and other types of ANNs is

the amount of training iterations. The algorithm can also be

stopped when the network reaches a minimum error, which

can be calculated by the Mean Square Error:

MSE =
1

n
eT e,

where n is the number of input patterns and e an array that

stores the relative error for all input patterns in the network.

2.1.1 Levenberg-Marquardt algorithm

The Levenberg-Marquardt algorithm is usually employed

to optimize and accelerate the convergence of the backpropa-

gation algorithm [27]. It is considered a second order method

because it uses information about the second derivative of

the error function.

Considering that the error function is given by MSE,

the equation used by Gauss-Newton method to update the

network weights and to minimize the value of MSE is:

Wi+1 = W1 −H−1∇f(W ).

The gradient ∇f(W ) can be represented by:

∇f(W ) = JT e

and the Hessian matrix can be calculated by:

∇2f(W ) = JTJ + S,

where J is the Jacobian matrix

J =
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,

xi is the i-th input pattern of the network and
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S =
n
∑

i=1

ei∇
2ei.

It can be conclude that S is a small value when compared

to the product of the Jacobian matrix, so the Hessian matrix

can be represented by:

∇2f(W ) ≈ JTJ.

Therefore, updating the weights in Gauss-Newton method

can be done by:

Wi+1 = W1 − (JTJ)−1JT e.

One limitation of the Gauss-Newton method is that a

simplified Hessian matrix can not be reversed. Thus, the

Levenberg-Marquardt algorithm updates the weights by:

Wi+1 = Wi − (JTJ + µI)−1JT e,

where I is the identity matrix and µ a parameter that makes

the Hessian a positive definite matrix.

More details about the Levenberg-Marquardt algorithm

can be found at [26], [27], [28].

2.2 Kohonen’s self-organizing map

The Kohonen’s self-organizing map (SOM) is based on

unsupervised competitive learning. Its main purpose is to

transform an input pattern of arbitrary dimension in a one-

dimensional or two-dimensional map in a topologically

ordered fashion [25], [29].

The training algorithm for a SOM can be summarized in

two stages: competition and cooperation [25], [29].

In the competition stage, a random input pattern (xj)

is chosen, the similarity between this pattern and all the

neurons of the network is calculated by the Euclidean

distance, defined by:

id = arg min
∀i

‖xj − wi‖,

where i = 1, ...k, and the index of the neuron with lowest

distance is selected.

In the cooperation stage, the synaptic weights wid that

connect the winner neuron in the input pattern xi is updated.

The weights of neurons neighboring the winner neuron are

also updated by:

wi(t+ 1) = wi(t) + α(t)h(t)(xi − wi(t)),

where t is the number of training iterations, wi(t+1) is the
new weight vector, wi(t) is the current weight vector, α is

the learning rate, h(t) is the neighborhood function and xi

is the input pattern.

The neighborhood function h(t) is equal to 1 when the

winner neuron is updated. This is because it determines

the topological neighborhood around the winning neuron,

defined by the neighborhood radius σ. The amplitude of this

neighborhood function monotonically decreases as the lateral

distance between the neighboring neuron and the winner

neuron increases. There are several ways to calculate this

neighborhood function, and one of the most common is the

Gaussian function, defined by:

hji(t) = exp
( −d2ji

2σ2(t)

)

,

where dji is the lateral distance between winner neuron i

and neuron j. The parameter σ(t) defines the neighborhood

radius and should be some monotonic function that decreases

over the time. So, the exponential decay function

σ(t) = σ0 exp
(

−
t

τ

)

can be used, where σ0 is the initial value of σ, t is the

current iteration number and τ is a time constant of the

SOM, defined by

τ =
1000

log σ0

.

The competition and cooperation stages are carried out for

all the input patterns. Then, the neighborhood radius σ and

learning rate α are updated. This parameter should decrease

with time and can be calculated by:

α(t) = α0 exp
(

−
t

τ

)

,

where α0 is the initial value of α, t is the current iteration

number and τ is a time constant of the SOM which can be

calculated as presented in the cooperation stage.

2.3 Learning vector quantization

The learning vector quantization (LVQ) is a supervised

learning technique that aims to improve the quality of the

classifier decision regions, by adjusting the feature map

through the use of information about the classes [25].

According to Kohonen [29], the SOM can be used to

initialize the feature map by defining the set of weight

vectors wij . The next step is to assign labels to neurons.

This assignment can be made by majority vote, in other

words, each neuron receives the class label in that it is more

activated.

After this initial step, the LVQ algorithm can be employed.

Although, the training process is similar to the SOM one,

it does not use neighborly relations and updates only the

winner neuron. Therefore, it is checked if the class label of

the input vector x is equal to the label of the winner neuron.

If the labels are equal, this neuron is moved towards the input

vector x by:

wid(t+ 1) = wid(t) + α(t)(xi − wid(t)),
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where α is the learning rate, id is the index of the winner

neuron and t is the current iteration number. However, if the

label of the winner neuron is different from the label of the

input pattern x, then it is moved away by:

wid(t+ 1) = wid(t)− α(t)(xi − wid(t)).

2.4 Radial basis function neural network

A radial basis function neural network (RBF), in its most

basic form, has three layers. The first one is the input

layer which has sensory units connecting the network to its

environment. The second layer is hidden and composed by

a set of neurons that use radial basis functions to group

the input patterns in clusters. The third layer is the output

one, which is linear and provides a network response to the

activation function applied to the input layer [25].

The activation functions consists of radial basis functions

whose values increase or decrease in relation to the distance

for a central point. The decreasing radial basis function most

common is the Gaussian, defined by:

h(x) = exp

(

−
(x− c)2

r2

)

,

where x is the input vector, c is the center point and r is

the width of the function. On the other hand, the increasing

radial basis function generally is represented by a multi-

quadric function, defined by [30]:

h(x) =

√

r2 + (x− c)2

r
.

The procedure for training a RBF is performed in two

stages. In the first one, the parameters of the basic functions

related to the hidden layer are determined through some

method of unsupervised training, as K-means.

In the second training phase, the weights of the output

layer are adjusted, which corresponds to solve a linear

problem [27]. According to Bishop [27], considering an

input vector x = [x1, x2, ..., xn], the network output is

calculated by:

yk =

m
∑

j=1

wkjhj ,

where x = [wk1, wk2, ..., xkm] are the weights, h =
[h1, h2, ..., hm] are the radial basis functions, calculated by

a function of radial basis activation.

After calculating the outputs, the weights should be up-

dated. A formal solution to calculate the weights is given

by:

w = h†d,

where h is the matrix of basis functions, h† represents the

pseudo-inverse of h and d is a vector with the desired

responses [27].

Consult [25], [27], [30] for more information.

3. Experiments and results

To give credibility to the found results and in order

to make the experiment completely reproducible, all the

tests were performed with the public and well-known

WEBSPAM-UK2006 collection1. It is composed by a set

of 105,896,555 web pages hosted in 114,529 hosts in the

UK domains. It is important to note that this corpus was

used in Web Spam Challenge Track2 I and II, that are the

most known competitions of web spam detection techniques.

In our experiments, we have followed the same com-

petition guidelines. In this way, we have used a set of

8,487 feature vectors employed to discriminate the hosts as

spam or ham. This kind of information was provided by the

organizers. Each feature vector is composed by 96 features

proposed by Castilho et al. [20], where 24 features were

extracted from the host home page, other 24 ones from the

page with the highest PageRank, 24 ones from the mean

of these values for all pages, and the remaining 24 ones

from the variance of all web pages. Furthermore, each host

is labeled as spam, not spam (ham) or indefinite. Thus, the

vectors related to hosts that are labeled as undefined were

discarded.

3.1 Protocol

We evaluated the following well-known artificial neural

networks (ANNs) algorithms to automatically detect web

spam based on its content: multilayer perceptron (MLP)

trained with the gradient descent and Levenberg-Marquardt

methods, Kohonen’s self-organizing map (SOM) with learn-

ing vector quantization (LVQ) and radial basis function

neural network (RBF).

We have implemented all the ANNs with a single hidden

layer and with one neuron in the output layer. In addition,

we have employed a linear activation function for the neuron

of output layer and an hyperbolic tangent activation function

for the neurons of the intermediate layer. Thus, we have ini-

tialized the weights and biases with random values between

+1 and −1, and normalized the data to this interval.

The desired output for all networks is −1 (ham) or +1
(spam). So, for RBFs and MLPs, if the output is greater than

or equal to 0, the host is considered spam, otherwise it is

considered ham. The same not happens with SOMs since

the data receive the same label of the neuron that represents

them.

Regarding the parameters, in all simulations, we have

employed the following stopping criteria: maximum number

of iterations be greater than a threshold θ, the mean square

error (MSE) of the training set be smaller than a threshold

γ or when the MSE of the validation set increases (checked

every 10 iterations).

1Yahoo! Research: “Web Spam Collections”. Available at http://
barcelona.research.yahoo.net/webspam/datasets/.

2Web Spam Challenge: http://webspam.lip6.fr/
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The parameters used for each ANN model were empiri-

cally calibrated and are the following:

• Multilayer perceptron with gradient descent method:

– θ = 10, 000
– γ = 0.001
– Step learning α = 0.005
– Number of neurons in the hidden layer: 100

• Multilayer perceptron with Levemberg-Marquardt

method:

– θ = 500
– γ = 0.001
– Step learning α = 0.001
– Number of neurons in the hidden layer: 50

• Kohonen’s self-organizing map with learning vector

quantization:

– Competition stage:

∗ One-dimensional neighborhood function with

initial radius σ = 4

– Cooperation stage:

∗ θ = 2, 000
∗ Step learning α = 0.01
∗ Number of neurons in the hidden layer: 120

• Radial basis function neural network:

– Number of neurons in the hidden layer: 10

Note that, for the simulations using the RBFs, we have not

employed any stopping criteria because the training method

is not iterative, as pointed out in Section 2.4.

To address the algorithms performance, we divided each

simulation in 10 tests and calculated the arithmetic mean and

standard deviation of the following well-known measures:

accuracy rate (Acc%), spam recall rate (Rcl%), specificity

(Spc%), spam precision rate (Pcs%), and F-measure (FM).

In each test, we have randomly selected 80% of the samples

of each class to be presented to the algorithms in the training

stage and the remaining ones were separated for testing.

3.2 Results

In this section, we report the main results of our evalu-

ation. Table 1 presents the performance achieved by each

artificial neural network. Bold values indicate the highest

score.

Table 1: Results achieved by each evaluated artificial neural

network for WEBSPAM-UK2006 dataset.

Gradient Levenberg RBF SOM + LVQ

Mean Mean Mean Mean

Acc 86.2±1.2 88.6±1.4 79.7±0.6 80.6±0.8

Rcl 57.0±4.6 69.3±4.2 26.7±2.8 29.2±2.6

Spc 95.0±0.4 94.2±1.2 95.8±0.7 96.3±0.6

Pcs 77.5±2.7 77.6±4.6 65.8±3.3 70.4±4.0

FM 0.656±0.039 0.731±0.032 0.379±0.030 0.412±0.030

According to the results, it is clear that the MLP trained

with Levenberg-Marquardt method achieved the best perfor-

mance. On the other hand, the Kohonen’s self-organizing

map and radial basis function neural network acquired

the worst performances with a very low spam recall rate.

Furthermore, in all results we noted the contrast between

the high specificity rate and a not too high spam recall rate,

which indicates that the classifiers have more successful to

identify ham hosts than spam ones.

Based on these first results, we considered the hypothesis

that there are redundancies in the feature vectors that could

be affecting the classifiers performance. In this way, we

employed the principal component analysis (PCA) [25] to

analyze and reduce the dimensionality of the feature space.

Using the PCA, we observed that with only 23 dimensions is

possible to represent about 99% of the information presented

in the original 96 feature vectors. According to the analysis,

the most relevant information are in the first 21 dimensions.

Therefore, it is possible to conclude that just the attributes

extracted from the host home page have enough information

to characterize the host as spam or ham.

After reducing the feature vectors from 96 to 23 dimen-

sions, we performed a new simulation. The found results are

presented in Table 2.

Table 2: Results achieved by each evaluated artificial neural

network for WEBSPAM-UK2006 dataset after a step of di-

mensionality reduction using principal component analysis.

Gradient Levenberg RBF SOM + LVQ

Mean Mean Mean Mean

Acc 81.0±0.6 85.5±1.5 76.9±0.4 77.3±0.2

Rcl 38.8±2.4 55.5±3.4 2.5±1.3 3.1±0.8

Spc 95.1±0.6 94.8±1.2 99.5±0.3 99.8±0.1

Pcs 71.1±2.8 77.0±4.0 58.6±19.8 88.3±6.5

FM 0.502±0.024 0.644±0.027 0.047±0.024 0.060±0.014

Based on the found results we can see that, although

PCA indicates that the new feature vectors represent more

than 99% of the information of the original data, reducing

the dimensionality of the feature space clearly affected the

classifiers performance for all evaluated techniques, mainly

for Kohonen’s self-organizing map and radial basis function

neural network which achieved spam recall rate lower than

5%. Therefore, it is conclusive that in this scenario reducing

the dimensionality of the feature space is not indicated.

Analyzing the results achieved in all experiments, we

also suspected that the difference between the achieved high

specificity rates and low spam recall rates for all evaluated

techniques could be explained by the large difference be-

tween the number of ham over the amount of spam samples.

This could be doing the classifiers more specialized to

identify ham hosts. Thus, to test this hypothesis, we decided

to present to the classifiers the same number of data in the

two classes during the training process. In this way, 1,978

samples of each class were randomly selected to be trained.
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With this new setup, we performed a new simulation

using again all the feature vectors. Table 3 presents the

classification results.

Table 3: Results achieved by each evaluated artificial neural

network for WEBSPAM-UK2006 dataset using classes of

equal size in the training stage.

Gradient Levenberg RBF SOM + LVQ

Mean Mean Mean Mean

Acc 84.7±1.6 87.6±1.5 63.6±1.3 66.9±0.7

Rcl 82.9±2.0 86.5±2.0 45.6±1.9 59.7±5.9

Spc 86.4±2.4 88.8±1.9 81.6±1.5 74.2±5.5

Pcs 86.1±2.4 89.1±2.4 71.3±2.1 70.1±2.9

FM 0.845±0.015 0.877±0.017 0.556±0.016 0.642±0.026

The last results indicate that training the artificial neural

networks with the same number of samples in each class

clearly improved the performance of all classifiers. Note that,

if we compare the new results with the ones presented in

Table 1, as it was expected, the cost for the lower specificity

rate worth if we consider the great improvement in the spam

recall rate. It can be also confirmed by the improvement in

the F-measure for all evaluated techniques. It is important to

note that the MLP with the Levemberg-Marquardt method

achieved very good results and the best performance when

compared with the other evaluated methods.

To show that the evaluated artificial neural networks are

really competitive, in Table 4 we present a comparison

between the best results achieved by the evaluated artificial

neural networks and the top performance techniques em-

ployed to classify web spam available in the literature.

Table 4: Comparison between the results achieved by the

evaluated artificial neural networks and the top performance

classifiers available in the literature.

Classifiers Pcs Rcl FM

Top performance methods available in the literature

Decision trees [20] - content - - 0.683

Decision trees [20] - content and links - - 0.763

Support Vector Machine [1] - content 60.0 36.4 -

Bagging [16] - content 84.4 91.2 -

Boosting [16] - content 86.2 91.1 -

Best results achieved by each artificial neural network

MLP + Gradient - content 86.1 82.9 0.845

MLP + Levenberg - content 89.1 86.5 0.877

RBF - content 88.3 45.6 0.556

SOM + LVQ - content 64.2 59.7 0.642

The comparison indicates that the MLP with Levemberg-

Marquardt method is very competitive and suitable to deal

with the problem. Note that, although the Bagging algorithm

presented by Ntoulas et al. [16] achieved higher spam recall

rate, the spam precision rate is lower and, consequently, the

specificity rate is also lower than those one achieved by

MLP. Furthermore, the results indicate that the MLP neural

networks outperformed established methods as the decision

trees proposed by Castilho et al. [20] and SVM presented

by Svore et al. [1].

4. Conclusions and future work

In this paper, we have presented a performance evaluation

of different models of artificial neural networks used to

automatically classify real samples of web spam based on

their contents.

The results indicate that the multilayer perceptron neural

network trained with the Levenberg-Marquardt method is

the best evaluated model. Such a method also outperformed

established techniques available in the literature such as

decision trees [20] and support vector machine [1].

Furthermore, since the data is unbalanced, the results also

indicate that all the evaluated techniques are superior when

trained with the same amount of samples of each class. It

is because the models tend to converge to the benefit of

the class with the largest number of representatives, which

increases the rate of false positives or false negatives.

We have also observed that the Kohonen’s self-organizing

map and radial basis function neural network were inferior

than the multilayer perceptron neural networks in all sim-

ulations. So, we can conclude that such a models are not

indicated to classify web spam.

Finally, an analysis on the feature vectors originally pro-

posed by Castilho et al. [20] indicate that they have many

redundancies, since with the principal component analysis

is possible to reduce them from 96 to 23 dimensions that

represents about 99% of the information presented in the

original feature set. However, using the reduced feature

vectors clearly hurts the classifiers accuracy.

For future work, we intend to propose new features to

enhance the classifiers prediction, and hence increase its

ability to discriminate the hosts as spam or ham. In this

way, we aim to use the relation of links presented in the

web pages.
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Abstract: This work explored the application of Group 

Method of Data Handling (GMDH) and Radial Basis 

Functions Generalized Regression Neural Network 

(RBFGRNN) for a multi-class data classification with real 

valued attributes.  The Dataset employed has 336 instances, 

with each instance consisting of a name and seven 

predictive inputs and one of five different classes.  The 

Karhunen Loeve Transformation (KLT) technique is used to 

avoid redundancy in the data keeping more than 95% of the 

information in the original data. A four layer GMDH 
network with six best error outputs passed to the succeeding 

layer gave the best result.  Before applying a multi-

dimensional RBFGRNN network, a DIANA like hierarchical 

clustering algorithm has been employed to determine the 

number of cluster centers and organize the data around 

those centers. Finally, the multi-dimensional RBFGRNN is 

applied on the transformed data and the performance of the 

network is evaluated.  The regressed output of the network 

highly resembles the actual desired class outputs.  

Keywords: GMDH, RBFGRNN, KLT, classification, 

clustering.  

1. Introduction 

A classification problem can be described as identifying 

an unknown object as a member of a known class of objects.  

The large volume of biological sequences, like DNA and 

protein sequences, available in public databases in recent 

times has created great interest in the area of development of 
computational techniques for automatic classification of 

those data sequences.  In literatures, several algorithms have 

been suggested for a multivariate classification problem. 

Traditional sequence classification algorithms like K-nearest 

neighbor based techniques and machine learning algorithms 

like support vector machines (SVM) have been studied and 

implemented in this effort of sequence-based classification 

[1].  Over the years, algorithms based on Markov models, 

and Hidden Markov models have been used extensively for 

solving various problems in computational biology [2, 3]. 

Deshpand and Karypis specifically evaluated different 
classification algorithms applied on five different datasets, 

including E. coli, and found out that the SVM-based 

approaches provide better accuracy than Markov model or 

K-nearest based methods [1].  Machine learning algorithms 

learn from experience or observed examples based on some 

class of tasks and performance measure [4].  Because of the 

algorithm’s learning ability to construct classifiers, machine 

learning techniques are appropriate for biological data 

classification problem.  In machine learning, there are in 

general two types of learning approaches: supervised 

learning in which the learner has some prior knowledge of 

the data, and unsupervised learning where no prior 

information is given to the learner regarding the data or the 

output [5].  Neural networks are one of the most widely 
applied classification techniques for solving problems in 

human-like manner [5, 6].  After sufficient training, the 

neural structure uses the knowledge it stores in the 

connection weights to recall patterns. 

 This paper investigates the application of GMDH and 

RBFGRNN neural networks for classifying a multivariate 

class problem.  Neural networks in general assume fairly 

independent sets of attribute values to avoid garbage-in 

garbage-out scenario.  So, preprocessing of training data is 

very crucial to guarantee linearly independent sets of inputs 

to the network.  For this purpose, KLT technique is applied 
to transform the high dimensional data to a lower dimension 

by avoiding a redundancy in the original data.  In addition, 

the order of the training data is randomized at each epoch 

and the inputs are normalized so that all the inputs to the 

network will have a balanced impact on the network.  The 

transformed data needs to be categorized in to a set of 

clusters before using the RBFGRNN.  In most literatures, K-

mean clustering algorithm was used to cluster the data in to 

K number of clusters.  K-mean clustering is famous and 

simple to implement. In most circumstances however, the 

number of clusters that prevail in the data is not known 
apriori.  Instead, we applied a hierarchical DIANA like 

clustering algorithm that starts with one big cluster and 

continuously divides the cluster until the diameter of the 

cluster is less than a threshold value. The feasibility of the 

algorithms for a multi-class data classification is verified 

using an E. coli data set obtained from the database of UCI’s 

machine learning laboratory [7].  The E.coli (formally 

known as Escherichia coli) are named after a German 

paediatrician and bacteriologist Theodor Escherich who first 

discovered it in 1885 [8].  The E. coli dataset has 336 real 

valued instances with 8 attributes (7 predictive, 1 name).  In 

the implementation we considered only the 7 predictive 
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input attributes as the name is simply an ID that does not 

contribute for classification.  

The rest of the paper is organized as follows: In sections 
2 and 3 we present a detailed algorithmic description of 
GMDH and RBFGRNN networks respectively.  Section 4 
presents the methodology followed.  The KLT 
dimensionality reduction and the DIANA like clustering 
algorithm techniques are also briefly explained here.  Section 
5 discusses the simulation results obtained and the last 
section concludes the paper by highlighting major 
achievements obtained and pointing future research 
directions. Finally, the appendix section displays the 
simulation results in tabular form.  

2. GMDH 

 The GMDH neural network, invented by Alexey G. 

Ivakhnenko at the institute of cybernetics in Ukraine in 1968 
[9], is based on a polynomial theory of complex systems. 

GMDH polynomial neural networks are self-organizing 

networks.  The connections between neurons in the network 

vary during the training process so as to optimize the 

performance of the network [10].  The network starts only 

with input neurons.  During the training process, neurons are 

selected from a pool of candidates and added to the hidden 

layers.  Hence, the number of layers in the network is 

automatically selected to produce maximum accuracy 

without over fitting.  GMDH does not require presetting of 

the neural network structure and it allows presenting a 
classification rule as a concise set of short-term polynomials.  

Ivakhnenko originally developed the GMDH for the purpose 

of building more accurate predictive models of the fish 

populations in rivers and oceans [9].  It is a self-organizing 

method which is based on sorting-out gradually complicated 

functional models (not necessarily polynomials) utilizing an 

external criterion in their evaluation on separate cross-

validation data samples.  The original intent of the GMDH 

lies in the field of forecasting, extrapolation of multivariate 

processes, pattern recognition, knowledge discovery and 

data mining.  When used in its polynomial form, the GMDH 
answers the age-old question of how to fit a polynomial to 

data without over fitting [11].  Figure 1 illustrates the 

structure of a basic GMDH network using polynomial 

functions of two variables. 

 The first layer (at the top) presents one input for each 

predictor variable.  Each neuron in the second layer draws its 

inputs from two of the input variables.  The neurons in the 

third layer draw their inputs from two of the neurons in the 

previous layer and progresses through each layer in the same 

fashion.  The layer at the very bottom draws its two inputs 

from the one just before it and generates a single value as an 

output of the network.  Traditional GMDH neural networks 
use complete quadratic polynomials of two variables as 

transfer functions in the neurons.   

 

Output

INPUTS

 

Figure 1: The structure of a basic GMDH network using 

polynomial functions of two variables. 

A second order polynomial equation of the GMDH neural 

network model is shown in Equation 1.  The coefficients are 

the values for the weight of the neuron with x1 and x2 as 

inputs y as an output. 
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A more simplified version of GMDH can be obtained by 

ignoring the square terms in equation (1).  Our 

implementation considered both versions and the results for 

the simplified version are portrayed in Figures 4 to 7.  And 

the weights and combinations of input for each of the four 

layers are as shown in Tables 1 to 4. 

3. RBFGRNN 

 The RBFGRNN is an adaptation of the traditional 

GRNN (the Nadaraya-Watson kernel regression 

approximator) that was developed by Donald Specht [12].  

This network is akin to the RBF network in which there is a 

hidden unit centered at each cluster center.  These RBF 
units in the hidden layer are called “Gaussian Displacement 

Units (GDUs)” and correspond to kernel functions in the 

Nadaraya-Watson kernel regression approximator (see 

Figure 2).  RBFGRNN can be used for prediction by 

analyzing and modeling the relation between inputs and 

outputs of large amount of data [13].  The KLT (also 

termed Principal Component Analysis in some literatures) 

is a linear projection technique where a high dimensional 

data is transformed into a lower dimension.  It is a key 

element of many signal processing and communication 

tasks, including approximation, compression, and 
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classification. Figure 2 shows the schematic diagram of a 

typical RBFGRNN network. 

 
 

Gs2 

Gs3

GsN

Gs1

∑ 
Output

X1

X3

XN

X2

W
1

W2

W
N

W3

W
0

Bias X0=1

Input Layer
Gaussian 

Displacement Units
Summation Layer

 
Figure 2: Architecture of a typical RBFGRNN. 

The output of the GDUs is computed using equation (2).  
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Where, the cks are the cluster centers and   is the 
covariance matrix. 

4. Methodology 

The implementation is organized in to the following 
subsections.  

4.1. Data Formatting 

First, the original data downloaded from the UCI's 

website is formatted in a way it is suitable for training.  The 

data is then divided in to training and testing in a 1:3 ratio 

(25% testing). In addition, the sequence of the events in the 

data is randomized for fair generalization outcome by the 

network.  Each of the classes instances are reshuffled and 

equal percentage representation is maintained for each class 

both in the training and testing data set.  

4.2. Dimensionality Reduction 

The original data is transformed into a lower 
dimension using the KLT technique.  First the covariance 

matrix is computed using equation (3).  The Eigen values 

and Eigen vectors of the covariance matrix are then obtained 

using octave (see equation 4).  
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Once the Eigen vectors and Eigen values are computed, the 

next step is to find the top “dim” Eigen values that keep 

95% of the information in the original data using equation 

(5). 
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Where, dim is the dimension of the transformed data, lamdai 

is the ith eigen value and N is the number of eigen vectors.  

The first “dim” Eigen vectors satisfying equation (5) are 

used to form the transformation matrix phi given in equation 

(6).  The phi matrix will be used to transform the data using 

equation (7) 

)6(dim):1(:,eigvectorphi  

)7(* phiXdDatatransforme  

4.3. DIANA  

 A DIvisive ANAlysis (DIANA) is a hierarchical 

clustering technique that constructs the hierarchy starting 

with one big cluster that contains all the events, i.e. initially 

there is one large cluster consisting of all the objects.  A 

DIANA like clustering algorithm is used for clustering the 
transformed data.  At each subsequent step, the largest 

available cluster is split into two clusters until a stopping 

criterion is met.  By trial and error a threshold value of 20 

times the smallest nonzero distance between any two events 

in the data set gives the best performance and is used as 

stopping criteria. 

Algorithmic description: 

a. All vectors start out as one cluster on the buffer 

list. 

b. Calculate the smallest none zero distance (LB) 

between any two events in the one cluster. 
c.  Divide Cluster:  

For each cluster on the buffer list  

i. Find the vectors (m, n) in the one cluster whose 

distance equals the cluster’s diameter.  The 

diameter of a cluster is defined as the largest 

distance between any two vectors in the cluster. 

ii.  For all other vectors  

If vector k is closer to m, place it in group-1, 

otherwise place it in group-2 

iii. Check Condition  

If the diameter of vectors in group-1 is larger than 
the threshold, then place group-1 on the buffer list, 

otherwise place group-1 on the final list.  And do 

the same for group-2.  

iv. Remove the parent cluster from the buffer list 
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d. Repeat step c until no clusters exist in the buffer 

list. 

4.4. GMDH 

The GMDH network training algorithm proceeds as 

follows: 

1. Initialize the training and testing data, iteration 

constant and the maximum number of layers 
parameters.  

2. Construct the first layer which simply presents 

each of the input predictor variable values. 

3. Construct all possible functions using combinations 

of inputs from the previous layer and predict the 

weight values.  

4. Compute the Mean Absolute Error (MAE) between 

the regressed output at the Kth layer and the desired 

output.  

5. Sort the candidate neurons in order of increasing 

MAE. 

6. Select the best (smallest MAE) neurons from the 
candidate set for the next layer.  A model-building 

parameter specifies how many neurons are used in 

each layer. 

7. Compare the best MAE at the Kth layer with the 

best MAE at the (K-1)th layer.  

8. Check condition 

If the error for the best neuron in the Kth layer is 

better than the error from the best neuron in the 

previous layer and the maximum number of layers 

has not been reached, then set the output of the Kth 

layer to the input of the (K+1)th layer and go back 
to step 3 to construct the next layer.  Otherwise, 

stop the training.  

When over fitting begins, the error as measured with the 

control data will begin to increase.  Training the network 

should stop at this point.  Figure 3 shows the layout of the 

program flow for the GMDH implementation. 

4.5. RBFGRNN 

In the RBFGRNN, the GDUs require the sample 

covariance matrix from the training data as well as the input 

cluster centers.  The output of the hidden layer is fed into an 

optimal linear regression network to map the GDU outputs 

to the target training data (see figure 2).  First, the KLT is 

applied to check linear dependency in the training data by 
transforming the original high dimensional data to a form 

that is linearly independent.  Then, the transformed data is 

categorized into clusters around the cluster centers obtained 

using the DIANA like algorithm. RBFGRNN is a one pass 

neural network where the connection weights are computed 

using equation (8).  
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Where, G is a GDU matrix whose values are computed 
using equation (2) and YD is the desired output vectors. 

Once the values for the weights are determined, the 

regressed output of the network is calculated using equation 

(9). 

)9(*0*_ biaswWGOutNet   

Where, w0 is the weight value associated with the bias input. 
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Figure 3: Program Flow Layout for GMDH. 

5. Results 

The performance of the two networks for solving a multi-
dimensional real valued data classification is tested on an E-
coli data set.  The GMDH network was attempted for 
different best outputs (based on top best MAE values).  The 
estimated output of the GMDH network fits with the given 
datasets.  The performance of the network is evaluated based 
on the MAE for the testing date.  How the network behaves 
for the data it has seen during the training phase is also 
considered.  Training of the network is stopped when the 
MAE curve starts to increase or stops decreasing (see Figure 
4).  Accordingly, four layers are found to be sufficient for 
classifying the data.  The values for the weights at each of 
the four layers are given in the tables in the appendix section 
(see Tables 1 to 4).  The values for the eight cluster centers 
are shown in Table 5.  The elbow curve (Figure 4) displays 
the MAE versus the number of layers for both the training 
and testing data.  Figures 5 and 6 show a comparison of the 
response of the network with the desired output for the 
training and testing data respectively.  The final architecture 
of the GMDH network is shown in Figure 7.  Each neuron is 
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constrained to two inputs and one output.  The aij vectors are 
the weights for the ith and jth input combinations. The input 
combinations are ordered by the MAE (for instance 
combination of inputs 1 and 3 gives the least MAE at layer 
1).  
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Figure 4: Mean Absolute Error (MAE) plot for the 

training and testing data using 6 layers.  
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Figure 5: Actual values of the training dataset and 

corresponding GMDH-estimated output. 

 

The KLT reduced the dimension of the original data 

from 7 to 4.  It is found out that four of the Eigen values 

constitute more than 95% of the information in the data.  

Thus, the true dimension of the E. coli dataset is four.  After 

applying the DIANA like clustering algorithm, eight cluster 

centers have prevailed and the data is organized around 

those centers based on its distance closeness.  Finally, multi 

dimensional RBFGRNN is applied on the transformed data.  
The network response for the training and testing data is 

shown in Figures 8 and 9.  The dataset has 5 classes indexed 

using integer numbers from 0 to 4.  As can be seen from the 

performance curves (Figures 5, 6, 8 and 9), the output of 

both networks pretty much resembles the desired class 

indices. 
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Figure 6: GMDH-estimated output versus actual values 

for the testing dataset.  
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Figure 7: The architecture of the final GMDH Network 

after the training 
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Figure 8: RBFGRNN-estimated output versus actual 

values for the training dataset. 
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Figure 9: Output of the RBFGRNN for the test data. 

 

As can be seen from Figure 9, the network output for the 

test data fairly follows the desired output.  The 

discrepancies at some points are due to scarce training 

events for generalization and inadequate validation data. 

6. Conclusion 

This work has shown the feasibility of GMDH and 

RBFGRNN neural networks for classifying a multi-attribute 

real valued data set.  The Karhunen-Loeve Transformation 

technique was used to avoid redundant data set in the input 

columns.  Accordingly, the true dimension of the data was 
found out to be four.  Considering the fitting of GMDH 

estimated values to given values in the database, as well as 

the best values of the errors as shown in the training and 

testing error curves, the GMDH network with six best 

outputs passing to the succeeding layer produced the best 

result.  Also, it is observed that RBFGRNN is very efficient 

in solving a multi-dimensional classification problem as it 

does in approximating smooth functions.  A DIANA like 

hierarchical clustering algorithm is used to cluster the data.  

The simulation results obtained proved that the regressed 

output of the network pretty much resembles the actual 

desired values.  So, given enough data and an appropriately 
sized GDU layer, RBFGRNN and GMDH networks are 

very effective for classifying a multi-class data at a high 

precision.  
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Appendix : 

Table1: Best 6 weight vectors at layer 1 

a13 a34 a23 a14 a24 a12 

-3.249 -3.598 -0.772 -2.141 0.179 0.885 

5.375 -8.288 -1.664 5.008 -8.571 1.092 

-9.044 2.768 -4.988 2.910 1.190 -8.885 

8.495 3.157 1.019 -3.669 5.636 14.788 

Table 2: Best 6 weight vectors at layer 2 

a12 a23 a15 a34 a35 a26 

0.326 0.424 -0.962 -1.811 -0.670 -0.445 

-0.472 0.659 0.959 1.418 0.847 0.855 

0.572 -0.696 0.809 1.407 0.611 0.393 

0.299 0.327 -0.007 -0.317 0.050 0.076 

Table 3: Best 6 weight vectors at layer 3 

a13 a23 a15 a25 a14 a16 

-0.057 -0.085 -0.053 -0.139 -0.049  -0.085 

0.789 0.825 0.990 0.976 0.743 1.245 

0.284 0.305 0.106 0.262 0.331 -0.027 

-0.012 -0.027 -0.024 -0.056 -0.015 -0.063 

Table 4: Best 6 Weight vectors at layer 4 

a16 a13 a15 a12 a14 a25 

-0.036 -0.038 -0.025 -0.033 -0.029 -0.03 

0.851 1.24 0.594 0.144 0.303 1.049 

0.234 -0.146 0.466 0.937 0.766 0.026 

-0.023 -0.026 -0.016 -0.022 -0.019 -0.021 

Table 5: The Values of the 4-Dimensional 8 Cluster Centers 

C1 0.383  0.019  -0.338  0.784 

C2 0.434  0.081 -0.452  1.164 

C3 0.505  -0.089  -0.157  1.243  

C4 0.358 0.105 -0.388 1.395 

C5 0.381 -0.153 -0.279 1.454 

C6 0.614 0.086 -0.716 0.955 

C7 0.382 -0.102 -0.728 0.870 

C8 0.420 0.094 -0.314  0.560 
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Abstract:- 
 Predicting stock price is always a challenging task. 
In this paper we are trying to predict the next day’s highest 
price for eight different companies individually. For this we 
are using different feature sets to predict the price. It is 
observed that the Volume+Company and Nasdaq+S & P 500 
+Company sets performed better than any other feature sets 
used. Also these features were very helpful for predicting stock 
price using sequential minimal optimization (SMO) and 
bagging approach. Comparing different methods, the best 
results were obtained using SMO and bagging. 
 
Keywords: 

Machine learning,stock market, sequential minimal 
optimization, bagging,   

I. Introduction 
For many years considerable research was devoted to 

stock market prediction. During the last decade we have relied 
on various types of intelligent systems to predict stock prices 
to make trading decisions. Thus numerous models have been 
depicted to provide the investors with more precise 
predictions. It has been observed that the stock price of any 
company does not necessarily depend on the economic 
situation of the country. It is no more directly linked with the 
economic development of the country or particular area. Thus 
the stock price prediction has become even more difficult than 
before.  
  These days stock prices are affected by many factors 
like company related news, political events, natural disasters 
… etc. The fast data processing of these events with the help 
of improved technology and communication systems has 
caused the stock prices to fluctuate very fast. Thus many 
banks, financial institutions, large-scale investors and 
stockbrokers have to buy and sell stocks within the shortest 
possible time. Thus a time span of even a few hours between 
buying and selling is not unusual.  

Kyoung-jae [11] used support vector machines for 
prediction of stock price index as a time series problem. In this 
the effect of the value of the upper bound C and the kernel 
parameter δ2  in SVM was investigated.  It was observed that 
SVM actually performs better than back propagation and case 
based reasoning. This is due to the fact that SVM implements 
the structural risk minimization principle, which leads to better 

generalization than conventional techniques. Ping-Feng Pai 
and Chih-Sheng Lin developed a hybrid model, which is a 
combination of SVM and autoregressive moving average 
(ARIMA). This actually exploits the individual strengths of 
both models. Both ARIMA and SVM capture the data 
characteristics of linear and non-linear domains respectively. 
This hybrid model performs better when compared with these 
individual models alone. 
  Frank Cross [16] tries to find the relationship that 
could exist between stock price changes on Mondays and 
Fridays in the stock market. It has been observed that prices on 
Friday have risen more often than any other day. It has also 
been observed that on Monday the prices have least often risen 
compared to other days. Boris Podobnik [17] tries to find 
cross-correlation between volume change and price change. 
For the stock prices to changes it takes volume to move the 
stock price. They found two major empirical results. One is 
the power law cross-correlation between logarithmic price 
change and logarithmic volume change and the other is that 
the logarithmic volume change follows the same cubic law as 
logarithmic price change. 
 Many machine-learning techniques are used for 
predicting different target values [5,6,10]. This could be even 
to predict stock price. The genetic algorithm has been used for 
prediction and extraction important features [1,4]. Lot of 
analysis has been done on what are the factors that affect stock 
prices and financial market [2,3,8,9]. There are different ways 
by which stock prices can be predicted. One way is to reduce 
the complexity by extracting best features or by feature 
selection [7,13,14]. This approach will help us predict stock 
prices with better accuracy as the complexity reduces. 

The people who invest money in the stock market 
usually focus only on a particular sector. For example people 
who want to invest money in Microsoft would not be 
interested in investing in a chemical industry as they cannot 
usually have knowledge about two different sectors. Only 
beginners would be interested in doing something weird like 
that. Thus the objective of this project is finding the relation 
between different companies of the same sector so that we can 
predict stock prices using different machine learning 
techniques.  
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II. Feature extraction based prediction 
In this project we are trying to predict the 

highest price of the stocks of a particular company on 
everyday basis. There are a total of eight companies used for 
this experiment. These are Adobe, Apple, Google, IBM, 
Microsoft, Oracle, Sony and Symantec. For each company 
six different attributes are used. The highest stock prices for 
next day of these companies will be predicted using different 
machine learning techniques. For predicting the stock price 
of each company we are using eight different feature 
extraction techniques. These eight feature extraction 
techniques are explained below:- 

  
1) Top 3 companies:-  

  In this type of feature extraction we are predicting the 
stock price of each company by finding a relation between 
different companies. This inter-relation between these 
companies will be used to predict the stock prices of a 
particular company in a better way. Each company’s data will 
be individually used to predict each other company’s stock 
price. The top three companies, which can predict a particular 
company with higher accuracy, will be used together to 
predict the stock price of a particular company. Along with 
the top three companies the NASDAQ index and the S&P 
500 index would be used in each case. 
 

2) Previous 3 days:-  
In this the data of the previous three days for the company 

whose highest price we are trying to predict is used.  
 
3) Previous 5 days:-  
Similarly in this the data of the previous five days for the 

company whose highest price we are predicting is used. 
 
4) Top 7 attributes:-   
In this the top 7 attributes are evaluated using the 

ReliefFAttributeEval feature selection method. ReliefF 
algorithm is an extension of Relief. It is not limited to two 
class problems and is more robust to deal with incomplete and 
noisy data. The idea of ReliefF is to evaluate partitioning 
power of attributes according to how well their values 
distinguish between similar instances. An attribute is given a 
high score if its values separate similar observations with 
different class and do not separate similar instances with the 
same class values. For this the data of all eight companies and 
NASDAQ index and the S & P 500 index were used. 

 
5) Top 10 attributes:-   
In this similarly the top 10 attributes are evaluated using 

the ReliefFAttributeEval feature selection method. For this 

also the data of all eight companies and Nasdaq and S & P 500 
were used. 

 
6) Volume + Company:-   
In this the volume attribute of stock purchased for each of 

the companies and both stock indexes i.e. NASDAQ index and 
the S & P 500 indexes are used. Along with this, the data of 
the company whose highest stock price for next day we are 
predicting is used for prediction. 

 
7) Nasdaq + S & P + Company :-  
In this as the name suggests, we use the NASDAQ index, 

the S & P 500 index and the data of the company whose 
highest price we are trying to predict. 

 
8) Company alone:-   
In this only the data of the company whose highest price 

we are predicting is used. So total attributes used in this case 
are six. These are the opening price, closing price, highest 
price, lowest price, volume and adjusted closing price. 

The different machine learning techniques used for the 
experiments are briefly explained below:- 

1) Neural Network:-  
	  It	   is	   inspired	   from	   biological	   neural	   networks.	   It	  

consists	   of	   interconnected	   neurons,	   which	   process	  
information	   using	   a	   connectionist	   approach.	   The	  
network	   adapts	   itself	   according	   to	   the	   information	  
flowing	   into	   the	   network	   and	   tries	   to	   predict	   the	  
required	  data.	  
2) Sequential Minimal optimization (SMO):-  

The sequential minimal optimization solves the QP 
problem without any extra matrix storages and without using 
numerical QP optimization steps at all. The SMO decomposes 
the overall QP problem into QP sub-problems. It is a linear 
classifier that tries to find the maximum margin i.e. the 
distance between the classifier and the nearest data points 
[10,11,12]. 

3) Bagging using sequential minimal 
optimization:-  
Bagging is a popular re-sampling ensemble method 

that generates and combines a diversity of classifiers using the 
same learning algorithm for the base-classifier. The learning 
algorithm used in this case is sequential minimal optimization. 
In this a standard training dataset is used which generates new 
training datasets using sampling. Thus we can learn different 
models based on the new training datasets generated. These 
models are combined by averaging the output or by voting to 
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predict the desired output. In each model the learning 
algorithm used is sequential minimal optimization.  

4) M5P:- 
For M5P, a decision-tree induction algorithm is used 

to build a model tree. To build this tree model divide and 
conquer approach is used. Secondly, the tree is pruned back 
from each leaf. To avoid discontinuities between the sub-trees 
in the model it is smoothened by combining the leaf model 
prediction with each node along the path back to the root, 
smoothing it at each of these nodes by combining it with the 
value predicted by the linear model for that node. 

III. Experimental  Setup:- 
 The dataset used for this experiment consists of the 
stock data for the last five years. Six attributes for each 
company are used for prediction.  These are the Opening price, 
closing price, highest price, lowest price, volume and adjusted 
closing price. The values of the NASDAQ and S&P 500 
indexes for the last five years are also used. These indexes also 

have the same six attributes. So there are a total of sixty 
attributes used for the experiments.  
 The whole data is divided into three equal sized 
datasets. These three datasets are sequential. So we train using 
the first dataset and then use the second dataset for testing. 
Similarly we train using the second dataset and test using the 
third dataset.  
 

IV. Results:- 
  The prices of the stocks were predicted using mainly 
the four machine-learning techniques mentioned above. The 
results obtained by these methods are analyzed as given 
below:- 
 
1) Predicting stock prices using neural network:- 
    When the neural network is used to predict the highest price 
for each company, it is observed that the feature extraction 
from the Company alone performed the best compared with 
the other feature extraction methods. The results obtained for 
the different datasets is given in Figures 1 and 2. 

 
 
 
 

 
Fig 1:- This figure shows relative absolute error for predicting the highest price for eight companies using neural network. The 
second dataset is used as testing set in this case  
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Fig 2:- This figure shows relative absolute error for predicting the highest price for eight companies using neural network. The 
third dataset is used as testing set in this case.

 
2) Predicting stock prices using sequential 
minimal optimization (SMO):-  
         When sequential minimal optimization is used to 
predict the highest price for each company, it is observed 
that the feature extraction methods Company + Volume and 
Company + NASDAQ +S & P has performed the best when 

compared with other feature extraction method. In this case 
these extraction techniques performed better than Company 
alone which was not the case for neural network. The other 
two are previous 3 days and previous 5 days. The results 
obtained for the different datasets are given in Figures 3 and 
4.

 

 
Fig 3:- This figure shows relative absolute error for predicting highest price for eight companies using sequential minimal 
optimization. The second dataset is used as testing set in this case. 
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Fig 4:- This figure shows relative absolute error for predicting highest price for eight companies using sequential minimal 

optimization. The third dataset is used as testing set in this case.
3) Predicting stock prices using bagging:-  
    When bagging is used to predict the highest price 
for each company, it is observed that the feature extraction 
methods Company + Volume and Company + Nasdaq +S & 
P performed the best when compared with other feature 

extraction methods. Similar results were observed when we 
tried to predict the stock market using sequential minimal 
optimization. The results obtained for different datasets are 
given in Figures 5 and 6. The SMO algorithm was used 
internally to predict the stock price of each company. 

 

 
Fig 5:- This figure shows relative absolute error for predicting highest price for eight companies using bagging approach. The 
second dataset is used as testing set in this case. 
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Fig 6:- This figure shows relative absolute error for predicting highest price for eight companies using bagging approach. The 

third dataset is used as testing set in this case. 
 
 

4) Predicting stock prices using M5P:-  
    When M5P is used to predict the highest price for 
each company, it is observed that the feature extraction 
methods “Company + Volume” and “Previous 3 days” 

performed the best when compared with other feature 
extraction methods. The third best feature extraction method 
is Company alone.  The results obtained for the different 
datasets are given in Figures 7 and 8. 

 

 
Fig 7:- This figure shows relative absolute error for predicting highest price for eight companies using M5P. The second dataset is 
used as testing set in this case. 
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Fig 8:- This figure shows relative absolute error for predicting highest price for eight companies using M5P. The third dataset is 

used as testing set in this case.
 
 
 

 
 

V.  Conclusion:-  
                     It can be observed from Figures 1 through 8 
that the best machine learning techniques for predicting the 
stock price are sequential minimal optimization and bagging 
using SMO. Using these methods the best features extracted 
to predict stock prices are “Volume + Company” and  
“Nasdaq + S & P +Company”. Thus when the volume 
attributes of all eight companies are used along with 
individual data of the company whose price we are trying to 
predict will represent “Volume +Company”. Similarly the 
whole data for Nasdaq, S & P 500 and individual companies 
data will represent “Nasdaq + S & P +Company”. 
                   Generally neural networks perform well but in 
this case the performance is not satisfactory. Also the results 
obtained using neural networks do not match the trends of 
the remaining learning techniques. Hence proper tuning of 
the different parameters is required so that neural networks 
may perform well like the other three learning algorithms. 
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ABSTRACT

The Course Generation System (CGS) is a system that gener-
ates a course accommodate to the teaching material, student
status and learning goal. In this paper we present a framework
for authoring/course generation system using ontology and an
HTN planning technique called PANDA.TUTOR. This sys-
tem allows the author to prepare the course structure and con-
tent, enriched with classification information without need to
define the adaptation rules or specify configurations for each
student, aiming to keep all the authoring process low in terms
of time and effort. The course generation system, which is
basically an HTN planning system, introduces a personality
based planning approach, in which the course structure and
the course content are generated and adapted according to stu-
dents’ personality and state. The system enriches with differ-
ent learning scenarios, teaching strategies and learning styles.
The student’s personality type taken as a guide to select an
appropriate scenario, teaching strategy, and learning style in
order to regulate the current emotional and motivational state
of student.

1. INTRODUCTION

Intelligent Tutoring System (ITS) is computer based learning
which assists students in their learning process. Thus, it has
the ability to be adaptable according to the needs of students.
During the learning process, it is important to individualize
the given course and teach students according to their person-
ality types, cognitive capabilities and current emotional and
motivational states, to achieve the learning goal efficiently.
Thus, students with various personality types differ in their
behavior. The process of arranging personalized adaptations
is usually complex. Consequently, the current platforms usu-
ally do not provide more than a relatively simple way of per-
sonalization and adaptation. Although most of course gen-
eration systems generate a suitable course according to the
student’s cognitive ability, and gives some consideration to
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the motivation and emotion. The student’s personality type,
emotional appraisal and coping ways and different regulation
strategies for each personality type have not been considered
so far.
Course generation has long been a research field which is also
known as curriculum sequencing. Two main approaches are
defined in course generation field [1]: the adaptive course
generation and the dynamic course generation. In the first
approach, the course is generated before it delivers to the stu-
dent. Indeed, it could help the student to realize the complete
view about the requested concept and provides free navigation
ability through the presented part. In the second approach,
the student progress is observed during the interaction with
the presented course, then, the presented part is adapted ac-
cording to the student goals and progress. Although, this ap-
proach is appropriate with the changeable state of student, it
may cause confusion for the student when s/he moves from
one part to another and may not get the complete idea. Thus,
our system follows the first approach.
In this paper we will introduce our system PANDA.TUTOR,
a new approach of course generation in ITS, that generates a
personalized course as a structured representation of the sub-
ject based on Task-Centered Instruction Strategy. The objec-
tive of our system is to build a general Authoring/Course Gen-
eration system. Thus, the course content consists of a textual
description, examples, exercise and the like is prepared by
the author and enriched with classification information. The
course generation system is an HTN planning system. It gen-
erates the course by tailoring the learning content to an in-
dividual learner, considering the student’s goal, the current
emotional and motivational state of the student. Therefore,
PANDA.TUTOR includes different learning strategies, learn-
ing styles and regulation strategies which help the planner to
construct high individualized courses, and help students to
build up their knowledge. In addition, it has the ability to
adjust or maintain the student emotion.
The authoring part in our approach is defined over the course
module and the course generation part is defined over the ped-
agogical module. Moreover, the aim of authoring phase is to
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keep all the authoring process low in terms of time and effort.
So, we will introduce an ontology that describes the course
content module of our system. Thus, developing of the course
ontology is a step toward creation shared and reusable adap-
tive educational systems. Also, the ontology permits the re-
trieval of learning materials after the pedagogical module gen-
erates the course. The proposed ontology model is a general
educational ontology based on knowledge objects and the In-
struction Design theory, which are introduced by Merrill [2].
Furthermore, we have considered a separation between the
course Content reusability and the learning objects reusabil-
ity. The authorized course afterwards is considered during the
pedagogical module to construct a personalized lesson for the
student.
Before introducing our proposed architecture in section 3, we
will define the course generation, the relation between them
and personality and learning styles in Section 2. In section
4, we will demonstrate the course ontology in our approach.
Section 5 demonstrates how the HTN planning paradigm can
be used to generate the personalized course. The paper ends
with some concluding remarks in section 6.

2. ONTOLOGY AND E-LEARNING

The use of ontologies is a way of describing the semantics
of information on the Web. Ontology provides a set of terms
which should be shared among the authors, and hence could
be used as well-structured shared vocabulary. Ontology is a
research domain helping us to overcome the most common
problems in intelligent tutoring systems[3, 4]. It enables the
ontology designer and the author to share a common course
structure, and the educational materials to be reused. Besides,
It allows us to specify formally and explicitly the concepts
that appear in a concrete domain, their property and their re-
lationships. Aroyo et al. [5] describe how an assistant layer
uses an ontology to support the complete authoring. For the
course structure, Henze et al.[6] propose an approach that de-
scribes the features of the domain ontology and the learner
ontology, as well as observations about the learner’s interac-
tions. Urllich[7] used the ontology to assemble the learning
resources to generate a curriculum , taken into account the
knowledge state of the student, the preferences an learning
goals. On the other hand, there are standard meta-data, which
are used to describe index, and search teaching materials; for
instance,IEEE LOM, SCORM and IMS. However, these stan-
dards do not include any domain ontologies which can be
specified, building on formalisms. In addition, Possible types
of learning resources in LOM (Diagram, Figure, Table, Exer-
cise, Text, Exam), mix instructional forms and resource type.
On the other hand, many non-SCORM systems such as DCG
[8], [9] support the pedagogical approaches but they lack the
interoperability and flexibility, and they are do not support the
reusability of educational materials. The contribution of our
model is to build a general cognitive and constructive concep-

tual construction of the ontology that can be used in different
types of courses. We consider a new approach to construct
our ontology based on Instruction design theory of Merrill[2]
as we will explain in the next sections.

3. LEARNING STYLES

learning styles are defined as ”the term learning styles is used
to describe the attitudes and behavior that determine an indi-
vidual’s preferred way of learning” [10]. Honey and Mum-
ford itemize four learning styles as follows:

• Active learning styles: they prefer activity-oriented
learning materials with high interactivity level, and be-
come bored with repetition.

• Reflective: they like to deliberate on their experiences
and study the situation from different perspectives, as
well as collecting and analyzing the data before taking
action. Those students prefer example-oriented learn-
ing material.

• Theorists: They strain to formulate their experiences
in theoretical or logical form, and motive trying on ideas,
theories, and experiments. they prefer exercise-oriented
learning material.

• Pragmatists: they are eager to try out new materials,
but concentrate on the concept that can help them to
achieve their task, and prefer to explore and discover
concepts by more abstract level. The theory-oriented
learning materials are convenient for this type.

3.1. Personality and Learning Styles

The term Personality is defined as a permanent pattern of
characteristics that discriminates between people in their felling
thought and behavior. In PANDA.TUTOR we considered the
personality types of Vollrath [11]. He defines eight types
of personality based on three types Extroversion(E), Neuroti-
cism(N), and Conscientiousness(C). The Neuroticism and Ex-
troversion are related to stress, while conscientiousness is re-
lated to the ability of coping. These types as follows; Specta-
tor(low E, low N, low C), Insecure (low E, high N, low C),
Sceptic (low E, low N, high C), Brooder (low E, high N, high
C), Hedonist(high E, low N, low C), Impulsive(high E, high
N, low C), Entrepreneur(high E, low N, high C), Compli-
cated (high E, high N, high C).
There is no single learning style that is best for all students.
Many studies attempt to investigate the relation between the
personality type and learning styles. Furnham [12]links be-
tween the big five factor of personality (OCEAN) and learn-
ing styles. He investigates that the Extroverts are fairly con-
versant with Activists and pragmatists learning style, while
the introverts are reflectors. The Neuroticism is more proba-
bly theorists and reflector, and Conscientiousness interacted
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positively with Activists style and negatively with theorist
learning style.

4. SYSTEM ARCHITECTURE
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Fig. 1. The system Architecture

As depicted graphically in Figure 1, our architecture con-
sists of three main modules: course module, student module,
and pedagogical module. An authoring phase is defined over
the course module and course generation phase is defined over
the pedagogical module. So we have developed general ed-
ucational ontologies for the student module and course mod-
ule that can be used for different domains. Ontologies help
us to share, reuse and reason about information. During the
pedagogical module two main process are defined; the dia-
log process and the course generation process based on plan-
ning technique that generates the course, regarding the course
module and student module.
The generated plan will be a set of querying statements that
query the course ontology to retrieve the learning objects to
generate the course for students.
PANDA.TUTOR includes four types of scenarios; Lesson sce-
nario, revision scenario, companion games scenario and test
scenario. The term scenario means a discrete sequence of
steps inside the learning process. In these scenarios the emo-
tional and motivational state are considered for generating the
course for the concept goal.

5. COURSE ONTOLOGY IN PANDA.TUTOR

Merrill[2] defines a set of knowledge objects to describe the
subject matter content or knowledge to be taught. These knowl-
edge objects are considered as a framework to organize the
knowledge base of content resources. The components of
Knowledge objects are not specific to a particular subject mat-
ter domain, the same knowledge object components can be

used for representing a variety of domains (e.g. mathemat-
ics, science, humanities, technical skills, etc.). He describes
the contents in a way that they could be manipulated in a
computer system to automatically create instruction from the
content. Thus, he defines five types of knowledge objects
information about, parts of, kinds of(subconcept(s)), how to
(Process), and what happens(condition or principle).
For each knowledge object, two levels of information are de-
fined; information Level (generality) and a portrayal Level.
By considering these Information levels, four instructional
strategies are defined; (Presentation (TELL)and Demonstra-
tion (SHOW)) for Information Level, and Activation (RECALL)
and Application(DO)) for portrayal level.
The course space in our approach has two main sub-spaces;
the course structure as the course domain space and the course
content as the media space. The domain space consists of
the most important concepts of course domain with differ-
ent cognitive levels and relationships between them. In our
work we considered the concept map approach for develop-
ing our course ontology. Concept mapping is a technique for
representing concepts and their hierarchical interrelationship
as a graph, which nodes represent concepts and arcs repre-
sent relationships among them [13]. While, the media space
is a semantic network that is named the resource network,
which is used to represent learning objects of course content.
Learning objects is a unit of content of digital resources that
can be shared and reused to support teaching and learning
process[14].
The proposed domain is a framework for instructional design
of knowledge objects from the viewpoint of ontology and se-
mantic web. The domain ontology has been developed un-
der OWL language. We have developed general educational
ontology that can be used for different courses. This ontol-
ogy is considered during the course generation to generate an
adapted and personalized course. The protege 4.1 framework
has been selected to edit and construct the contents.
Consequently, in our ontology six main classes are defined
as a hierarchical fashion, The course space, the course con-
cepts, the knowledge objects, the instructional strategy com-
ponents, instructional objects and learning objects. Indeed,
for each course, a set of concepts should be defined. For
each concept different types of knowledge objects could be
defined, for each knowledge object (KO) different instruction
components (IC) can be defined, different instruction objects
can be specified for each instruction component according to
the course and the preferences of the author. Finally for each
instruction object different media or learning object can be
determined. In our ontology we will consider different kinds
of relations; relations among Concepts, relations between the
concept and its knowledge objects, relation between knowl-
edge objects and its instructional components, relations be-
tween Instructional component and instructional objects and
relations between instructional component and its teaching
material types.
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These layers as depicted in figure 2 are as follows:

• The Course layer
Course ≡ Concept1 t Concept2 t · · · t Conceptn.
Course class represents any course of the learning en-
vironment. It is defined as the main class which rep-
resents the subjects being taught in an educational ap-
plication. The class course consists of a set of con-
cepts that define the course. For example, the planning
system or Artificial Intelligence could be individuals of
this class. The course class contain several properties
that describe the names and a brief description of the
course: CourseName , CourseDescription and the ob-
jective. Also, different object properties (relations) are
defined. , for instance HasObjective whereas hasCon-
cept (isConceptIn is its inverse) and hasResource rela-
tions.

• The concepts layer
Concept ⊆ Course, and Concept ⊆ ∃has KO.KO. The
course in our ontology considers the concept as a main
building block. Course concepts refer to basic con-
cepts concerning the course. The concept holds one
unit of knowledge and explains different aspects of it
with different types of teaching material. Thus, the con-
cept can represent as a bigger or smaller course struc-
ture part, The ontology for this model preserves the
relationship between concepts as in the concept map.
Thus, the author can specify various relations between
concepts. In addition, the concept structure is built to
represent the domain ontology that provides the struc-
ture of the course . There are different relations among
concepts are considered; for instance (has Prerequisite,
is Prerequiste of ), Related to or SimilarTo, OppositeOf .

• Knowledge objects layer
KO ≡ {Information About, Part of,Kind of,How to,

What happen}, and KO ⊆ ∃has IC.IC. For each KO
we should define a set of IS such that IS ∈ (Presentation
(Tell), Demonstration (Show), Activation (Recall) or
Application (Do)). We represented the Knowledge objects
class as an abstract class of the Information about, Parts of,
Kind of, How to and What happen subclasses. Thus, there
are relations between the concept and its Knowledge
objects; has Information about, is Information about for, has
Part, is Part of, has kind, is kind of, has How to, is How to of ,
and has What happen, is what happen of .

• Instructional component strategies layer
IC ≡ {Presentation(Tell), Demonstration(Show),

Activation(Recall)orApplication(Do)}, and
IC ⊆ ∃has IO.IO. With each knowledge object four
instructional components can be defined; Presentation
(Tell), Demonstration (Show), Activation (Recall) or
Application (Do). The relations between the knowl-
edge objects and Instructional Components are as fol-
lows; has Activation, is Activation for, has Application,
is Application for, has Demonstration, is Demonstration
for and has Presentation, is Presentation for.

• Instruction objects layer:
IO ≡ {Definition,Example, Exercise, Theory}, and
IO ⊆ ∃has LO.LO. For each IS we should define a
set of instructional objects (IO). Different IO can be
assigned (by the author) for each type of instructional
components. For instance, Definition, Example, Ex-
ercise, Cased Study, Assignment, Test, Experimental,
List, Condition, Action, Theory, Fact, Principle, Proof,
Analysis, Description, History, Menimonic, etc. For
example the author can assign Definition, or Theory
or both for the Presentation component, and Problem,
Case Study or Exercise for Application part.

• Learning objects layer
LO=(LOi, LO is teaching materials with different me-
dia type) where media type ∈ (text, audio, video, ...,
etc). For each type of instructional object, different
forms of learning object can be assigned. The type of
learning object as media type is defined the presenta-
tion format. For example text, video or audio can be
assigned for the definition of the concept.

Note that, in our educational system we considered different
cognitive levels for the course parts, the quantity level and
Quality Level. The quantity Level is defined by the author for
the course part, while quality Level is determine according
to the student achievement level. Also, Different types and
levels of Example and Exercise.

6. AUTHORING PART

Authoring of adaptive Content is one of the most important
activities of the course-based adaptive tutoring system. Our
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goal is to help the (a non-programmer) author to build highly
reusable software components that can be employed in a large
number of scenarios. Thus, we introduce an ITS authoring
system aim to help the teachers to configure different au-
thorable courses with minimum effort. It is for the teacher to
author, construct or modify different parts of the course and
incorporate new learning materials without need for an inter-
vention from the system developers. The authoring model
allows the author to include different contents in the same
concept. Moreover, there is no need to create or modify the
teaching method or strategies for each student. The planning
system plays the role of the teacher in our architecture. This
is opposite to other systems in which the author use the au-
thoring tool to define the Domain Model, Student Model, and
rules for the Teaching Model. The author with the course
module has two major missions. The first, define the course
structure; it is the knowledge base of the course. The second,
defines the Repository by storing all the learning and test ma-
terials. So, the following algorithm summarizes the authoring
process.

Algorithm 1: Authoring Algorithm

Step 1 : Define the course objectives of the course.;1
Step 2 : According to the course learning objectives, add2
concepts accordingly, and finally get: course
= {Concept i | i = 1, 2, · · · m};
Step 3 : define different relations between concepts;3
Step 4 : Define the data property Concept of the concept;4
Step 5 : For each knowledge object of concept i =5
{Knowledge object j | j = 1, 2, · · · }
such that Knowledge object= (information about, Part of,6
kind of, how to, what happen);
if the concept not further has KO then7

Go to step 3 to define the next concept.;8

else9
Define the different instruction strategies(IS) for its KO.10
IS= Presentation, Demonstration, Activation, and
Application;

foreach IS do11
Define a set of IO. IO= Definition, Example, Exercise, ..;12

foreach IO do13
Connect it with its learning object;14

7. HTN PLANNING FORMAL FRAMEWORK

Our AI planner relies on a domain-independent hybrid plan-
ning framework [15]. Hybrid planning [16, 17] integrates hi-
erarchical task network planning [18] with concepts of partial-
order-causal-link (POCL) planning. The resulting systems
integrate task decomposition with explicit causal reasoning.
Therefore, they are able to use predefined standard solutions
like in pure HTN planning. In our framework, a partial plan
P = 〈TE,≺, V C,CL〉 consists of a set of plan steps TE, i.e.
(partially) instantiated task schemata, a set of ordering con-

straints ≺ that impose a partial order on the TE, and a set
of variable constraints V C. CL is a set of causal links. A
causal link 〈tei, ϕ, tej〉 specifies that the precondition ϕ of
plan step tej is an effect of plan step tei and is supported
this way. A domain model D = 〈T,M〉 consists of a set
of tasks as well as a set of decomposition methods. A task
t(τ) = 〈prec(t(τ)), add(t(τ)), del(t(τ))〉 specifies the precon-
ditions as well as the positive and negative effects of a task.
Preconditions and effects are sets of literals and τ̄ = τ1, · · · τn

are the task parameters. Both primitive and abstract tasks
show preconditions and effects.
A method m = 〈t, P 〉 maps an abstract task t to a partial plan
P , which represents an (abstract) solution or “implementa-
tion” of the task. In general, each abstract task has imple-
mented by a number of different methods. As opposed to typ-
ical HTN-style planning, no application conditions are associ-
ated with the methods. A planning problem Π = 〈D,Sinit, Pinit〉
consists of a domain model D, an initial state Sinit. Pinit rep-
resents an initial partial plan.
Refinement steps include the decomposition of abstract tasks
by appropriate methods, the insertion of causal links to sup-
port open preconditions of plan steps and the insertion of plan
steps, ordering constraints, and variable constraints.

8. COURSE GENERATION IN PANDA.TUTOR

In PANDA.TUTOR we aim to develop an adaptive learning
environment in which the course content and pedagogical as-
pects are adapted for each student, considering the personal-
ity type, educational progress, learning style, cognitive level
and the emotional and motivational states of the student. The
integration of cognitive, emotion and motivation with ITS as-
sists students to achieve their goal. The design of the adap-
tive learning system requires a huge number of rules which
represented in most systems as if - then rule. The proposed
methodology is based on an intelligent mechanism that tries
to mimic an instruction designer model. All the adaptation
rules are modeled in the planning domain.

According to the current state of the student module, the
planner attempts to find a sequence of operators which can
achieve the student goal. An operator is much like a rule in
a production system. Using the preconditions and expected
effects of operators, the Planner can simulate the invocation
of the various steps of a teaching plan, and thereby determine
whether the plan is likely to be successful. A successful plan
is one which can be applied to the current state of the student
module to achieve the given goal.

PADNA.TUTOR is a constructive course generation which
helps the student not only to complete their course more ac-
curately and efficiently, but also to build new knowledge in
enjoyable ways. Thus, we follow deep learning rather than
surface learning. The deep learning approach encourages stu-
dents to understand the concept, relate new content to the pre-
vious knowledge, which helps students to structure and or-
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ganize their knowledge, which is known as task-centered in-
struction strategy. This approach incorporates students in the
whole task early in the instructional sequence In which, each
topic in a given area is taught in turn.

The instruction starts by demonstrating the first whole task
in the progression. The first demonstration should be a com-
plete task but it should be the least complex version of the
whole task in the progression. This demonstration forms the
objective for the task and provides the context for the stu-
dents. the second task asks about the first task and introduces
more information, and so on. That helps the students to easily
grasp a demonstration of the whole task. Thus, getting stu-
dents involved with realistic whole situations will help them
to form appropriate schema and mental models. As a result, it
facilitates doing application when students try to solve a new
acquired knowledge and skill[2]. While the surface learning
approach is interested only in a part of material and memory
facts, ignoring the attempt to construct the student’s knowl-
edge. So, instructional materials in our approach that are gen-
erated for a particular learning goal are organized around spe-
cific key concepts. Our plan is generated according to the
course structure especially the concept goal structure and its
relations with other concepts and the student module.

The educational material provided for each concept, is or-
ganized in different levels of performance which the student
should achieve in order to master the concept. Instruction
strategies are adapted for the presentation of the educational
material follow the student learning style.

Adaptation of the course content implies that different
students receive different course version of the same con-
cept. Our approach is adapted according to: the scenario type,
the level of depth (quantity level), the student level and goal
(ranging from high level overview to in-depth explanation),
the level of difficulty (quality level), the learning styles, the
different motivational states and different emotional states.
At the beginning, the student determines the required course
and the system presents the learning content according to the
student level. After that, the student selects a concept from
the concept list of the course. Then, the type of learning sce-
nario can be selected either by the student or by the system
according to the student’s emotional, motivational state and
the performance history in the selected concept. Then the
system presents a course for the selected concept.

For instance, the abstract task of the lesson scenario is
Generate Lesson Scenario, for variables ?st of type Student,
?pers of type Personality, and ?Cname of type Concept.
The schemata of this task is as follows:

Generate_Lesson_Scenario(?st: Student, ?pers:
Personality, ?Cname:Concept)

Pre: Studet_Personality(?St1, ?Pers)
Selected_Scenario(?Lesson_Scenario)
selected_Concept(?St1, ?Cname)
Student_Performance_State(?st1,
?Cname, Not_Selected)

Eff:
Student_Performance_State(?st1, ?Cname,
Selected)

The intended semantics of this schema is that the student
is to be taught the specified concept. On this level of abstrac-
tion neither the learning style nor emotional and motivational
state are relevant, the only significant state change concern
the student personality type. We have two refinements, in
which the concept is studied for first time or studied before.
For the first one the abstract task is decomposed into a task
network with six sub-tasks, in which the emotion and moti-
vational states are considered and then the generated course
is manipulated. With the second refinement the abstract task
is decomposed into three sub-tasks according to the perfor-
mance history of the student’s cognitive level for the respec-
tive concept.
In the first method (the concept is studied for the first time),
the following sub-tasks are defined Consider emotional State,
Consider Motivational State, Teach first Lavel, Teach Second Lavel,
Teach Third Lavel, Teach Fourth Lavel. The first two tasks are
organized according to the emotion and motivation strategies
that manipulate different emotional and motivational states.
Different refinements are considered for Consider emotional State
such as increase happiness, decrease sadness, decrease fear.
The refinements of motivation task Consider Motivational State
are used to increase confidence, increase effort, maintain con-
fidence. The actual learn procedure, encoded by Teach first Level,
Teach Second Level, Teach Third Level and Teach Fourth Level.
In our learn context, according to Task center instruction strat-
egy, the learning process is organized in four levels:

1. In the first level, a presentation(Tell) (overview, defini-
tion, introduction,..) for the whole view of concept is
introduced. This demonstration forms the objective of
the concept. As well as presentation(Tell) and demon-
stration (Show) about the part(s) of the concept.

2. In the second level, we deliver activation (remember or
recall) and application (Do) for both concept and the
concept’s part(s) and then teach the student presenta-
tion and demonstration about the sub-classes of concept
with different learning styles.

3. In the third level, the activation application is delivered
for both concept part, sub-classes and Process (How to)
of the selected concept. Also, presentation and demon-
stration about the principle (what happen) with differ-
ent learning styles are delivered.

4. In the fourth level, the student is asked to apply allKO
of the concept. Finally, deliver an assignment about the
whole concept to asses the student’s level.

Note that, the task Select Learning style connects between the
personality type and the appropriate learning style. For in-
stance, the appropriate learning style for the personality type
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Entrepreneur(high E, low N, high C) is the Pragmatist style.
For teaching each knowledge object, four different methods
are defined to represent the learning styles. For instance, to
model the Pragmatist style for the concept’s process (How to),
the generated plan will call demonstration about the process,
then presentation about the concept’s process, and finally ap-
plication about the process. While, in the Reflector style, the
presentation will be generated then demonstration and appli-
cation. The connection between the personality type and the
appropriate learning style will be considered during the do-
main of the planning. Note that, for each KO we considered
different learning styles.

9. CONCLUSION

In this paper we introduced a new personalized authoring/course
generation system PANDA.TUTOR.
The goal of this system is to construct the student knowledge
and help the author to represent the required course. Accord-
ingly, a new approach is introduced for the course module
using ontology technique, as well as for modeling the peda-
gogical module using the HTN planning.
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Abstract—Classification is a common task in Machine Learning 

and Data Mining. The protein function prediction can be treated as 

a classification problem. As protein’s functions may be arranged 

in a hierarchy of classes, predicting the protein function is 

treated as a problem of hierarchical classification. This paper 

presents an algorithm for hierarchical classification using the 

global approach, called Hierarchical Classification using a 

Competitive Neural Network (HC-CNN) for Protein Function 

Prediction. This algorithm is based on a Competitive Neural 

Network. It was tested in eight datasets based on Funcat and 

compared with algorithms from literature. The results show that the 

HC-CNN is an alternative in problems of hierarchical 

classification. 
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I.  INTRODUCTION 

Classification is one of the most important problems in 
Machine Learning and Data Mining. The classification consist 
in associating one or more classes from a set of predefined 
classes to an example from the database. This association of an 
example to a class is determined according to the features of 
each example. 

In the context of protein functions prediction it is treated as 
a classification problem. A protein is considered an example of 
a database and biological functions are treated as classes to be 
provided. 

The function of the proteins may be arranged in a hierarchy 
of classes. Thus the predicting protein is treated as a problem 
of hierarchical classification 

A hierarchy can be defined as an ordering of elements 
according to their function or importance and can be 
represented by a tree or a directed acyclic graph (DAG). 

An example of a class hierarchy is the enzymes functional 
classification which is structured as a tree. Another example of 
protein’s functional classification is the Gene Ontology (GO), 
which is structured as a DAG. 

Based on this wide diversity of problems, specific 
algorithms for hierarchical classification have being developed. 
This paper presents an algorithm for hierarchical classification 
based on the global approach using a competitive artificial 

neural network for the protein function prediction datasets. 
This classifier was compared with the methods Clus-HMC and 
Clus-HSC, developed by Vens and colleagues – Vens et al 
(2008). 

II. RELATED WORKS 

The hierarchical classification is an approach that has been 
widely used in text mining since the 90s. Among the work in 
this context can be cited Koller and Sahami (1997), Sun and 
Lim (2001), Sun and Lim (2003), Kiritchenko et al (2006). 

 The field of bioinformatics presents several problems 
to be solved by hierarchical classification, but it is, 
unfortunately, still little explored. Some works have been 
published using this approach, specifically in the protein 
function prediction, but using an hierarchical tree structure [6], 
[8], [9], [17], [18], [19]. 

 In the work developed by Jensen et al. (2003), 
Laegreid et al. (2003) and Tu et al. (2004) the authors 
dismissed the class hierarchy, i.e. the concept of ancestor and 
descendant was not applied. Thus, one can say that the problem 
of hierarchical classification was transformed into flat 
classification problem, where the conventional classification 
algorithms are used. 

Barutcuoglu et al. (2006), Guan et al. (2008) and Jin et al 
(2008), created a local binary classifier for each node. 
Although the set of binary classifiers represent the hierarchy of 
classes, there is no guarantee that they produce consistent 
results. Moreover, if an error occurs in a class at a certain level, 
this could spread to the classes of the levels below. Thus, one 
can say that the results presented by the authors are 
questionable because the approach has these drawbacks. 

Vens et al. (2008) developed a hierarchical classification 
model for the DAG structure using the global or big-bang 
approach. In this work the authors discuss three kinds of 
classification: single-label classification (SC), hierarchical 
single-label classification (HSC) and multi-label hierarchical 
classification (HMC). For the development of these classifiers 
the authors used the induction of decision trees and showed 
how this model can be modified for use in hierarchical DAG 
structures. 
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These approaches are implemented in the CLUS and 
consist of generating a single decision tree for the whole 
hierarchy. This induction algorithm of decision tree is based on 
the framework Predictive Clustering Trees (PCT). 

Aleksovski et al. (2009) extended the Clus HMLC 
developed by Vens et al. (2008), using other distance measures. 
The measures used by the authors were Jaccard distance, and 
SimGIC ImageCLEF. Such measures have been implemented 
in CLUS. 

Otero et al. (2009) develop a new Ant Colony Optimisation 
algorithm, named hAnt-Miner, for the hierarchical 
classification problem of predicting protein functions using the 
GO. The algorithm proposed discovers  a single global 
classification model in the form of an ordered list of IF-THEN 
classification rules which can predict GO terms at all levels of 
the GO hierarchy, satisfying the parent-child relationships 
between GO terms.  

Alves et al. (2008) and Alves (2010) constructed a 
hierarchical classification model called Hierarchical Multi-
Label Classification with an Artificial Immune System 
(MHCAIS), which uses concepts of an Artificial Immune 
System (AIS). This hierarchical classifier aims to discover 
knowledge represented as rules if-then.  

The author presents two versions of MHCAIS: global and 
local. The local version builds a classifier for each class, while 
in the global version a single classifier is generated to 
distinguish all classes of the application. 

The approaches of hierarchical classification Clus-HMC 
and Clus-HMC-HSC developed by Vens et al. (2008) and 
MHCAIS developed by Alves (2010) presents some 
advantages over those used by Jensen et al. (2003), Laegreid et 
al. (2003), Tu et al. (2004) and Barutcuoglu, Z. et al. (2006), 
Jin et al. (2008) and Guan et al. (2008). It implements the 
global or big-bang classification approach where the class 
hierarchy is considered as a whole. Thus, the prediction model 
built considers simultaneously all classes of the hierarchy. 

III. HIERARCHICAL CLASSIFICATION HIERARCHICAL 

CLASSIFICATION USING A COMPETITIVE NEURAL NETWORK 

(HC-CNN) 

One of the characteristics of a competitive network is its 
ability to realize mappings that preserve the topology of the 
input and output spaces. The learning process proposed here is 
based on competitive learning [16], [21], in which neurons of 
the output layer compete to be activated so that only one output 
neuron will be the "winner" of the competition process. The 
synaptic weight adjustments are made by the neuron that was 
activated and its neighbors. 

The HC-CNN algorithm proposed in this work is based on 
a Competitive Artificial Neural Network. Figure 1 shows the 
neural network model. This network consists of two layers of 
neurons. The input layer is connected to an input vector data 
set. The term "Input neurons" defined in this figure represents 
all instances of entry, according to the interpretation of the data 
set. The processing layer or output layer, which in a 
competitive network is the output mapping, represents the 

hierarchy of classes, where each neuron is connected to its 
ancestors and possibly descendants. 

ai1

ai4

ai3

ai2

root

aip

Input Neuron Output layer

In
s
ta

n
c
e

n3.2

n1.1.1 n3.2.1 n3.2.2

Neuron = Class

n1 n2

n2.2n2.1 n3.1n1.2n1.1

n3

n2.2.1n1.2.2n1.2.1 n2.2.2

 

Figure 1.   Example of HC-CNN. 

In the traditional competitive network, for example, the 
Kohonen network, the neurons of the output layer are arranged 
in a grid network (Kohonen 1990), which can be rectangular, 
hexagonal, among others, and they represent the network 
topology. In HC-CNN algorithm the topology is a tree, where 
each neuron is connected with ancestors (parents) and 
descendent (children) neurons. These neurons (output layer) 
are created according to the number of classes in the hierarchy, 
and each neuron in the output layer is connected to all neurons 
of the input layer.  

Neurons are stimulated by the input examples during the 
competitive process. In this way, it will be considered the 
"winner" the neuron who is more similar to the input instance 
selected. The comparison is made through the use of distance 
measures. 

Prior to the training, some parameters should be defined, 
for instance, the amount of epochs to train the neural network 
and its learning rate (initial and final) which will decrease 
exponentially during the training, and the synaptic weights are 
randomly initialized. The training process of the network is 
divided into three phases, as in a traditional competitive 
network: Competition, Cooperation and Adaptation. 

A.  Competition 

An instance ie  of input data set ]...[ 321 qTrein eeeeDB   of 

dimension q  is selected. Each element of 
TreinDB  consists of 

attributes ]...[ 321 liiiii aaaae  , where 
jka is the thj   

attribute, lj 1 , 1l  is the number of input attributes, and 

qili  : , 
lia  represents the class attribute. 

The neural network is created according to information 
obtained in the input data: the number of input neurons is equal 
to the number of input attributes, the output layer neurons are 

represented by ]...[ 321 bnnnnNN   where b is the number of 

class that exists in the class hierarchy. Each neuron of the 
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output layer consists of synaptic weights such as 

]...[ )1(321 iliiii ppppn   that )1(:  lili . 

To find the input vector ei that is closest to the synaptic 
weights vector, distance measures are used. The measure 
chosen was the Euclidean distance (Equation 1). 

 





1

1

2)(
l

i

ijkijik ned  

where ei is the input instance, nijk is the k-th neuron of output 
layer, l is the number of attributes and k  is amount of output 
layer neurons. 

The next step is to identify the neuron that shows the lowest 
distance (Equation 2). Thus, the winner neuron of the 
competition process of the cycle is obtained: 

 )min(arg idnv   

Thus, the neuron of network NN  that is closest to the 
selected input instance will be considered the winner and will 
stimulate their neighborhood according to the network 
topology. 

B. Cooperation 

The winner tends to excite their ancestors neurons that are 
closest. Thus, this phase is located in the region of the 
topological neighborhood that will update the weights of 
neurons. 

In the HC-CNN algorithm, the neighborhood criterion is 
determined from the relationship between the neuron and their 
ancestors (parents of the winner neuron) and descendants 
(children of the winner neuron). This information is obtained 
through the existing relationship in the class hierarchy. 

C. Adaptation 

The third phase is the adaptation process of synaptic 
weights. Since the objective of training is to approximate the 
weight vectors to the input instances, because the weights of 
the neurons need to be adjusted so that there is a better 

classification of the instance 
ie . If the class labels of the input 

instance 
ie  are equal to the winner neuron, then the neuron 

weights are adjusted so that they are closer to the instance. This 
is the case of a correct prediction. If the class labels of the input 

instance 
ie  are different from the labels of the predicted ones, 

weights will be updated to be more distant of this instance, 
because the class is predicted incorrectly. That is, during 
training, the algorithm adjusts the weights of the neuron and 
their ancestors, making the comparison by the identifier of the 
class of each input instance with the desired output. 

Equation 3 shows the way the weights neurons are updated.  












classincorrecttheiftDisttAptnten

classtruetheiftDisttAptnten
tn

ijiijk

ijiijk

ijk
,))(*)(*))()(((

)),(*)(*))()(((
)1(

 

where ijkn  is the weight of the neuron attribute of the output 

layer at iteration t  between the input neuron (instance) ei and 

the neuron k . 

Ap is the learning rate for the instant of time 1t  which 

is obtained according to Equation 4. 

 C

t

fi

current

etAp


 *)()(   

where i is the initial learning rate, f  the end learning rate, 

currentt is the current iteration and C  is a constant defined for 

the exponential function decreases slowly. 

)(tDist is the distance of winner neuron and their ancestors 

neurons that will have its weights adjusted as shown in 
Equation 5: 

 )1/(1)(  ktDist  

where k  is the distance in node of winner neuron and the 
ancestral neuron that the  weights will be adjusted. 

The updating of the weights of ancestor neurons follows the 
same method shown in the above equations (Equations 3, 4 and 
5). 

After the weights updating, a new instance is selected and 
all the procedure is repeated until all instances are selected. At 
the end, the first epoch of the training has been completed. 
Again, the procedure is repeated until the execution of all 
epochs. 

In the last iteration of this phase the synaptic weights set of 
neurons is obtained and will be used in the test phase of the 
algorithm. Table I presents a succinct description of the HC-
CNN algorithm. 

TABLE I.  TRAINING OF HC-CNN ALGORITHM. 

INPUT 

- Training data set DBTrein=[e1 e2 e3 … eq] of dimension 

q. 

STEP 1: INITIALIZE 

- The initial learning rate µi and the final learning rate µf. 

- Determine the number of cycles ep. 

- Initialize the synaptic weights of the network: NN=[n1 

n2 n3 … nb] where b is the number of class that exists in the 

class hierarchy. 

- Calculate the learning rate Ap(t)=(µi - µf)*e
-tcurrent/C

 that 

the tcurrent is current iteration and C is a constant defined 

for the exponential function decreases slowly. 

STEP 2: STOPPING  CRITERION 

- Number of  cycles. 

STEP 3: TRAINING 

- Select an instance ei of the input data set DBTrein=[e1 e2 
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e3 … eq]. 

COMPETITION: 

- Calculate the distance between the instance ei with the 

neurons of the network NN=[n1 n2 n3 … nb]. 

- Finding neuron nj which had the shortest distance, that 

are considered the winner neurons. 

COOPERATION: 

- Find the ancestors of the neuron j. 

ADAPTATION: 

- Update the synaptic weights of neurons and their 

ancestors. 

- If the class true equal the predict class Dist(t)=1. 

STEP 4: UPDATE 

- Update the learning rate Ap(t). 

- Go to STEP 2. 

OUTPUT 

- Adequate weights set. 

 

The test of the algorithm is done similarly to training. Just 
as the training database, the testing database consists of 

instances ]...[ 321 gTest xxxxDB   where g  the amount of test 
instances. Each instance xi is composed of attributes 

]...[ 321 liiiii aaaax  , gili  : , lia
  represents the 

class attribute and l is amount attributes. 

Table II shows the procedure for testing the algorithm. One 
can observe that it is similar to the training procedure. The 
main difference is that at this stage the weights are fixed from 
last cycle of the training phase. 

TABLE II.  TEST OF HC-CNN ALGORITHM. 

INPUT 

- Test data set DBTest=[x1 x2 x3 … xg] of g is amount of test 

instance. 

STEP 1: STOPPING  CRITERION 

- Until all instances have been selected and tested. 

STEP 2: TEST 

- Select an instance xi of the input data set DBTest=[x1 x2 x3 

… xg]. 

- Calculate the distance between the instance xi with the 

neurons of the network NN=[n1 n2 n3 … nb]. 

- Finding neuron nj which had the shortest distance, that 

are considered the winner neurons. 

- Find the ancestors of the neuron j. 

- Evaluation prediction. 

- Assign result to the confusion matrix. 

OUTPUT 

- Accuracy rate obtained by the algorithm. 

IV. EVALUATION MEASURES  

Two evaluation measures were used to report the predictive 
performance of the samples: distance-based depth-dependent 
measure [8] and hierarchy based measures [12], [15]. The 
choice of these measures was made to assess the performance 
of the classification in different ways. 

A. Distance-based Depth-Dependent Measures 

When evaluating the result of a hierarchical prediction three 
situations may occur: correct prediction, partially correct 
prediction and incorrect prediction. To better understand these 
situations, each one will be exemplified. 

First Possibility - Correct Prediction: There are two types of 
possible correct prediction. The first one occurs when the 
algorithm hits the full path, being the predicted class equal to 
the true class as shown in Figure 2. 
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Figure 2.  Example of Correct Prediction - 1st Possibility 

The second case occurs when the predicted class is in the 
full path of the correct one, but it is more specific. Figure 3 
shows this possibility: the true class is represented by the node 
"3" in the tree, and the algorithm predicts the node "3.1.1". 
This case is considered a correct prediction.  
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Figure 3.  Example of Correct Prediction – 1nd Possibility 

Second Possibility: Partially Correct Prediction: An 
example of a partially correct prediction is shown in Figure 5. 
In this case, the true class is represented by the node "2.1.1" but 
the algorithm predicts the class represented by the node "2.1". 
Observe that the node's parent node is predicted true. Although 
the predicted class is in the correct path it stops before finding 
the more detailed true class in the tree, not providing the full 
specificity of it. Therefore, one can say that the prediction was 
partially correct, because the algorithm was on the correct path 
of prediction, it just occurred before hitting the full 
specification. 

An instance, whose class is predicted at higher levels, tends 
to be more easily classified than a class in deeper levels. Thus, 
the algorithm considers it a partial prediction, being based on 
the level of class, which means, classes at levels closer to the 
root have higher importance than classes at deeper levels. 
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In this example, the class is predicted on the second level 
and true class is at the third level. Then, indices of importance 
are assigned inversely proportional to the level of the classes, 
i.e., the class "2.1" is replaced by an index two times larger 
than the class "2.1 .1 ". Equation 6 shows the formula for this 
calculation. 

 1...21  nppp  

where p is the index and n is the level in the hierarchy. The 
correct prediction rate is the sum of weights of classes correctly 
predicted, i.e. the predicted class and its ancestor classes. 
Applying the formula to this example, one obtains p=0,16. 
Thus, the weight of class "2.1.1" is 0.16, and the class "2.1" is 
0.33 and the class "2" is 0.5. Then the hit rate of this sample is 
83%. 
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Figure 4.  Example of Partially Correct Prediction. 

Third Possibility: Incorrect Prediction: There is an incorrect 
prediction when the predicted class totally misses the path 
prediction as shown in Figure 5. It is observed that the true 
class is represented by the node "2.1.1", however, the algorithm 
predicts incorrectly the class as "3.2". 
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Figure 5.  Example of Incorrect Prediction. 

B. Hierarchy basead Measure 

This kind of measure was developed by Kiritchenko et al. 
(2006) and uses concepts of ancestral and descendant classes. 
The author proposes two evaluation measures: hierarchical 
precision and hierarchical recall which take into account the 
hierarchical relationships [12], [15]. These measures are based 
on conventional measures of precision and recall. 

These measures use the common ancestors of the true and 
predicted classes in the evaluation. To calculate the recall 

(Equation 7), the number of common ancestors is divided by 
the number of ancestors of the true class. 
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where )( tCA  and )( pCA  are classes that are true ancestors  
and  predicted ancestors, respectively. 

To calculate the precision (Equation 8), the number of 
common ancestors is divided by the number of ancestors of the 
predict class. 
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These measures can be used to calculate an extension of the 
F-measure (harmonic mean), named the hierarchical F-measure 
(Equation 9). 
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where β is the importance given to precision and recall. 

V. EXPERIMENTERS AND RESULTS  

Experiments to evaluate the classifier performance were 
performed on eight databases, four of them formed by protein 
G-Protein-Coupled Receptor (GPCR) and the other formed by 
Enzyme Commission Codes (EC). These sets were available 
from the authors of the work Holden & Freitas (2005). Table 
III shows some characteristics of these databases. 

TABLE III.  CHARACTERISTICS OF DATABASES 

Datas Sets 
Amount 

Samples 

Amount 

Atributes 

Amount 

Class 

Amount 

Class/ Level 

ECinterproFinal 14036 1216 331 6/41/96/188 

ECpfamFinal 13995 708 334 6/41/96/191 

ECprintsFinal 14038 382 352 6/45/92/209 

ECprositeFinal 14048 585 324 6/42/89/187 

GPCRinterproFinal 7461 450 198 12/54/82/50 

GPCRpfamFinal 7077 75 192 12/52/79/49 

GPCRprintsFinal 5422 282 179 8/46/76/49 

GPCRprositeFinal 6261 128 187 9/50/79/49 

 

The performance of HC-CNN algorithms is compared with 
two others algorithms: Clus-HMC and Clus-HSC.  These 
methods are based on the concept of Predictive Clustering 
Trees (PCT) [5]. 

For the all experiments 2/3 of the examples were used for 
training and 1/3 for testing (hold-out procedure). In addition, 
all sets were normalized using the approach Min-Max. An 
observation to be made is that some nodes of the hierarchy 
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have only a few children, which causes a great unbalance in the 
tree. 

The initial learning rate and final learning rate used in the 
experiments were 0.1 and 0.01, respectively. The neural 
network synaptic weights were generated randomly, according 
to a uniform distribution. The evaluation of the classification 
was made taking into account all levels of the hierarchy.  

The results are presented based on distance-based depth 
dependent measure and hF-Measure. 

For the Clus experiments were selected some thresholds to 
compare the performance the algorithms. Table 4 presents the 
results obtained with 1000 epochs for training the neural 
network and the thresholds 40 and 80. The term Dti indicates 
the databases in the order show of the Table 3, dist indicates 
distance measure and hF indicate hF-Measure. 

TABLE IV.  RESULTS OF EXPERIMENTERS. 

 
HC-CNN Clus-HMC Clus-HSC 

 
50 1000 40 80 40 80 

 
dist Hf dist hF hF hF hF hF 

Dt1 84,1% 81,3% 85,3% 83,4% 93,5% 92,0% 93,5% 93,1% 

Dt2 85,4% 83,2% 85,7% 83,6% 93,0% 92,6% 93,4% 93,2% 

Dt3 85,3% 83,6% 88,0% 86,3% 93,4% 92,7% 93,4% 92,7% 

Dt4 89,8% 87,5% 91,8% 90,7% 95,1% 94,4% 94,4% 93,8% 

Dt5 77,5% 70,4% 75,6% 68,0% 80,4% 77,8% 80,2% 74,3% 

Dt6 85,4% 60,7% 68,8% 71,8% 69,5% 65,1% 69,6% 65,0% 

Dt7 79,1% 71,6% 78,7% 71,8% 79,9% 77,8% 79,9% 74,3% 

Dt8 51,5% 51,1% 55,3% 47,5% 66,8% 57,8% 67,3% 59,7% 

 
The results were statistically compared using the Friedman 

test [13], [14] to verify whether there is statistical significance 
between the differences the performances of the algorithms 

  Based on the results of this test, the algorithm has no 
statistical difference. Thus, the HC-CNN is a promising 
alternative to treat problems of hierarchical classification. 

VI. CONCLUSION  

This paper has presented a new HC-CNN algorithm for the 
hierarchical classification problem of predicting protein 
functions tree structured. The algorithm proposed is based in a 
competitive neural network. 

This classification approach has the advantage of 
evaluating the predictive performance of the entire class 
hierarchy, reporting a single result because this method uses 
the global approach.  

The HC-CNN was applied in eight Funcat datasets. The 
results of the predictions were assessed using two approaches 
to hierarchical classification measures: distance-based depth-
dependent measure and hF-measure. 

The experiments made in the databases obtained promising 
results in this first version of the classifier. Other experiments 
can be done using other learning rates of the neural network 
and the amount of cycles to train the neural network in order to 
compare the result of prediction. 

Although the classifier has been developed to predict a 
single class, it can be easily adapted to hierarchical 
classification multi-class, whose problem is found in very 
diverse areas. 

In addition, as future work, we intend to adapt the classifier 
to predict structured data in the form of a DAG. 
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Abstract— This paper describes the adaptive approach of
the Population-based Incremental Learning (PBIL) algo-
rithm, and proposes several Learning Rules aimed to im-
prove its performance. The assessment of such alternatives
was made in terms of both the convergence time and of the
quality of the achieved solutions. Two classical optimization
problems were used for the tests: The Job Shop Scheduling
problem and the Traveling Salesman problem. The obtained
results are very promising and suggest that some of the pro-
posed learning rules have a superior performance, without
degrading drastically the quality of the solutions.

Keywords: Optimization, Adaptive algorithms, Incremental
Learning, Learning Rules

1. Introduction
The use of population-based algorithms has been suc-

cessful in solving highly complex optimization problems,
as reported on literature [1], [2]. The success of this kind of
optimization tools refers to their ability to use a population
of potential solutions, to perform a parallel exploration. This
parallel approach helps to avoid the local-optimum problem.

Among the different kinds of population-based ap-
proaches, Evolutionary Algorithms (EAs) are the most often
used. A given EA works with a population of individuals
and some rules for changing those individuals in order
to reach acceptable solutions. Those rules are inspired on
evolutionary processes of biological beings. Multi-Objective
Evolutionary Algorithms (MOEAs) are particularly useful
when optimizing several figures of merit is required, since
such figures of merit are often in conflict with each other
[3], [4].

PBIL optimization algorithms work also with a population
of potential solutions. The main differences with respect to
EAs are related with the representation and the updating
process of the population [5]. In PBIL, population is rep-
resented by means of a probability array. Each probability
value in the array, is related to whether a given attribute must
be part or not of the final solution. The way in which the
probabilities of the PBIL array are updated, in order to find
an optimal, is referred as Learning Process. The updating
of each probability in the PBIL array is often performed by
means of an approach based on the Hebbian rule [6]. Such

updating depends on a parameter called Learning Rate (LR),
which controls the speed of the convergence process.

This paper describes several variations of an Adaptive
Population-Based Incremental Learning (APBIL) algorithm,
which adjust the learning rate parameter dynamically, in
order to speeding up the convergence time. The idea is to test
several learning rules (i.e. the way in which the learning rate
must be modified) in order to find the best trade-off between
speed of convergence and quality of the solutions. The pro-
possed learning rules are compared with that one presented
in [7], where a bell shape is suggested to change the learning
rate as a function of the probability array’s entropy. Although
optimization algorithms may behave different when used to
solve different optimization problems [8], this work provides
some insight into the APBIL performance and highlights its
main advantages.

This paper is organized as follows. Section II shows some
previous works related to PBIL optimization algorithms.
Section III shows some fundamentals about the adaptive
PBIL algorithm and the learning rules proposed to im-
prove its performance. Section IV describes the Job Shop
Scheduling problem, which will be used to test the PBIL
optimization approaches. Section V shows the comparison
of the results provided by different approaches in terms of
speed of convergence and quality of the solutions. Finally,
section VI shows the concluding remarks and future work.

2. Related Work
Several works have proposed the use of PBIL for solving

optimization problems [9], [10], [11]. In [10], the effect
of the LR parameter on the algorithm’s performance is
analyzed. The design of a Power System Stabilizer (PSS)
is used as case of study. This work shows that smaller
learning rates, results in a high diversity of the population
of solutions. Such a diversity implies a slower convergence
time. On the other hand, when LR increases, the exploitation
(i.e. improving and intensifying the features of the best
solutions found so far) of the design space is favored and
the convergence speed grows, but also may lead to find local
optimals instead of the global one.

In [12], a comparison between Breeding Genetic Algo-
rithm (BGA) and PBIL approach is performed, for the
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design of a Power System Controller. BGA is a modern
version of traditional evolutionary algorithms which uses the
survival of the fittest as optimization mechanism, but allows
a mechanism similar to artificial insemination on living
beings, where the offspring may take the best attributes of
its parents. Results of this work show that PBIL has almost
the same performance when optimizing the power controller.
The main advantage of PBIL is that it is computationally
simpler and has fewer genetic operators when compared with
BGA. Results also show that PBIL algorithm requires less
memory and computational resources, which makes it very
suitable for online implementations.

In [5], a Dual PBIL (DPBIL) algorithm is presented in
order to solve a partitioning problem. As defined on that
work, partitioning has the form of a binary optimization
problem. The dual form of the PBIL implementation allows
to improve the speed of the algorithm for finding optimal
solutions. This allows the implementation of DPBIL ap-
proaches in dynamic environments, in which the optimiza-
tion objective’s changes over the time.

In [13], a system-level partitioning problem is solved
using a PBIL approach. Unlike the DPBIL algorithm, where
a probability vector is used, the non-binary nature of the
system-level partitioning problem requires using a different
representation for the probability array. The results show that
by adjusting the learning rate parameter, convergence time
is speeded up at the expense of the quality of the obtained
solutions. Tuning this parameter becomes a key issue in the
PBIL optimization process.

Some efforts have been conducted in order to formal-
ize the PBIL convergence process [14], [15]. In such ap-
proaches, PBIL algorithm is modeled by means of a Markov
Chain and its behaviour is approximated by using an ordi-
nary differential equation (ODE). The idea is to prove that
the corresponding ODE has only stationary points which
corresponds to the optimals of the configuration space of the
PBIL algorithm. These works has proven that eventually, the
ODE and the associated PBIL, will converge to one of those
stable points.

3. The PBIL approach
The PBIL algorithm is a stochastic search method that

obtains its directional information from the previous best
solutions [16]. As mentioned before, PBIL algorithms rep-
resent the population of solutions by means of an array
of probabilities. In the case of binary problems, the PBIL
array takes the form of a vector, which stores a probability
value for each attribute of the problem to be optimized. In
the case of non-binary problems, it is necessary to work
with a probability matrix, in order to take into account the
whole solutions space. In both cases, the idea is to update
iteratively the probability values in the array, in order to that
the population converges to an optimal solution.

A basic version of the APBIL approach is shown in
Algorithm 1. As shown on Algorithm 1, all the values in
the probability array (namely P ) are initialized to 1/N ,
in order to take into account all the potential solutions.
At each algorithmt’s iteration, a new population (Pop)
is generated, based on the probabilities of the array, by
means of the Create_Population routine. The attributes
with the highest associated probability values, will appear
with more frequency in the populationt’s individuals. All
the individuals of the population are assessed, using the
Evaluate_Population routine. For the sake of choosing
the more suitable solutions to the optimization problem at
hand, the Choose_Best routine uses information about the
fitness of each potential solution in the population.

In the adaptive approach of the PBIL algorithm, the
Learning Rate (LR) parameter must be adjusted in order to
allow both exploration and exploitation of the search space.
This task is performed by the Learning_Rule routine. The
Entropy (E) of the probability array is calculated and used
as an estimation of the population’s diversity. Once the LR
parameter is calculated, the P array must be updated in order
to adjust the probabilities, according to the best solution
found in the population. Function Update_Array is used
with this aim.

Entropy decreases as the probabilities in the PBIL array
tend to concentrate on single entries of each column of
the P array (i.e. when an optimal solution becomes more
probable). Then, when entropy value becomes less than
a given tolerance, the algorithm may stop. The optimal
solution can be easily derived of the probabilities on the
P array.

Let’s suppose that an optimization problem can be stated
as a collection of M attributes, namely Q1, Q2, ..., QM . For
each attribute, there are up to N choices, in order to solve
the problem. Figure 1 shows a suitable probability array, for
such an optimization problem. In Figure 1, P(i,j) represents
the probability of the j attribute to be optimized using the

Algorithm 1 Basic PBIL Algorithm
Input: An N ×M probability array P
Output: An optimized solution

1: P (i, j) = 1
N ;∀ 1 ≤ i ≤ N and 1 ≤ j ≤ M

2: repeat

3: Pop = Create_Population (P ) ;
4: Fitness = Evaluate_Population (Pop) ;
5: Best = Choose_Best (Pop, F itness) ;
6: E = Entropy (P ) ;
7: LR = Learning_Rule(E);
8: P = Update_Array (P,Best, LR) ;

9: until {E < Tolerance} ;
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Fig. 1: A non-binary PBIL probability matrix

associated choice i. Since a single column of the matrix
of Figure 1 represents the joint probability of all potential
choices for a given attribute, the sum over a single column
must be equal to one.

Let’s suppose that after assessing a given population, it
was found that for a given attribute Qj , the best (optimal)
choice is the option k. According to this, the probabilities in
the array must be updated using a modified version of the
Hebbian rule [17], as shown in Equation (1).

P(i,j)New =


P(i,j)Old +

(
1− P(i,j)Old

)
× LR, for i = k(

1− P(k,j)New

)
× P(i,j)Old

1−P(k,j)Old
, for i ̸= k

(1)
In Equation (1), LR corresponds to the learning rate

parameter. The higher the LR parameter, the fastest shall
be the convergence of the algorithm, at the expense of a
poorer quality of the found solutions. The adjusting of the
LR parameter requires a good trade-off between quality and
speed. Instead of giving to the LR parameter a fixed value,
an adaptive approach varies the LR parameter whilst the
algorithm converges to an optimal. The best way to do that
is by calculating the systemic entropy over the PBIL array
of Figure 1 [18]. In this case, systemic entropy, or simply
entropy (E), may be calculated as shown in Equation (2).

E = −
N∑
i=1

M∑
j=1

[
P(i,j) × log

(
P(i,j)

)]
(2)

When all problem choices are equally probable, all prob-
abilities on the array have a value of 1/N . In this situation,
the population represented by the PBIL array has the highest
diversity. Under these conditions, the maximum value of
Entropy can be calculated as shown in Equation (3).

EMax = −M × log

(
1

N

)
(3)

When one of the choices becomes more probable than
the others, entropy value decreases, meaning that the array
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Fig. 2: Learning rules for LR between 0.1 and 0.3

provides less information, since some of the available op-
tions have being discarded. A value of 0 for the entropy,
implies that all the attributes of the associated solution are
completely defined, i.e. the PBIL algorithm has reached a
unique solution.

The APBIL algorithm starts with high values of entropy,
and they decreases as the APBIL array converges to an op-
timal attributes combination. Figure 2 shows three learning
rules, namely linear, exponential, and sigmoidal. As shown
on Figure 2, the learning rate parameter is kept at low
values at the beggining of the algorithm (when entropy has
maximum values), for the sake of allowing high population’s
diversity and exploring over all the solutions space. As
the entropy decreases, as a result of the probability array
updating process, the LR parameter increases, in order to
improve the speed of convergence of the algorithm, and
to reach the optimal solution quicker. This means that the
search process allows high diversity at early iterations of
the APBIL algorithm, and once the array seems to be
oriented toward a given solution (low entropy), the algorithm
changes the learning rate parameter, in order to speed up the
convergence. Figure 2 also shows the bell shape learning
rule, like that one proposed in [7]. In this case, the learning
rate is kept low both at the beginning and at the end of the
APBIL algorithm. The idea is to allow high population’s
diversity in both situations, and avoid the local optimum
problem.

Concerning a multi-objective implementation of a APBIL
algorithm, the main idea consists of working with several
arrays (populations) independently, as is done in the island-
model PBIL or IMPBIL approach [19]. As a result, at the end
of the algorithm’s execution, there will be several optimal
solutions with different trade-offs among the objectives
being optimized. There will be as much solutions as PBIL
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arrays on the implementation. This implies that the learning
process must be performed over several arrays, which may
reduce the algorithm’s performance.

Maintaining different PBIL populations generates addi-
tional problems. The first one is that a mechanism is neces-
sary to avoid that several populations converge to the same
optimal solution. As explained in [20], this may be done
by using a kernel approach based on distance. The idea is
that the distances among potential solutions becomes a new
objective to maximize in the optimization process, in such
a way that the solutions similar to an optimal in a given
population, are pruned on the remaining ones.

The second problem concerning multi-objective PBIL is
related to the stochastic nature of such algorithm. The
random operators that are present in PBIL algorithm can lead
to loosing good optimal solutions. A buffering strategy must
be implemented in order to store global optimal solutions
and to integrate them into the learning process while the
algorithms works. Given an optimization objective, if an
optimal solution is found and is better than the stored one,
the previous solution is discarded and the new best solution
is saved.

4. The Job Shop Scheduling optimiza-
tion problem

Job Shop Scheduling [21] is a combinatorial optimization
problem, which was formulated in the middle of the twenti-
eth century. As many combinatorial optimization problems,
Job Shop Scheduling is considered a NP problem, which im-
plies that practical algorithms are aimed to find good-enough
solutions instead of finding the best solutions. Scheduling is
a concept related with a plethora of different optimization
problems, with different levels of complexity and diverse
structures too.

In order to test our adaptive PBIL algorithms, a Job Shop
Scheduling problem will be used. Such a problem implies
the scheduling of executable tasks in a multi-processor
architecture, with several objectives to be satisfied. Three
objectives were considered for optimization: the cost of the
solution (N ), i.e. the number of Processing Elements (PEs)
required for implementing a given scheduling solution; the
scheduling penalty (SP ), related with tasks priorities and
execution delays, and the processor occupancy (PO), which
assess the eficiency in the resources usage.

The problem is stated as follows. Let’s suppose a set of
M independent tasks, which are going to be scheduled for
their implementation over a set of up to N PEs. Although
the number of tasks is well-known in advance, the number
of PEs represents the first objective to be optimized in order
to reduce the cost of the solution. The cheaper solution in
terms of hardware cost, consists of using a single PE, which
will lead to higher delays when executing the tasks. The
more expensive solution implies using a single PE for each

task. This enhances the performance of the designed system,
because response time for each task is minimized. Due to
the fact that the target architecture is homogeneous, each PE
has the same cost and the execution time for a single task
does not change from one specific PE to another.

A given task (Ti) has its own execution time (ti) and a
priority value (Pri), which ranges between 1 and PrMax.
If a specific PE is assigned to execute more than one task, it
is assumed that tasks will be served sequentially, using their
priorities as ordering criterion. Tasks with higher priority
are served before those with lower ones. The penalty for
delaying a given task is calculated by means of its priority
and delay to be executed. Equation (4) shows that the penalty
for a specific scheduling scheme is the sum of the penalties
for each task, which is defined as the product between its
priority and its delay.

SP =
M∑
i=1

Di × Pri (4)

In Equation (4), Di represents the delay that a specific
scheduling solution produces to the task Ti, and Pri is its
associated priority. The system penalty (SP ) is the second
objective to be optimized (minimized) in the proposed
scheduling problem.

Finally, the third objective to be optimized corresponds to
the processor occupancy (PO) which can be simply calcu-
lated as the mean percentage of time in which processors
are performing useful work (i.e. processing tasks). In this
case, the PO objective must be maximized, in order to fully
exploit the system’s resources.

Figure 3 depicts a specific scheduling solution, in an
environment of M tasks, each with a triad formed by its
priority, execution time and delay. As can be seen in Figure
3, there can be up to M active PEs (the most expensive and
fastest solution), but in a more efficient solution, some PEs
are not used at all. Since for each PE, tasks are served on
a priority basis, from the figure it can be said that priority
of task T1 is higher than priority of tasks Ti and TM . Also,
task T1 is served first on PE1, so the associated delay for
such a task is equal to zero. Delays for remaining tasks shall
depend on the subsequent execution order.

5. Experimental Results
Four APBIL Learning Rules (namely linear, sigmoidal,

exponential and bell-shape) were tested in order to compare
them and find the best trade-off between performance and
quality for the optimization problems at hand. Such learning
rules are depicted in Figure 2 and Table 1 shows their formal
specification. In order to perform an equable comparison,
this specification represents the only difference among the
implementation of the adaptive algorithms. As shown in
Table 1, LR depends on the entropy (E) of the PBIL array,
as well as on the LRMin and LRMax parameters, which
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Fig. 3: A given scheduling solution

represent the minimum and maximum values for LR. For
all the executions of the APBIL algorithm reported in this
section, the LRMin and LRMax values were set to 0.1 and
0.3, respectively.

For comparison purposes, a classical Multi-Objective Evo-
lutionary Algorithm (MOEA) was also implemented [22].
Each algorithm was used to solve the Job Shop Scheduling
problem with different sizes (M ).

All the algorithms were aimed to simultaneously optimize
three objectives, as pointed in previous section: scheduling
penalty (SP ), processor occupancy (PO) and the number of
PEs (N ). The algorithms were tested using Matlab on a PC
with an Intel Core I7 processor and 8 Gigabytes of memory.

Table 1: Formal specification of learning rules

Linear LR = LRMax − E
EMax

× (LRMax − LRMin)

Exponential LR = LRMin + (LRMax − LRMin) ×
e−4.5× E

Emax

Sigmoidal LR = LRMax − LRMax−LRMin

1+e
−10×( E

Emax
−0.5)

Bell
Shape

LR = LRMin + LRMax−LRMin√
2×π

× e−
( E
Emax

−3)2

2

Figure 4 depicts the mean convergence time for the
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Fig. 4: Mean convergence time for the different optimization
strategies

mentioned algorithms, as a function of the optimization
problem’s size (M ). As can be seen, convergence times
for MOEA and bell-shaped algorithms, becomes restrictive
when dealing with higher values of M . In such cases, the
execution of the algorithm was forced to stop.

Learning rules for the adaptive approaches in Figure 4, are
the same depicted in Figure 2. As can be seen, there is no
remarkable difference between the monotonically-increasing
learning rules (linear, exponential and sigmoidal), except for
a peak given on the exponential rule, for a problem size of
thirty tasks. On the contrary, MOEA and bell-shaped PBIL
has very poor convergence times, often several orders of
magnitud above the proposals with monotonically-increasing
learning rules.

With respect to the bell-shaped learning rule, it does
not seems logical to decrease the learning rate at the end
of the process of convergence. When a PBIL algorithm
is performing the last stages of the space exploration, the
probabilities in the algorithm’s array tend to be concentrated
on single positions of each column, which points toward the
optimal solution. The results in Figure 4 suggest that there
is no need to guarantee population’s diversity at final stages
of the PBIL algorithm’s execution.

The MOEA algorithm was implemented using a vector
representation for each solution on the population. Each
entry in the solution’s vector represents the implementation
resource for a given system’s task. This means that each
vector on the population has a lenght of M elements. A
single crossover operator was used for recombination, and
the mutation was made by means of a change of a single
value on a given vector position. A round-robin method and
a µ + λ strategy was used for selection purposes [23]. As
can be seen in Figure 4, MOEA’s performance is very poor
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Fig. 5: Scheduling penalty for several optimization ap-
proaches
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Fig. 6: Processor occupancy for several optimization ap-
proaches

when compared with the best APBIL algorithms because it
does not have an adaptive behavior.

None of the results shown in Figure 4 would be relevant
without a comparison between the quality of the solutions
obtained with each approach. Figures 5, 6 and 7 show the
best solutions found by each optimization algorithm, accord-
ing to the objectives defined in the previous section. As can
be seen, there is no remarkable differences among the PBIL
algorithms, although MOEA strategy shows better solutions
concerning processor occupancy. However, MOEA’s quality
concerning the remaining criteria (SP and N ) is always
poorer than those for PBIL approaches.

For the sake of providing a further insight into the perfor-
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Fig. 8: A PBIL probability array representation for the TSP
problem

mance of the proposed learning rules, a traveling salesman
problem (TSP) optimization algorithm was implemented.
TSP is one of the most famous NP-complete problems [24].
Given C cities, the goal is to find a minimum lenght tour
which visits each city exactly once. The PBIL array used to
represent such an optimization scheme is shown in Figure
8. As can be seen, the PBIL array takes the form of a
C ×C probability matrix. In that figure, Pi,j represents the
probability of visiting city j in the ith place.

Three APBIL approaches were implemented in order to
solve TSPs of several sizes. These approaches correspond to
the three monotonically-increasing learning rules described
before, i.e. linear, sigmoidal and exponential. The TSPs were
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Fig. 9: Execution time for the different TSPs

created by distributing randomly a total of C cities in an area
of 10000 square kilometers. In order to assess the quality
of the solutions provided by the APBIL search, the total
traveled distance by the salesman, measured in meters, was
used as a fitness value.

Figure 9 shows the mean convergence times for each
APBIL implementation, for different sizes of the TSPs.
Again, the only difference among APBIL implementations
was the learning rule used to update the LR parameter. The
sizes of the TSPs ranges from 20 to 100 cities. As mentioned
in [24], complexity of the TSP problem grows very quicly
with the value of C, so using larger sizes may be restrictive
for simulation.

Figure 9 shows that sigmoidal learning rule has a better
performance when compared with linear and exponential
rules, for TSP optimization problems. Execution times re-
lated with sigmoidal learning rule are always almost an order
of magnitud below the remaining alternatives, and such a
trend prevails over all the range of the TSP size.

Figure 10 shows the total traveled distance for the three
implementations of the APBIL algorithm. As can be seen on
that figure, total traveled distance of the solutions obtained
from sigmoidal learning rule are up to 16 % below of
traveled distance of the remaining approaches.

According to the previous discussion, keeping low values
of the LR parameter allows high population’s diversity. As
can be seen on Figure 2, the sigmoidal learning rule allows
high population’s diversity at early stages of the exploration
process (i.e. when entropy values are near to its maximum).
Such diversity avoids the local optimum problem, and then
improves the quality of the found solutions. However, as
entropy decreases and the algorithm approximates to opti-
mal values, the sigmoidal learning rule increases the LR
parameter even more than the other rules, which implies
that sigmoidal rule improves exploitation at the end of the
process. Such exploitation speeds up the search process, as
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Fig. 10: Total traveled distance for several TSP problems

shown on Figure 10. Figure 2 shows that sigmoidal learning
rule is the second one in favoring the exploration at the
begining of the search process, and also is the one which
most favors the exploitation at the end of the convergence
process. Such a combination of features seems to be the
reason to explain why sigmoidal learning rule resulted to be
both the strategy with best quality as well as the fastest one.

6. Conclusions
An adaptive PBIL strategy has been tested using several

learning rules. The monotonically-increasing learning rules
have shown promising results in order to speed up the
convergence process. The results show that a linear or
sigmoidal relationship between the learning rate and the
PBIL array’s entropy seems to be the best option.

Results derived from the TSP optimization suggest that
sigmoidal learning rule is the best approach, in order to speed
up the convergence time. However, presented results must be
taken as an initial insight, in order to derive the features of
the learning rules tested in this paper, which will be intended
as future work.
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Enhanced MLP Input-Output Mapping for Degraded Pattern
Recognition

Shigueo Nomura and José Ricardo Gonçalves Manzan
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Abstract— This work proposes a set of approaches for
improving the multilayer perceptron (MLP) performance
on degraded pattern input-output mapping process. First,
differently to the classical one-per-class approach, our strat-
egy calculates Euclidean distances between the MLP output
and target vectors. Second, our approach adopts orthogonal
bipolar vectors (OBVs) as target values taking advantages
of larger Euclidean distance provided by these vectors
rather than conventional ones. The proposed approaches
were applied to MLP training and test in classifying very
degraded patterns as input data. Experimental results with
classical approaches in parallel to the proposed ones are
presented for MLP performance comparison purposes. The
improved MLP with our proposed approaches provided an
increase of 9.3 % on degraded pattern recognition rate.

Keywords: Artificial Neural Networks, Degraded Pattern, Eu-
clidean Distance, Multilayer Perceptron, Pattern Recognition, Tar-
get Vector.

1. Introduction
Multilayer perceptron (MLP) has been successfully ap-

plied to pattern recognition [1][2][3] tasks. As a classifica-
tion system, MLP requires a good approach for analyzing
degraded image data, extracting features from these data,
generating a set of relevant information, and improving its
performance. Many efforts have attempted to develop a good
method followed by feature extraction systems.

Surprisingly, it is quite difficult to find investigations fo-
cusing on output space for the input-output mapping process
of MLPs as shown in Fig. 1.

Basically, approaches for the MLP multiclass categoriza-
tion tasks such as one-per-class based on conventional binary
or bipolar target vectors with their dimensions equal to the
number of classes are classical.

This work proposes to break away from such classical
treatment of the MLP input-output mapping process.

The main objective of this work is to show that the
proposed approaches can considerably improve the degraded
pattern recognition performance by MLPs.

In summary, the approaches adopt the Euclidean distance-
based MLP multiclass categorization and the use of or-
thogonal bipolar vectors (OBVs) as expectation values for
learning.

It is known that MLP performance using bipolar tar-
get vectors is already better than performance with binary
ones [4], but no other authors’ work exists, to our knowledge,
adopting the Euclidean distance between OBVs and output
vectors.

2. Usual Approaches on Multiclass Cate-
gorization

Connectionist algorithms are more difficult to apply to
multiclass categorization problems [5]. Multiclass catego-
rization problems [5] correspond to tasks of finding an
approximate definition for an unknown function f(x) given
training examples of the form ⟨xi, f(xi)⟩. The unknown
function f often takes values from a discrete set of “classes”
c1, c2, . . . , ck.

We can distinguish two approaches to handle these mul-
ticlass categorization tasks as follows:

• We have one-per-class approach when the individual
functions f1, f2, . . . , fk are learned one for each class.
To assign a new case p to one of these classes, each
of individual function fi is evaluated on p, and the
case p is assigned the class j corresponding to the
function fj that returns the highest activation [6]. This
categorization approach is standard for conventional
target vectors.

• Distributed output code is an alternative approach pio-
neered by Sejnowski and Rosenberg [7] in their widely-
known NETtalk system. In this approach, each class
is assigned a unique binary string of length n; these
strings refer to target vectors in MLP. Then n binary
functions are learned, one for each bit position in these
binary strings. During training for an example from
class i, the desired outputs of these n binary functions
are specified by the target vector for class i. With
Artificial Neural Networks (ANN), these n functions
can be implemented by the n output units of a single
network. A new case p is classified by evaluating each
of the n binary functions to generate an n-bit string s.
This string is then compared to each of the k target
vectors, and p is assigned to the class whose target
vector is closest, according to some distance measure,
to the generated string s.
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Fig. 1: Input-output mapping process of an MLP.

3. Motivation
An MLP model is trained to learn the nonlinear re-

lationship between M -dimensional input space and N -
dimensional output space as shown in Fig. 1. In this way,
an incoming unknown input M -dimensional vector is trans-
formed into a N -dimensional one and it can be placed in
any point from the space.

The motivation of this work is to improve the MLP
multiclass categorization performance as pattern recognition
process by transforming an input vector representing a
degraded pattern into an output vector representing a class.

The increase of the generalization ability of MLP models
leads to their recognition performance improvement. One
goal is to find a topology design strategy to provide a
network with a higher ability to generalize.

Many traditional investigations have concentrated on im-
proving the representation of input vectors. On the contrary,
this work has concentrated on the alternative representation
of the desired outputs (OBVs as target vectors) to adjust
weights that minimize error during the supervised training
process. A purpose is to influence on the multidimensional
error-performance surface [8] that is constructed in the
supervised training.

Since the categorization based on Euclidean distance
adopted in this work depends on the distance between
vectors to classify unknown input data, it is expected that the
MLP performance improves with the proposed approaches.
The orthogonality of new target vectors can provide larger
output space rather than conventional vectors. Figure 2
presents high interference zones between pattern categoriza-
tion subspaces due to the conventional target vectors. On the
other hand, we can verify low interference zones between
pattern categorization subspaces in Fig. 3 due to the use
of new target vectors. Our hypothesis is that the approaches
can lead to enhanced MLP input-output mapping even when
input is degraded and slightly different from the training
examples.

4. Work Proposal
A set of approaches including the input-output mapping

process of MLPs based on Euclidean distance measure

adopting OBVs as new target vectors is proposed in this
work.

According to Dekel and Singer [9], the objective in
multiclass categorization problems is to learn a classifier that
accurately assigns labels (target vectors) to instances (input
vectors) where the set of labels is of finite cardinality and
contains more than two elements.

In this MLP application for multiclass categorization, after
every presentation of an instance V ∗ (input vector in M -
dimensional space of Fig. 1), the Euclidean distance of the
output vector in N -dimensional space was calculated with
all labels (target vectors in output space) for each of the
classes. The class whose representation by the label had the
smallest Euclidean distance with the output vector would be
chosen as the “winner” to assign to instance V ∗. In addition
to the Euclidean distance-based approach, we propose the
use of OBVs (defined in the next section) as target vectors.

5. Definition of Vectors
The following defined vectors represent target values

used in our experiments for the MLP input-output mapping
analysis.

5.1 Conventional Bipolar Vectors (CBVs)
The conventional bipolar vectors (CBVs) with n compo-

nents for representing pth pattern in n patterns are defined
by Eq. (1):

Vp = (

p−1︷ ︸︸ ︷
−1, . . . ,−1, 1,

n−p︷ ︸︸ ︷
−1, . . . ,−1)T , (1)

where Vp is the CBV for representing the pth pattern, p =
1, 2, . . . , n, n is the number of patterns or components.

In case of recognition problem for 10 digits, the digit “0”
is defined as a 10th digit by Eq. (2):

V0 = (

9︷ ︸︸ ︷
−1, . . . ,−1, 1)T . (2)
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5.2 Orthogonal Bipolar Vectors (OBVs)
The norm of an orthogonal bipolar vector (OBV) in an

Euclidean space Rn is given by Eq. (3):

|U | =
√
x1

2 + x2
2 + · · ·+ xn

2 =
√
n, (3)

where U = (x1, x2, . . . , xn)
T , xi represents a component

+1 or −1 for i = 1, 2, . . . , n, and n is the number of
components.

The usual inner product [10] between two vectors U and
V in an Euclidean space Rn is defined by Eq. (4):

U.V = x1y1 + x2y2 + · · ·+ xnyn, (4)

where V = (y1, y2, . . . , yn)
T , and yi represents a component

+1 or −1 for i = 1, 2, . . . , n, and n is the number of
components.

Vectors U and V are orthogonal (denoted by U ⊥ V ) if
and only if U.V = 0 in Eq. (5):

U ⊥ V ⇔ U.V = 0. (5)

A simple algorithm [4][11] can be implemented to gener-
ate the OBVs with various numbers of components following

the above conditions. Table 1 presents examples of OBVs
with 16 components, representing target values for 10 digits,
generated by the mentioned algorithm.

6. Experimental Procedure

The modeling procedure of an MLP topology for the
input-output mapping process of degraded pattern data as
shown in Fig. 4 is presented in this section. The model is to
experimentally evaluate the proposed approaches applied to
the MLP in degraded pattern recognition tasks.

We have extracted input data from license plate photos
automatically taken by traffic control systems of Uberlândia
City in Brasil. They were images with such problems as
luminosity, contrast, focalization, resolution, and size, all of
which required preprocessing able to extract relevant features
for pattern recognition process. The original preprocessing
methods proposed in such previous works as adaptive con-
trast enhancement [12], adaptive thresholding [13], auto-
matic segmentation and extraction of feature vectors [14]
were used.
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Table 1: Examples of OBVs with 16 components.
Digit OBV
“1” (1, -1, -1, 1, -1, 1, 1, -1, -1, 1, 1, -1, 1, -1, -1, 1)
“2” (1, -1, -1, 1, -1, 1, 1, -1, 1, -1, -1, 1, -1, 1, 1, -1)
“3” (1, -1, -1, 1, 1, -1, -1, 1, -1, 1, 1, -1, -1, 1, 1, -1)
“4” (1, -1, -1, 1, 1, -1, -1, 1, 1, -1, -1, 1, 1, -1, -1, 1)
“5” (1, -1, 1, -1, -1, 1, -1, 1, -1, 1, -1, 1, 1, -1, 1, -1)
“6” (1, -1, 1, -1, -1, 1, -1, 1, 1, -1, 1, -1, -1, 1, -1, 1)
“7” (1, -1, 1, -1, 1, -1, 1, -1, -1, 1, -1, 1, -1, 1, -1, 1)
“8” (1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1)
“9” (1, 1, -1, -1, -1, -1, 1, 1, -1, -1, 1, 1, 1, 1, -1, -1)
“0” (1, 1, -1, -1, -1, -1, 1, 1, 1, 1, -1, -1, -1, -1, 1, 1)

6.1 Data Representation
A two-dimensional set of pixels that represents a pattern

is mapped onto an input vector as a set of input neurons.
For a 20× 15 image of each segmented pattern, the top row
of 20 pixels is associated with the first 20 neurons, the next
row of 20 pixels is associated with the next 20 neurons, and
so on. So, segmented entities (20 × 15) are represented by
feature vectors with 300 components, and each component in
the vector should represent one pixel of the pattern (bipolar
value +1) or one pixel of the image background (bipolar
value −1).

Figure 4 shows the 120-image training set representing
digits as input data.

In this work, the adopted data representation is bipolar
since the categorization may be improved if the input is
represented in bipolar form and the bipolar sigmoid is used
for the activation function [4]. The reason is if one factor
in the weight connection expression is the activation of the
lower unit then units whose activations are null will not
learn [4].

6.2 MLP Topology for Experiments
The adopted multilayer neural network in our experiments

consists of the architecture with one layer of hidden neurons.
There are several propositions how to determine the

necessary number of hidden neurons for a given problem
but they yield contradictory results and have no practical
utility [15].

Some heuristic rules [15] used to obtain the MLP topology
for experiments are as follows:

• To reduce the number of hidden neurons when the
network does not generalize, that is, the error of the
output data during the training is small and the error in
the test stage is large.

• To increase the number of hidden neurons when the
error during the training is large or all the weights for
the connections between neurons are of the same order
of magnitude.

In degraded images, the input data contain redundant
information which can not be removed by a suitable coding.
These spurious data can be removed when the hidden layer
contains less neurons than the input layer [15].

In summary, without further information there is no fool-
proof method for setting the exact number of hidden neurons
before training stage [4].

Such usual strategies in ANN [8] as one parameter keep-
ing and the variation of remaining parameters defined the
appropriate topology of MLP. Conventional experiments get
adequate topology for classifying input digits (20 × 15)
represented by the 300-dimensional feature vectors. Our
experimental MLP model consists of 300 neurons in the
input layer. The adequate number of neurons in the hidden
layer is set according to each experiment. The number of
neurons in the output layer is defined by the target vector
type or its size selected for each experiment.

6.3 Training Stage
The standard backpropagation algorithm [4] is used as

the training algorithm of each MLP model. Since all ex-
perimental target vectors are bipolar, the adopted activation
function is the typical bipolar sigmoid [4], which has a range
of (−1, 1). Initial weights are generated as random values
between −0.25 and 0.25. The learning rate parameter is set
as 0.02. The stop criterion for the training algorithm is to
require that the maximum value of the average squared error
be equal to or less than the tolerance as indicated within each
graph of Figs. 5–7.

Training data set is constituted by 120 pattern-images not
belonging to the test data set. It contains input patterns
for the MLP model training to classify digits extracted
from license plates into ten categories. Each category is
represented by 12 input patterns.

6.4 Test Stage
The classification rate is calculated by Eq. (6):
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Fig. 4: A sample of 120 degraded patterns used as input data for the MLP training.
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cr =

∑N
i ci
N

, (6)

where cr is classification rate, N is number of test
patterns, and ci is defined as

ci =

{
1 : pi = ri
0 : pi ̸= ri

, (7)

where pi is a classified pattern (output of the MLP model),
and ri is the corresponding category (correct response).

Test data set consisted of 1352 images containing the dig-
its “0”,“1”,. . . ,“9” extracted from license plates after their
preprocessing [12][13][14][16]. A trained MLP model was
applied to classify those extracted digits into ten categories.

7. Experiments and Results
The experiments consisted of using CBVs and OBVs

defined in Section 5 as target vectors.

We have evaluated the influence of Euclidean distance-
based approach on MLP training and classification perfor-
mance improvement using various target vectors.

In other words, the experiments compared the proposed
Euclidean distance-based approach with the classical one-
per-class categorization approach in terms of influence on
MLP performance.

An MLP model with a topology of 100 hidden neurons
and 10 output neurons was trained and tested using CBVs
for one-per-class approach.

Figure 5 shows the MLP classification performance ap-
plying one-per-class approach for the use of CBVs as target
vectors.

To evaluate the influence of using OBVs as target vec-
tors on the MLP input-output mapping process, we have
performed the following tasks:

• MLP model training for OBVs as target vectors. Dif-
ferent topologies according to the OBV sizes (16 or 64
components) were defined.
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Table 2: Relevant results from the graphs of Figs. 5–7
Target vector type Categorization approach Maximum rate %

CBV One-per-class 72.10
OBV-16 Euclidean distance-based 80.00
OBV-64 Euclidean distance-based 81.40

• Application of the Euclidean distance-based approach
for the above trained MLP models. The experimental
results using OBVs with 16 and 64 components, are
respectively shown in Figs. 6 and 7.

8. Discussion
The graph in Fig. 5 shows that the classification rate

of 72.1% is provided by the MLP model trained for 3751
epochs with the one-per-class categorization approach. Fig-
ures 6–7 show the results from the use of OBVs as target
values.

Table 2 presents the highest classification rate per target
vector type and categorization approach. We can note that the
classification rate was increased of 9.3% by using Euclidean
distance-based approach and OBVs as target values.

Considering the advantage of adopting the Euclidean
distance-based categorization approach, we can verify that
the MLP performance improved more and more with the
use of OBVs rather than conventional target vectors.

9. Conclusion
A set of approaches to improve the MLP performance

on degraded pattern recognition searching for more gener-
alized and well-trained model was proposed. Basically, the
Euclidean distance-based approach was combined to the use
of OBVs as new target vectors for the MLP training and test
with very degraded pattern data.

We compared the experimental results applying the pro-
posed approaches with the results applying the classical one-
per-class approach. Comparison results showed that the pro-
posed approaches considerably improved (increase of 9.3%
on classification rate) the MLP performance on degraded
pattern recognition tasks.

In summary, we realized that the proposed approaches led
to higher classification rate of very degraded pattern data by
MLPs compared to the classical one-per-class approach.

In terms of degraded pattern recognition performance, we
have gotten an enhanced MLP input-output mapping with the
proposed Euclidean distance-based approach using OBVs as
new target vectors.

Acknowledgment
The authors would like to thank PROPP-UFU (project

72/2010), CAPES (MINTER UFU-IFTM), and FAU-UFU
for supporting this work.

References
[1] A. R. Webb and K. D. Copsey. Statistical Pattern Recognition. John

Wiley & Sons, third edition, 2011.
[2] J. Chu, I. Moon, and M. Mun. A real-time EMG pattern recognition

system based on linear-nonlinear feature projection for a multifunction
myoelectric hand. IEEE Transactions on Biomedical Engineering,
53(11):2232–2239, Nov. 2006.

[3] Y. X. Zhang. Artificial neural networks based on principal compo-
nent analysis input selection for clinical pattern recognition analysis.
Talanta, 73(1):68–75, Aug. 2007.

[4] L. V. Fausett. Fundamentals of Neural Networks: Architectures,
Algorithms, and Applications. Prentice Hall, Englewood Cliffs, NJ,
1994.

[5] T. G. Dietterich and G. Bakiri. Solving multiclass learning problems
via error-correcting output codes. Journal of Artificial Intelligence
Research, 2:263–286, 1995.

[6] N. J. Nilsson. Learning Machines. McGraw-Hill, New York, 1965.
[7] T. J. Sejnowski and C. R. Rosenberg. Parallel networks that learn to

pronounce english text. Complex Systems, 1:145–168, 1987.
[8] S. Haykin. Neural Networks: A Comprehensive Foundation. Prentice

Hall, New Jersey, second edition, 1999.
[9] O. Dekel and Y. Singer. “Multiclass learning by probabilistic em-

beddings.” In Advances in Neural Information Processing Systems,
volume 15, pages 945–952. MIT Press, 2002.

[10] B. Noble and J. W. Daniel. Applied Linear Algebra. Prentice Hall,
Englewood Cliffs, New Jersey, second edition, 1977.

[11] S. Nomura, K. Yamanaka, O. Katai, H. Kawakami, and T. Shiose.
Improved MLP learning via orthogonal bipolar target vectors. Journal
of Advanced Computacional Intelligence and Intelligent Informatics,
9(6):580–589, Nov. 2005.

[12] S. Nomura, K. Yamanaka, O. Katai, and H. Kawakami. A new method
for degraded color image binarization based on adaptive lightning on
grayscale versions. IEICE Trans. on Information and Systems, E87-
D(4):1012–1020, 2004.

[13] S. Nomura and K. Yamanaka. “New adaptive methods applied to
binarization of printed word images,” In N. Younan, editor, Proceedings
of the Fourth IASTED International Conference Signal and Image
Processing, pages 288–293, Kauai, USA, 2002.

[14] S. Nomura, K. Yamanaka, O. Katai, H. Kawakami, and T. Shiose. A
novel adaptive morphological approach for segmenting characters in
degraded images. Pattern Recognition, 38:1961–1975, Nov. 2005.

[15] (2012) Neuronal networks: The network. [Online]. Available:
http://www.andreas-mielke.de/nn-en-4.html

[16] S. Nomura and K. Yamanaka. “New adaptive approach based on
mathematical morphology applied to character segmentation and code
extraction from number plate images,” In Proc. of 6th World Multi-
Conference on Systemics, Cybernetics and Informatics, volume IX,
Florida, USA, Jul. 2002.

258 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Estimation of Phoneme Probabilities for Bangla 
Automatic Speech Recognition 

 
Mohammed Rokibul Alam Kotwal, Afsana Hamid and Mohammad Nurul Huda 

Department of Computer Science and Engineering, United International University, Dhaka, Bangladesh 
 
 

Abstract - This paper estimates Bangla phoneme 
probabilities using a neural network-based method for 
Automatic Speech Recognition (ASR). The method consists of 
three stages: i) a multilayer neural network (MLN), which 
converts acoustic features, mel frequency cepstral coefficients 
(MFCCs), into phoneme probabilities, ii) the phoneme 
probabilities obtained from the first stage and corresponding 
velocity (∆) and acceleration (∆∆) parameters calculated by 
linear regression (LR) are inserted into another MLN,  and iii) 
the phoneme probabilities obtained from the second stage and 
corresponding ∆ and ∆∆ parameters are inserted into a 
hidden Markov model (HMM) based classifier to obtain more 
accurate phoneme strings. From the experiments on Bangla 
speech corpus prepared by us, it is observed that the proposed 
method provides higher phoneme recognition performance 
than the other investigated methods. Moreover, it requires a 
fewer mixture components in the HMMs. 

Keywords: Multilayer Neural Network; Hidden Markov 
Models; Acoustic Features; Phoneme Probabilities; 
Automatic Speech Recognition; Dynamic Parameters 

1 Introduction 
  A new vocabulary word or out-of-vocabulary (OOV) 
word often causes an “error” or a “rejection” in current 
hidden Markov model (HMM)-based automatic speech 
recognition (ASR) systems. To resolve this OOV-word 
problem, an accurate phonetic typewriter or phoneme 
recognizer functionality is expected [1-3]. 

There have been many literatures on phoneme recognition for 
ASR systems for almost all the major spoken languages in the 
world. Unfortunately, only a very few works have been done 
in ASR for Bangla (can also be termed as Bengali), which is 
one of the largely spoken languages in the world. More than 
220 million people speak in Bangla as their native language. 
It is ranked sixth based on the number of native speakers [4]. 
A major difficulty to research in Bangla ASR is the lack of 
proper speech corpus. Some efforts are made to develop 
Bangla speech corpus to build a Bangla text to speech system 
[5]. However, this effort is a part of developing speech 
databases for Indian languages, where Bangla is one of the 
parts and it is spoken in the eastern area of India (West 
Bengal and Kolkata as its capital). But most of the natives of 
Bangla (more than two thirds) reside in Bangladesh, where it 
is the official language. Although the written characters of 

standard Bangla in both the countries are same, there are 
some sound that are produced variably in different 
pronunciations of standard Bangla, in addition to the myriad 
of phonological variations in non-standard dialects [6]. 
Therefore, there is a need to do research on the main stream 
of Bangla, which is spoken in Bangladesh, ASR. 

Recognition of Bangla phonemes by Artificial Neural 
Network (ANN) is reported in [7-8]. However, most of these 
works are mainly concentrated on simple recognition task on 
a very small database, or simply on the frequency 
distributions of different vowels and consonants. Besides, the 
methods provided in [7-8] uses a multilayer neural network 
(MLN) in their architecture. Because a single MLN has an 
inability of resolving coarticulation effect [9], the phoneme 
recognition methods do not provide higher phoneme 
recognition performance. 

In this paper, we build a Bangla phoneme recognition system 
for an ASR in a large scale. For this purpose, we first develop 
a medium size (compared to the exiting size in Bangla ASR 
literature) Bangla speech corpus comprises of native speakers 
covering almost all the major cities of Bangladesh. Then, 
mel-frequency cepstral coefficients (MFCCs) of 39 
dimensions are extracted from the input speech. The method 
consists of three stages: i) a multilayer neural network 
(MLN), which converts acoustic features, mel frequency 
cepstral coefficients (MFCCs), into phoneme probabilities, ii) 
the phoneme probabilities obtained from the first stage and 
corresponding velocity (∆) and acceleration (∆∆) parameters 
calculated by linear regression (LR) are inserted into another 
MLN,  and iii) the phoneme probabilities obtained from the 
second stage and corresponding ∆ and ∆∆ parameters are 
inserted into a hidden Markov model (HMM) based classifier 
to obtain more accurate phoneme strings. The incorporation 
of dynamic parameters, ∆ and ∆∆, resolves coarticulation 
effect and consequently, increases the phoneme recognition 
performance. The originality of this paper is incorporation of 
second MLN with dynamic parameters. For evaluating 
Bangla phoneme correct rate (PCR) and phoneme accuracy 
(PA), we have designed three experiments: (i) MFCC+MLN, 
(ii) MFCC+MLN+ ∆, (iii) MFCC+MLN+∆.∆∆, (iv) 
MFCC+MLN+MLN, (v) MFCC+MLN+MLN+∆, (vi) 
MFCC+MLN+MLN+∆.∆∆, (vii) MFCC+MLN+ ∆.∆∆ 
+MLN, (viii) MFCC+MLN+∆.∆∆+MLN+∆, (ix) 
MFCC+MLN+∆.∆∆+MLN+ ∆.∆∆. 
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The paper is organized as follows. Section 2 briefly describes 
approximate Bangla phonemes with its corresponding 
phonetic symbols; Section 3 explains about Bangla speech 
corpus; Section 4 provides a brief description about existing 
and our proposed methods, while Section 5 gives 
experimental setup. Section 6 explicates the experimental 
results and discussion, and finally, Section 7 draws some 
conclusions and remarks on the future works.  

2 Phonetic Symbols for Bangla  
Phonemes 

  Bangla phonetic inventory consists of 8 short vowels 
(A, Av, B, D, G, H, I, J) excluding long vowels (C, 
E) and 29 consonants. Table 1 shows Bangla vowel 
phonemes with their corresponding International Phonetic 
Alphabet (IPA) and our proposed symbols. On the other 
hand, the consonants, which are used in Bangla language, are 
presented in Table 2. Here, the Table exhibits the same items 
for consonants like as Table 1. In Table 2, the pronunciation 
of /k/, /l/ and /m/ are same by considering the words wek 
(/biʃ /), wel (/bi ʃ  /) and wWm (/ɖ  i ʃ  /) respectively, 
which is shown in Fig. 1. Here the meanings of wek, wel and 
wWm are English language “twenty (20)”, “poison” and 
“bowl” respectively. On the other hand, in the words Rvg 
(/dʒam/) and hvK (/dʒak/), there is no difference between the 
pronunciation of /R/ and /h/ respectively that depicted in Fig. 
2. Here the meanings of Rvg and hvK are English language 
“black berry” and “go” respectively. Again, Fig. 3 shows that 
there is no difference between /Y/ and /b/ in the words nwiY 
(/hɾ in/) and bvwZb (/natin/) respectively. Here the meanings 
of nwiY and bvwZb are English language “deer” and “grand 
daughter” respectively. Moreover, phonemes /o/ and /p/ 
carry same pronunciation in the words cvnvo (/pahaɽ /) and 
Avlvp (/aʃ aɽ /) respectively, which is shown in the Fig. 4. 
Here the meanings of cvnvo and Avlvp are English 
language “hill” and “rainy season” respectively. 

Table 1: Bangla Vowels 

Letter IPA Our Symbol 
A /ɔ / and /o/ a 
Av /a/ aa 

B /i/ i 
C /i/ i 
D /u/ u 
E /u/ u 
G /e/ and /æ/ e 
H /oj/ oi 
I /o/ o 
J /ow/ ou 

 

 

Table 2: Bangla Consonants 

Letter IPA Our Symbol 
K /k/ k 
L /kh/ kh 
M /ɡ / g 
N /ɡ ʱ/ gh 
O /ŋ/ ng 
P /tʃ / ch 
Q /tʃ ʰ/ chh 
R /dʒ/ j 
S /dʒʱ/ jh 
U /ʈ / ta 
V /ʈ ʰ/ tha 
W /ɖ / da 
X /ɖ ʱ/ dha 
Y /n/ n 
Z /t/ t 
_ /tʰ/ th 
` /d/ d 
a /dʱ/ dh 
b /n/ n 
c /p/ p 
d /pʰ/ ph 
e /b/ b 
f /bʱ/ bh 
g /m/ m 
h /dʒ/ j 
i /ɾ / r 
j /l/ l 
k /ʃ / / /s/ s 
l /ʃ / s 
m /ʃ / / /s/ s 
n /h/ h 
o /ɽ / rh 
p /ɽ / rh 
q /e/ /- y 

 

 

Figure 1: Spectrogram of Bangla phonemes /k/, /l/ and /m/ 
in the words wek (/biʃ /), wel (/biʃ /) and wWm (/ɖ iʃ /) 

respectively. 
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Figure 2: Spectrogram of Bangla phonemes /R/ and /h/ in the 
words Rvg (/dʒam/) and hvK (/dʒak/) respectively. 

     

 

Figure 3: Spectrogram of Bangla phonemes /Y/ and /b/ in the 
words nwiY (/hɾ in/) and bvwZb (/natin/) respectively. 

   

 

Figure 4: Spectrogram of Bangla phonemes /o/ and /p/ in the 
words cvnvo (/pahaɽ /) and Avlvp (/aʃ aɽ /) respectively. 

Initial consonant cluster is not allowed in the native Bangla: 
the maximum syllable structure is CVC (i.e. one vowel 
flanked by a consonant on each side) [10]. Sanskrit words 
borrowed into Bangla possess a wide range of clusters, 
expanding the maximum syllable structure to CCCVC. 
English or other foreign borrowings add even more cluster 
types into the Bangla inventory.  

3 Bangla Speech Corpus 
  A real problem to do experiment on Bangla word ASR 
is the lack of proper Bangla speech corpus. In fact, such a 
corpus is not available or at least not referenced in any of the 
existing literature. Therefore, we develop a medium size 
Bangla speech corpus, which is described below. 

Hundred sentences from the Bengali newspaper “Prothom 
Alo” [11] are uttered by 30 male speakers of different regions 
of Bangladesh. These sentences (30x100) are used for 
training corpus (D1). On the other hand, different 100 
sentences from the same newspaper uttered by 10 different 
male speakers (total 1000 sentences) are used as test corpus 
(D2). All of the speakers are Bangladeshi nationals and native 
speakers of Bangla. The age of the speakers ranges from 20 

to 40 years. We have chosen the speakers from a wide area of 
Bangladesh: Dhaka (central region), Comilla – Noakhali 
(East region), Rajshahi (West region), Dinajpur – Rangpur 
(North-West region), Khulna (South-West region), 
Mymensingh and Sylhet (North-East region). Though all of 
them speak in standard Bangla, they are not free from their 
regional accent. 

Recording was done in a quiet room located at United 
International University (UIU), Dhaka, Bangladesh. A 
desktop was used to record the voices using a head mounted 
close-talking microphone. We record the voice in a place, 
where ceiling fan and air conditioner were switched on and 
some low level street or corridor noise could be heard. 

Jet Audio 7.1.1.3101 software was used to record the voices. 
The speech was sampled at 16 kHz and quantized to 16 bit 
stereo coding without any compression and no filter is used 
on the recorded voice. 

4 Phoneme Recognition Methods 
4.1 Existing Method 
 At the acoustic feature extraction stage, input speech is 
converted into MFCCs of 39 dimensions (12-MFCC, 12-
∆MFCC, 12-∆∆MFCC, P, ∆P and ∆∆P, where P stands for 
raw log energy of the input speech signal). Fig. 5 shows the 
phoneme recognition method using MLN [8] which 
comprises two stages: i) MFCCs are inputted to an MLN with 
three layers, including 2 hidden layers, after combining 
preceding (t-3)-th and succeeding (t+3)-th frames with the 
current t-th frame and ii) the phoneme probabilities obtained 
from the first stage and corresponding ∆ and ∆∆ parameters 
calculated by LR are inserted into a hidden Markov model 
(HMM) based classifier to obtain more accurate phoneme 
strings.  The MLN has 39 output units (total 39 monophones) 
of phoneme probabilities for the current frame t. The two 
hidden layers consist of 300 and 100 units, respectively. The 
MLN is trained by using the standard back-propagation 
algorithm. This method yields comparable recognition 
performance. However, the single MLN suffers from an 
inability to model dynamic information precisely. 

 

 
Figure 5: Existing Phoneme Recognition Method. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 261



4.2 Proposed Method 
 Fig. 6 shows the phoneme recognition method using 
MLN which comprises three stages: i) MFCCs are inputted to 
an MLN with three layers, including 2 hidden layers, after 
combining preceding (t-3)-th and succeeding (t+3)-th frames 
with the current t-th frame, ii) the phoneme probabilities 
obtained from the first stage and corresponding velocity (∆) 
and acceleration (∆∆) parameters calculated by 3-point linear 
regression (LR) are inserted into another MLN and iii) the 
phoneme probabilities obtained from the second stage and 
corresponding ∆ and ∆∆ parameters calculated by 3-point LR 
are inserted into a hidden Markov model (HMM) based 
classifier to obtain more accurate phoneme strings. The 
architecture of first MLN and its learning method is similar to 
the method described in Section IV A. The 39 dimensional 
output probabilities obtained by the first MLN and 
corresponding ∆ and ∆∆ (39x3) are inserted into the second 
MLN, which consists of four layers: three hidden and one 
output layers. The hidden layers are of 400, 200, and 100 
units, respectively from the input layer side, while the output 
layer is of 39 dimensions of phoneme probabilities. The 
second MLN is also trained by the standard back-propagation 
algorithm. This method yields higher recognition 
performance in comparison with the method describe in 
Section IV A. 

  

 
Figure 6: Proposed Phoneme Recognition Method. 

5 Experimental Setup 
  The frame length and frame rate (frame shift between 
two consecutive frames) are set to 25 ms and 10 ms, 
respectively, to obtain acoustic features (MFCCs) from an 
input speech. MFCC comprised of 39 dimensional (12-
MFCC, 12-∆MFCC, 12-∆∆MFCC, P, ∆P and ∆∆P, where P 
stands for raw log energy of the input speech signal).  

For designing an accurate phoneme recognizer, PCR and PA 
for D2 data set are evaluated using an HMM-based classifier. 
The D1 data set is used to design 39 Bangla monophone (8 
vowels, 29 consonant, sp, sil) HMMs with five states, three 
loops, and left-to-right models. Input features using the 
methods (i), (iv) and (vii); (ii), (v) and (viii); (iii), (vi) and 
(ix) are 39, 78 and 117 dimensions, respectively. In the 
HMMs, the output probabilities are represented in the form of 
Gaussian mixtures, and diagonal matrices are used. The 
mixture components are set to 1, 2, 4, 8, 16 and 32. In our 
experiments of the MLN, the non-linear function is a sigmoid 
from 0 to 1 (1/(1+exp(-x))) for the hidden and output layers. 

To obtain the PCR and PA we have designed the following 
experiments: 

(i) MFCC+MLN   <39 dim> 

(ii) MFCC+MLN+ ∆  <78 dim> 

(iii) MFCC+MLN+∆.∆∆  <117dim> 

(iv) MFCC+MLN+MLN  <39 dim> 

(v) MFCC+MLN+MLN+∆  <78 dim> 

(vi) MFCC+MLN+MLN+∆.∆∆ <117dim> 

(vii) MFCC+MLN+∆.∆∆+MLN <39 dim> 

(viii) MFCC+MLN+∆.∆∆+MLN+∆ <78 dim> 

(ix) MFCC+MLN+∆.∆∆+MLN+∆.∆∆ <117dim> 
[Proposed]. 

6 Experimental Results And Discussion 
  Figs. 7 and 8 show the PCR and PA respectively for the 
investigated methods using training data set D1. It is shown 
from the figures that the proposed method provides a higher 
phoneme recognition performance than the other methods 
investigated.  For an example, at 32 mixture component, the 
method (iii) shows 70.78% PCR, while the methods, (i) and 
(ii) exhibit 67.75% and 70.37% PCRs, respectively. On the 
other hand, at the same mixture component, the accuracies of 
the methods (i), (ii) and (iii) are 52.98%, 59.95% and 
61.31%, respectively. 

On the other hand, the PCR and PA for test data, D2 are 
shown in the Figs. 9 and 10, respectively for the investigated 
methods. The method, (iii) outperformed the other methods 
for both the evaluations (PCR and PA) in the mixture 
components 2, 4, 8, 16 and 32. It is noted from the mixture 
component 32 of the Fig. 10 that the method (iii) having 
54.66% accuracy shows its better recognition performance 
over the accuracies of other methods. 

The reason for providing better result by the method (iii) is ∆ 
and ∆∆ (dynamic parameters), while the existing method (i) 
contains no dynamic parameters. On the other hand, the 
second investigated method, (ii) embeds only velocity 
coefficient (∆) which embeds a context window of wider size 
and consequently, provides a higher recognition performance 
than the existing method (i). Since the proposed method 
incorporates both velocity (∆) and acceleration coefficients 
(∆∆), it shows better performance than the method (ii). 

Tables 3 and 4 shows the PCR and PA respectively for the 
investigated methods incorporating using training data set 
D1. It is shown from the figures that the proposed method 
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provides a higher phoneme recognition performance than the 
other methods investigated.  For an example, at 32 mixture 
component, the method (vi) shows 69.72% PCR, while the 
methods, (iv) and (v) exhibit 68.18% and 69.28% PCRs, 
respectively. On the other hand, at the same mixture 
component, the accuracies of the methods (iv), (v) and (vi) 
are 58.21%, 62.65% and 63.50%, respectively.  
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Figure 7: Phoneme correct rate for training data using 
methods (i), (ii) and (iii). 
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Figure 8: Phoneme accuracy for training data using methods 
(i), (ii) and (iii). 
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Figure 9: Phoneme correct rate for test data using methods (i), 
(ii) and (iii). 
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Figure 10: Phoneme accuracy for test data using methods (i), 
(ii) and (iii). 

Table 3: Phoneme correct rate for training data using methods 
(iv), (v) and (vi) 

Methods
Phoneme Correct Rate (%)

1 Mix 2 Mix 4 Mix 8 Mix 16 Mix 32 Mix

(iv) MFCC+MLN+MLN 53.28 57.77 60.81 63.03 65.85 68.18

(v) MFCC+MLN+MLN+∆ 53.23 57.81 61.67 64.23 66.41 69.28

(vi) MFCC+MLN+MLN+∆.∆∆ 54.76 59.85 61.94 64.21 66.72 69.72
 

Table 4: Phoneme accuracy for training data using methods 
(iv), (v) and (vi) 

Methods
Phoneme Accuracy (%)

1 Mix 2 Mix 4 Mix 8 Mix 16 Mix 32 Mix

(iv) MFCC+MLN+MLN 41.78 43.47 47.83 50.92 54.65 58.21

(v) MFCC+MLN+MLN+∆ 44.04 47.56 52.30 56.13 58.91 62.65

(vi) MFCC+MLN+MLN+∆.∆∆ 45.54 48.93 52.48 55.78 59.71 63.50
 

Again, the PCR and PA for test data, D2 are shown in the 
Tables 5 and 6, respectively for the investigated methods. The 
method, (vi) outperformed the other methods for both the 
evaluations (PCR and PA) in all the mixture components. It is 
noted from the mixture component 32 of the Table 6 that the 
method (vi) having 63.50% accuracy shows its better 
recognition performance over the other methods accuracies. 

Figs. 11 and 12 show the PCR and PA respectively 
incorporating ∆ and ∆∆ parameters at second MLN for the 
investigated methods using training data set D1. It is shown 
from the figures that the proposed method provides a higher 
phoneme recognition performance than the other methods 
investigated.  For an example, at 32 mixture component, the 
method (ix) shows 70.33% PCR, while the methods, (vii) and 
(viii) exhibit 68.78% and 70.05% PCRs, respectively. On the 
other hand, at the same mixture component, the accuracies of 
the methods (vii), (viii) and (ix) are 57.80%, 62.31% and 
63.09%, respectively. 
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Table 5: Phoneme correct rate for test data using methods 
(iv), (v) and (vi) 

  
Methods

Phoneme Correct Rate (%)

1 Mix 2 Mix 4 Mix 8 Mix 16 Mix 32 Mix

(iv) MFCC+MLN+MLN 51.79 55.71 58.36 60.03 61.85 62.69

(v) MFCC+MLN+MLN+∆ 50.96 55.48 58.90 60.90 62.30 63.65

(vi) MFCC+MLN+MLN+∆.∆∆ 52.26 57.09 59.03 61.06 62.49 64.46
 

Table 6: Phoneme accuracy for test data using methods (iv), 
(v) and (vi) 

  
Methods

Phoneme Accuracy (%)

1 Mix 2 Mix 4 Mix 8 Mix 16 Mix 32 Mix

(iv) MFCC+MLN+MLN 41.78 43.47 47.83 50.92 54.65 58.21

(v) MFCC+MLN+MLN+∆ 44.04 47.56 52.30 56.13 58.91 62.65

(vi) MFCC+MLN+MLN+∆.∆∆ 45.54 48.93 52.48 55.78 59.71 63.50
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Figure 11: Phoneme correct rate for training data using 
methods (vii), (viii) and (ix). 
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Figure 12: Phoneme accuracy for training data using methods 
(vii), (viii) and (ix). 

Moreover, the PCR and PA for test data, D2 are shown in the 
Figs. 13 and 14, respectively for the investigated methods. 
The method, (ix) outperformed the other methods for 
phoneme accuracy evaluations for all mixture components. It 
is noted from the mixture component 32 of the Fig. 14 that 
the method (ix) having 56.21% accuracy shows its better 
recognition performance over the other methods accuracies. 
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Figure 13: Phoneme correct rate for test data using methods 
(vii), (viii) and (ix). 
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Figure 14: Phoneme accuracy for test data using methods 
(vii), (viii) and (ix). 

7 Conclusion 
  In this paper, we proposed a Bangla phoneme 
recognition method incorporating two stage   multilayer 
neural networks with dynamic parameters. The following 
conclusions are drawn from the study: 

(i). The proposed method provides higher phoneme 
correct rate and phoneme accuracy than the other 
methods investigated for the both training (D1) and 
test (D2) data sets. 

(ii). The proposed method requires a fewer mixture 
components in the HMMs. 

(iii). The incorporation of second MLN over first MLN 
increases phoneme recognition performance. 

(iv). The dynamic parameters used in the second MLN as 
input improves recognition rate.  

(v). The significant improvement of recognition rate   is 
obtained by inserting dynamic parameters, ∆ and ∆∆ 
to the HMM based classifier. 

The authors would like to evaluate phoneme recognition 
performance using recurrent neural network in near future. 
Moreover, word recognition rate based on triphone HMM 
model using the phoneme probabilities obtained from the two 
MLNs will be investigated.  
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Abstract - Memories involve the acquisition, 

categorization, classification and storage of information.  

The purpose of memory is to provide the ability to recall 

information and knowledge as well as events.  We base our 

current understanding of the world around us on what we 

have previously learned, and chosen to store. Everything 

that we do in the present relies on memories of what has 

happened, or what has been learned in the past, unless new 

memories must be created for a new experience/ 

information.  Without our memories, we would not be able 

to go through day-to-day living, using abstract thought and 

performing the most basic functions.  Without memories we 

wouldn’t be able to drive a car, brush our teeth, or 

perform any of the things we do “without thinking about 

them.”  Through our conceptual recollection of the past we 

are able to communicate with other people. However, the 

human brain does not store files in neat folders or in 

relational databases, but instead stores information as 

fragments that are used to construct memories when 

needed.  Hence, we propose a binary information fragment 

encoding system for use in artificial intelligence systems 

that can be utilized to create a combined sensory 

perceptive, short-term, and long-term memory system 

similar to how the human brain dynamically stores and 

recalls (reconstructs) memories. 

 

Keywords: Artificial Intelligence, Artificial 

Memories 
 

1. Introduction: Artificial Neural 

Memories 

In order to design, develop, and implement an 

Artificially Intelligent System (AIS) to be truly 

autonomous, it must be provided with dynamic 

memory abilities (Crowder 2010a).  Memories are 

typically classified into three different types: Sensory, 

Short-Term, and Long-Term (Miller 2002, Newell 

2003).  Each memory type has several instantiations, 

dealing with different types of information.  Here we 

will explore each type of memory system and its 

implications to the AIS.  We begin our discussion of 

memory types with a look at the relationships 

between the three main types of memories.  Figure 1 

illustrates an AIS Memory Upper Ontology, similar 

to human memory systems, describing these 

relationships (Eichenbaum 2002). 

Figure 1 – AIS Memory Upper Ontology 

1.1 Sensor Memories 

The Sensory Memory within the AIS memory system 

are those memory registers where raw, unprocessed 

information ingested via  AIS environmental sensors 

and are buffered to begin initial processing.  The AIS 

sensory memory system has a large capacity to 

accommodate large quantities of possibly disparate 

and diverse information from a variety of sources 

(Crowder 2010).  And although it has a large 

capacity, it has a short duration.  The information that 

is buffered in this sensory memory must be sorted, 

categorized, turned into information fragments, 

metadata, contextual threads, and attributes 

(including emotional attributes) and then sent on to 

the working memory (Short-Term Memory) for initial 

cognitive processing. This cognitive processing is 
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known as Recombinant Knowledge Assimilation 

(RNA), where raw information content is discovered 

from the information domain, decomposed & 

reduced, compared, contrasted, and associated into 

new relationship threads within a temporary working 

knowledge domain and subsequently normalized into 

pedigree within the knowledge domain for future use 

(Carbone 2010). Hence, based upon the information 

gathered in initial Sensory Memory processing, 

Cognitive Perceptrons, manifested as Intelligence 

information Software Agents (ISAs), are   spawned, 

as in relative size swarms, to create  initial “thoughts” 

about the data. Subsequently, hypotheses are 

generated by the ISAs.  The thought process 

information, along with the ISA sensory information 

are then sent to a working memory region which will 

alert  the artificial cognition processes within the AIS 

to begin processing. (Crowder and Friess 2010a&b).  

Figure 2 illustrates the Sensory Memory Lower 

Ontology. 

 

Figure 2 – Sensory Memory Lower Ontology 

1.2 Short-Term Artificial Memories 

Short-Term or “Working” memory within the AIS is 

where new information is transitionally stored in a 

Temporary Knowledge Domain (Carbone 2010) 

while it is being processed into new Knowledge. This 

follows the paradigm that information content has no 

value until it is thought about (Brillouin 2004). Short-

Term memory is where most of the reasoning within 

the AIS happens.  Short-Term memory (STM) 

provides a major functionality, called “rehearsals” 

that allows the AIS to continually refresh, or rehearse, 

the Short-Term memories while they are being 

processed and reasoned about, so that memories do 

not degrade until they can be sent on to Long-Term 

Memory and acted upon by the artificial 

consciousness processes within the AIS’s cognitive 

framework (Crowder and Carbone 2011a).  It should 

be noted that Short-Term memory is much smaller in 

relative space needed to process information content 

as compared to long term memory. Short-Term 

memory should be perceived not necessarily as a 

physical location, as in the human brain, but rather as 

a rapid and continuous processing of information 

content relative to a specific AIS directive or current 

undertaking. One must remember that the Short-Term 

memory which includes all external and internal 

sensory inputs will trigger a rehearsal if the AIS 

discovers a relationship to either a previously interred 

piece of information content in short or long term 

memory. Figure 3 illustrates the Short-Term Memory 

Lower Ontology for the AIS.   

 

Figure 3 – AIS Short-Term Memory Lower Ontology 

1.3 Long-Term Artificial Memories 

Long-Term Memory (LTM), in the simplest sense, is 

the permanent Knowledge Domain where we 

assimilate our memories (Carbone 2010).  If 

information we take in through our senses doesn’t 

make it to LTM, we can’t and don’t “remember” it.  

Information that is processed in the STM makes it to 

LTM through the process of rehearsal, processing, 

encoding, and then association with other memories.  

In the brain, memories are not stored in files, nor in a 

database. Memories, in fact, or not stored as whole 

memories at all, but instead are stored as information 

fragments.  The process of recall, or remembering, 

constructs memories from these information 

fragments that are stored in various regions of the 

brain, depending on the type of information.  In order 

to create our AIS in a way that mimics human 

reasoning, we follow the process of storing 

information fragments and their respective encoding 

in different ways, depending on the type and context 
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of the information, as discussed above. Each sinple 

discrete fragment of objective Knowledge includes an 

n-dimensional set of quantum mechanics based 

mathematical relationships to other fragments/objects 

bundled in the form of eigenvector optimized 

Knowledge Relativity Threads (KRT) (Carbone 

2010) (Carbone and Crowder, 2011).These KRT 

bundles include closeness, and relative importance 

value among others.  This importance is tightly 

coupled, per the math, to the AIS emotional storage 

as a function of desire or need, as described in Figure 

4, where the LTM Lower Ontology is illustrated.  

There are three main types of LTM (Crowder 2010a):  

 

• Explicit, or Declarative Memories  

• Implicit Memories 

• Emotional Memories 

 

Figure 4 – Artificial Long-Term Memory Lower 

Ontology 

 

2. Artificial Memory Processing and 

Encoding 

2.1 Short-Term Artificial Memory Processing 

In the human brain, STM corresponds to that area of 

memory associated with active consciousness, and is 

where most of the cognitive processing takes place.  

It is also a temporary storage and requires rehearsal to 

keep it fresh until it is compiled into Long-Term 

Memory (LTM). In the AIS, the memory system does 

not decay over time, however, the notion of “memory 

refresh” or rehearsal is still a valid concept as the 

Artificial Cognitive Processes work on this 

information.  However, the notion of rehearsal means 

keeping track of “versions” of STM as it is being 

processed and evaluated by the artificial cognition 

algorithms.  This is illustrated in Figure 5, the AIS 

STM Attention Loop.  There are three distinct 

processes that are handled within the STM that 

determine where information is transferred after 

cognitive processing (Crowder 2010a).   

 

This processing is shown in Figure 6.  The Artificial 

STM processing steps are: 

 

• Information Fragment Selection: this 

involves filtering the incoming information 

from the AIS Artificial Preconscious Buffers 

into separable information fragments and 

then determining which information 

fragments are relevant to be further 

processed, stored, and acted on by the 

cognitive processes of the AIS as a whole.  

Once information fragments are created from 

the incoming sensory information, they are 

analyzed and encoded with initial topical 

information, as well as Metadata attributes 

that allow the cognitive processes to organize 

and integrate the incoming information 

fragments into the AIS’s overall LTM 

system. The Information Fragment encoding 

creates a small, Information Fragment 

Cognitive Map that will be used for the 

organization and integration functions. 

 

 
 
Figure 5 – Short-Term Artificial Memory Attention Loop 

 

• Information Fragment Organization: these 

processes within the Artificial Cognition 

framework create additional attributes within 

the Information Fragment Cognitive Map that 

allow it to be organized for integration into 
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the overall AIS LTM framework.  These 

attributes have to do with how the 

information will be represented in LTM and 

determine how these memory fragments will 

be used to construct new memories, or recall, 

memories later by as needed by the AIS, 

using Knowledge Relativity Thread 

representation to capture the context of the 

Information Fragment and each of it’s 

qualitative relationships to other fragments 

and/or bundles of fragments already created.   

• Information Fragment Integration:  Once 

the Information Fragments within the STM 

have been KRT encoded, they are compared, 

associated, and attached to larger, Topical 

Cognitive Maps that represent relevant 

subject or topics within the AIS’s LTM 

system.  Once these Information Fragment 

Cognitive Maps have been integrated, 

processed, and reasoned about, including 

emotional triggers or emotional memory 

information, they are sent on to both the 

LTM system, as well as the AIS Artificial 

Prefrontal Cortex to determine if actions are 

required. 

 

 
 
Figure 6 – AIS Information Fragment Encoding 

 

One of the major functions within the STM Attention 

Loop is the Spatio-Temporal Burst Detector.  Within 

these processes, Binary Information Fragments 

(BIFs) are ordered in terms of their spatial and 

temporal characteristics.  Spatial
1
 and Temporal 

transitions states are measured in terms of mean, 

mode, median, velocity, and acceleration and are 

correlated between their spatial and temporal 

characteristics and measurements.  Rather than just 

looking at frequencies of occurrence within 

information, we also look for rapid increases in 

temporal or spatial characteristics that may trigger an 

inference or emotional response from the cognitive 

processes. It is not that an AIS system processes 

information content differently based upon how 

rapidly content is ingested, it is simply that an AIS 

must be able to recognize instances when information 

content might seem out of place within the context of 

a situation: e.g., a single speeding car within a crowd 

of hundreds of other cars.  An AIS, not only 

optimizes its processing on the supply side of the 

knowledge economy, but has to recognize, infer, and 

avoid distraction on what focuses the demand side of 

its knowledge economy places upon operations and 

directives. State transition bursts are ranked 

according to their weighting (velocity and 

acceleration), together with the associated temporal 

and/or spatial characteristics, and any triggers that 

might have resulted from this burst processing (LaBar 

and Cabeza 2006).  This Burst Detection and 

processing may help to identify relevant topics, 

concepts, or inferences that may need further 

processing by the Artificial Prefrontal Cortex and/or 

Cognitive Consciousness processes (Crowder and 

Friess 2011 a&b).   

 

Once processing within the STM system has 

completed and all memories are encoded, mapped to 

topical associations, and their contexts captured, their 

knowledge relativity thread bundled representations 

are created and are sent on to the Cognitive 

Processing engine  Memories that are deemed 

relevant to “remember” are integrated  into  the Long 

Term Memory system. 

2.2 Long-Term Artificial Memory Processing 

The overall AIS High-Level memory architecture is 

shown in Figure 7.  The one thing of note is the 

connection between Emotional memories and both 

                                                 
1
 Spatial in this reference can be geographically (either 2-D 

or 3-D), cyber-locations, or other characteristics that may 

be considered “spatial” references or characteristics. 
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Explicit and Implicit memories.  Emotional Memory 

carries both Explicit and Implicit characteristics.   

 

Explicit or Declarative Memory is utilized for storage 

of “conscious” memories or “conscious thoughts.”  

Explicit memory carries those information fragments 

that are utilized to create what most people would 

“think of” when they envision a memory.  Explicit 

memory stores things, i.e., objects, and events, things 

that are experienced in the person’s environment.  

Information fragments stored in Explicit Memory are 

normally stored in association with other information 

fragments that relate in some fashion.  The more 

meaningful the association, the stronger the memory 

and the easier the memory is to construct/recall when 

you choose to (Yang and Raine 2009).  In our AIS, 

Explicit Memory is divided into different regions, 

depending on the type or source of information.  This 

division of regions is because different types of 

information fragments within the AIS memories are 

encoded and represented differently, each with its 

own characteristics that make it easier to 

construct/recall the memories later when the AIS 

needs the memories.  In the AIS LTM, we utilize 

Fuzzy, Self-Organizing, Contextual Topical Maps to 

associate currently processed Information Fragments 

from the STM with memories stored in the LTM 

(Crowder, Scally, and Bonato 2011). 

 

 
 
Figure 7 – High-Level Artificial Memory Architecture 

 
LTM information fragments are not stored in 

databases or as files, but encoded and stored as a 

triple helix of continuously recombinant binary neural 

fiber threads that represent: 

 

• The Binary Information Fragment (BIF) 

object along with the BIF Binary Attribute 

Objects (BAOs). 

• The BIF Recombinant Knowledge 

Assimilation (RNA) Binary Relativity 

Objects. 

• The Binary Security Encryption Threads. 

 

Built into the RNA Binary Relativity Objects are 

Binary Memory Reconstruction Objects, based on the 

type and source of BIF, that allow memories to be 

constructed for recall purposes.  There are several 

types of Binary Memory Reconstruction Objects, 

they are: 

 

• Spectral Eigenvectors that allow memory 

reconstruction using Implicit and 

Biographical LTM BIFs 

• Polynomial Eigenvectors that allow memory 

reconstruction using Episodic LTM BIFs 

• Socio-Synthetic Autonomic Nervous System 

Arousal State Vectors that allow memory 

reconstruction using Emotional LTM BIFs 

• Temporal Confluence and Spatial Resonance 

coefficients that allow memory 

reconstruction using Spatio-Temporal 

Episodic LTM BIFs 

• Knowledge Relativity and Contextual 

Gravitation coefficients that allow memory 

reconstruction using Semantic LTM BIFs 

 

3. Conclusions and Discussion 
 

Described here are memory processing and encoding 

methodologies to provide Artificially Intelligent 

Systems with memory architectures, processing, 

storage, and retrieval constructs similar to human 

memories.  We believe these are necessary to provide 

artificial cognitive structures that can truly learn, 

reason, think, and communicate similar to humans.  

There is much work to do and our current research 

will provide the software processing infrastructure for 

the Information Software Agents necessary to create 

the underlying cognitive processing required for this 

Artificial Neural Memory System (ANMS).  Below 

we give an example of memory reconstruction 

utilizing this ANMS, for reconstruction of image 

memories. 
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3.1 Implicit and Biographical Memory 

Recall/Reconstruction Utilizing Spectral 

Decomposition Mapping 

We create non-uniform expanding fractal 

decomposition of the image to be “remembered.” We 

utilize the right and left Eigenvectors of the Pollicott-

Ruelle resonances to determine the separable Pictorial 

Information Fragment (PIF) objects.  The resulting 

singular fractal functions form fractal spectral 

representations of the PIFs.  These Binary Fractal 

Representations are stored as the Binary Information 

Fragments for the image.  The reconstruction uses 

these PIFs to create a piece-wise linear image 

memory reconstruction, although the individual PIFs 

can be utilized in other memory and cognitive 

processes, such as to perform pattern matching and/or 

pattern discovery.  The proposed high-level 

architecture for the ISA cognition and memory 

system is illustrated in Figure 8. 

 

 
 
Figure 8 – The AIS High-Level Cognitive Architecture 
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Air Holding Problem Solving by Reinforcement Learning to
Reduce the Congestion in Airspace Sectors
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Abstract— Air Holding Problem Module (AHPM) is pro-
posed as a Decision Support System (DSS) to help air traffic
controllers in their daily air traffic flow management. This
system is developed using Multiagent framework to organize
and optimize the solutions for controllers to handle traffic
flow in Brazilian airspace. The paper focus on the problem
solving by Reinforcement Learning to show how the history
experience of the controllers can be used to advise the new
activities for the new situation. About 1110 daily flights
over Flight Information Regions (FIRs) as FIR-Brasilia and
FIR-Recife were studied considering the local and global
reward functions and three time intervals to apply restrictive
measures. As a result, with the use of AHPM, the decision
process is improved with a high level of automation. At the
same time, the congestion in related sectors is reduced from
15% to 57% in local scenarios and 41% to 48% in global.

Keywords: Air Holding Problem, Air Traffic Flow Management,
Decision Support System, Real Time Problem, Reinforcement
Learning.

1. Introduction
Air Traffic Flow Management (ATFM) is a complex

domain related with human and automatic activities. In
this domain there are Air Holding Problem (AHP), Ground
Holding Problem (GHP) and others, which happen when
air traffic congestion appearing and it is necessary to apply
restrictive measures to re-distribute the traffic flow by air
traffic controllers. They are responsible to verify airspace
scenario and analyzes the possible risk situations to take
some actions with proper decision. Therefore even for an
expert with rich experience is expected to make any man-
agement action in extremely short time interval with the
detection and analyze of a complicated environment. In
many cases this process is almost manually in some regions.
This is a necessary to develop a semi-automation system
with suitable computational model, especially to solve Air
Holding Problem in ATFM.

Air traffic controllers work in real time with many at-
tributes to handle in ATFM. Decision Support System (DSS)
is a suitable concept to be applied in AHP solving. In DSS
framework, considering the reality of AHP, Reinforcement
Learning algorithm is introduced in this study. The air traffic
controllers can learn the history experience and scenario to
adjust the decision making when the congestion appears. As

the result, the restrictive measures in AHP solving can be
adequate and applied in air traffic management and improve
the effeteness of the management.

In Brazil, Ground Holding Problem is studied in previous
researches with the computational models [5]. The real data
was collected from Integrated Air Defense Center and Air
Traffic Control (CINDACTA). This research focus on the
AHP solving by Reinforcement Learning to show how the
history experience of controllers can be used to advise the
control activities for the new situation.

Air Holding Problem Module (AHPM) is proposed as a
Decision Support System to help the air traffic controllers in
the daily air traffic management. In this model, multiagent
framework was constructed for Flight Information Regions
(FIRs) and Central. To take suitable restrictive measures,
AHPM is collaborated by two approaches for agents in
learning and action. First one, local agents will learn and
make the best suggestions based on local scenarios and send
the decision information to a global control agent. Second
one, global control agent will evaluate the best actions to
take for global environment. With this procedure, the sug-
gestion is sent to air traffic controller to apply the restrictive
measures with more accuracy and efficient. The knowledge
about possible impacts to reduce the congestion, in each
scenario, is collaborated to improve air traffic management
and increase the safety.

As a case study, 1110 daily flights over FIR-Brasilia and
FIR-Recife were studied considering the local and global
evaluation functions and three time intervals to apply the
restrictive measures. As a result, with the use of AHPM,
the decision process is improvement with a high level of
automation, the congestion in related sectors is reduced from
15% to 57% in local scenarios and 41% to 48% in global.

The paper is organized in the following manner. In section
2, there is a brief review of Decision Support System and
Reinforcement Learning concepts and related researches.
Section 3 reviews Air Traffic Flow Management concepts
and related problem in Brazil. AHPM is proposed in section
4 including the definition of the reward functions. Section
5 concerns a case study with real data from FIR-Brasilia
and FIR-Recife to verify the effectiveness of the developed
model and related results. Section 6 concludes the paper and
proposes the direction of the future research.
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2. Related Concepts and Researches
The concept of Decision Support System and the method

of Reinforcement Learning are used in this research. This
section gives a basic description and reviews the related
researches of these concepts in ATFM.

2.1 Decision Support System
A Decision Support System is used to help users with

relevance information in decision making process. Using
a computer to present the process of decision making of
human being is still a difficult task especially in the activities
of intuition, conceptualization and creativity. On the other
hand, a computer can help human being in the information
processing with high speed, parallelism, accuracy and per-
sistent storage [8].

Combining these two factors, DSS achieves an accepted
automation level to help the human being decisions. This
allows working with problems of a decision making which
proportion overtakes the human being capacity or exceeds
temporal and financial means available.

Some typical tasks of DSS are data organization and
visualization, perceptible knowledge representation, forecast
scenarios and impacts, information clustering as new in-
formation, simulators and optimization solution. The work
made by automation should be only in areas like the control
of problem solving activities, detection of conflicts and
execution of evaluation, search and planning sequences.

To improve this kind of system, the hybrid solutions are
used, such as Reinforcement Learning which can be used
to acquire knowledge from air traffic controller in ATFM
and to elaborate a Multiagent System to further help the air
traffic controllers in new situation and quickly replying.

In many times, human knowledge is scattered. In Flight
Information Regions, the information available is distributed
and not effectively applied by air traffic controllers in ATFM.
With the help of decision support system, the information
is well integrated and utilized. This is the main reason to
develop AHPM in this research.

2.2 Reinforcement Learning
Reinforcement Learning is a learning process which con-

sists of an agent without prior knowledge and in a certain
number of interactions with the environment to learn the
useful knowledge and therefore receives rewards for taking
actions and achieving goals.

In Reinforcement Learning process, it is possible to re-
alize an optimal solution to the problem in matter, i.e., it
finds the best actions to achieve a determinate goal in the
possible optimized way, taking into consideration of a certain
environment in an instant Tk, where k is the present instant.

The agent will act mutually with the environment, during
the interaction, to recognize which scenario it is and there-
fore to choice the best action as a decision. After the agent
presents an action, it will be given a reward. Therefore it

is possible to check if the action is better for the current
scenario [3,6,9].

The reinforced learning algorithm used in AHPM is
known as Q-learning [11]. This algorithm uses a table
denominated as Q-table, that, as part of the learning pro-
cess, incorporates the agent’s experience. The Q-table stores
action-scenario pairs that represent the states observed by the
system. The scenario configuration consists of the number
of aircraft in the ATC sectors at certain times.

2.3 Related Researches
Recent researches in ATFM combines Reinforcement

Learning and Multiagent techniques. It uses this combi-
nation to incorporate the human agent’s experience into
automated ATM processes. ATC domains are too complex
to be completely automated and are directly impacted by
tactical ATFM.

It developed metrics to evaluate the efficiency of traffic
flow control measures generated by Reinforcement Learning
agents. As a result, it was possible to improve the actions
taken by an agent conceived to simulate the behavior of
air traffic controllers, given the suggestions by the ATFM
agent and as such suggestions were accepted by the air traffic
controller [1,4,7].

In the proposed system [1], the ATFM agent uses a
Reinforcement Learning algorithm that seeks to maximize
the reward that derives from the scenarios generated, which
will be evaluated based on the total delays generated and the
number of aircraft in the ATC sectors, both resulting from the
flow control policy. The air traffic controller is characterized
as a reward maximizing Reinforcement Learning agent that
seeks only the minimization of the amount of aircraft in
the ATC sectors. This assumed behavior for the air traffic
controller is not entirely valid, as the minimization of traffic
in the ATC sectors is not the ATC’s only goal [2,5,10].

In reality, ATC seeks a balance between safety, which ben-
efits from a low number of aircraft in the ATC sectors, and
operational efficiency, which depends on the maximization
of flows. This assumed behavior is, therefore, a significant
limitation of the model.

3. Air Traffic Flow Management
ATFM is a complexity procedure to avoid exceeding

air traffic control capacity and focuses on the supply of
information to maintain the traffic flow with safety and less
impact on scenarios that are necessary to take unexpected
measures. The ATFM environment can be organized into
three phases:
• Strategic Level: Considering tactical planning of flights

covering the period of forty-eight hours until the time
before the flight.

• Operational Level: Focusing on strategic decision
making covering the period from forty-eight to two
hours before the flight.
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• Tactical Level: Considering tactical decision making
covering the period from two hours before the flight
until the aircraft arrives at its destination.

This study concerns in ATFM Tactical Level. The basic
problems are solved such as the aircraft in flight, which
increases the problem level because the occurrence of the
problem and its solution happens on real time.

ATFM can guarantee that flights are conducted in a safe,
quick, orderly and economic way. It is possible to avoid
overloading in the air traffic capacity, optimize airspace and
provide information to responsible.

Some activities from ATFM can be automate, partially
or not, or improve using DSS. So, air traffic controller can
monitor and analyze all aspects involved in the environment,
such as meteorological aspects, evaluate restrictive measures
before to take some action, and verify alternatives flows of
air traffic.

3.1 The Problem of ATFM
The air traffic flow management needs to be prepared to

maximize the opportunities of the available structure so that
resources can be put into the good condition to use. In this
case, it can be mentioned the best flow management of the
aircraft while in airspace and, therefore, besides improving
the safety levels of the Brazilian aviation. It is also possible
to reduce negative indicators and achieve good results for
all involved in a situation [5,8].

ATFM environment is a domain with many complex
activities, such as the air holding problem. It occurs when
aircraft in flight route needs to wait in airspace for some
reasons.

One of these reasons could be that an airport had to
be closed, for example. Situations involving natural phe-
nomenon or terrorist acts, may be motive to excess of aircraft
on a particular sector and thus other aircraft need to be
retained for some time in other sectors.

The problem becomes much more serious, in some critical
scenarios, e.g., when there is a scenario, which includes all
aircraft under the responsibility of the Brazilian authorities
and there are sub scenarios which responsibilities are under
a certain CINDACTA. When an action is chosen for a sub
scenario, as the time goes by, the result of these actions can
make better a sub scenario and aggravate another one, and
then the whole situation can become an issue of great risk
to the safety of everyone involved.

3.2 Brazilian Scenario
Brazilian airspace covers the entire land area of the

country, including part of the Atlantic. There are five FIRs:
FIR - Amazônica, FIR - Recife, FIR - Brasilia, FIR -
Curitiba e FIR - Atlântico. In this paper, it will consider two
FIRs: Brasilia and Recife. The airspace of this case study
is presented in Fig. 1 Airspace of FIR - Brasilia and FIR -
Recife.

Fig. 1: Airspace of FIR - Brasilia and FIR - Recife

Each FIR is divided into some control sectors, in order
to separate management activities and achieve more con-
trol. Currently, there are 46 sectors, where: 14 in FIR -
Amazônica, 8 in FIR - Recife, 12 in FIR - Brasilia, 10 in
FIR - Curitiba and 2 in FIR - Atlântico.

These sectors are carried out by air traffic controllers,
which work in Area Control Center (ACC). In each
CINDACTA, there is an ACC responsible for one FIR.
Thus, it is possible to realize the complexity of activities
management and necessity for subdivision to manage so
many factors, e.g, the amount of aircraft by airspace sector
influences the complexity of managing, i.e., more aircraft
flying in the same sector, more and greater security risks
involved in ATFM.

4. Air Holding Problem Module
A hybrid solution is proposed in this study, which uses

Reinforcement Learning and Multiagent System. The first
technical concerns in learning from the experience, day by
day, with the air traffic controllers. Thus, it is possible
learning online without previous knowledge to use DSS con-
cepts. The second one, Multiagent System, makes possible
to achieve better results in complex domains with many
attributes.

4.1 Agents Modeling
Two FIR Agents are used in this case study: FIR-Brasilia

Agent and FIR-Recife Agent. Each one is applied to achieve
the best actions for some situation in its FIR. The Central
Agent is responsible to analyze the possible actions from

274 Int'l Conf. Artificial Intelligence |  ICAI'12  |



each FIR and suggests the best group to air traffic con-
troller. The process of the communication between agents
is presented in Fig. 2 Agent Modeling.

Fig. 2: Agent Modeling

After the identification of the best actions to be taken
by Central Agent, this agent will verify similar scenarios
on learning database and these actions are taken by the air
traffic controllers.

If there are better results to reduce air traffic level, it will
be presented taken actions as suggestion. If results are worse
or not exists similar scenarios, it will be analyzed the three
best actions for each FIR and send it to Central Agent.

4.2 Reward Functions
Each agent needs to evaluate if some action is good or

not over others in a specific scenario. So agent evaluates by
reward functions which make possible to take the best action
for each scenario.

The agent is proposed to consider the capacity of aircraft
in airspace sectors. In Brazil, every sector is allowed to
set twelve flights as the responsibility of air controller to
maintenance the air traffic flow. The action must reduce
the amount of aircraft and improve the flow of aircraft
throughout the environment.

The FIR Agent is developed to evaluate the local scenar-
ios, i.e., environment of FIR - Brasilia or FIR - Recife and
suggest the best actions for local environment. For this kind
of agent, the reward function is defined as:

FFIR(s) =
∑

s | ∃ (a > 11 ∈ s) (1)

CFIR(s) =
∑

a | ∃ (a > 11; s′ ∈ S) (2)

EFIR =
∑
{FFIR(s) ∗ CFIR(s)} (3)

Where:
• FFIR(s) is a summation of adjacent sectors from group

s that are congested. Amount of aircraft in s is defined
by a, which in Brazil is defined as congested sector
if there are more than eleven aircraft in each airspace
sector.

• CFIR(s) is a summation of aircraft from congested
adjacent sectors (S) of sector s. Amount of aircraft in
s’ is defined by a and sector s’ is in group of congested
adjacent sectors S.

• EFIR is the FIR scenario state.
The main objective of the reward function of FIR Agent

is to evaluate the level of air traffic in each moment for each
FIR. So it is possible to verify if some action will improve
or not this level in the next time before to take any action.

The Central Agent is developed to evaluate the global
environment, which includes FIR - Brasilia and FIR - Recife.
It will collected three best actions for each suggestion of
FIR Agent and Central Agent will evaluate the best actions
for global environment, taking into account of the suggested
actions by FIR Agent and its impacts in other FIR. The
reward function of Central Agent is defined as:

GCentral(FIR) =
∑

FIR | ∃ (s ∈ FIR; a > 11 ∈ s)
(4)

PCentral(s) =
∑

s | ∃ (a > 11 ∈ s) (5)

DCentral =
∑

a (6)

HCentral = GCentral ∗ PCentral(s) ∗DCentral (7)

Where:
• GCentral(FIR) is a summation of FIRs that contains

at least one congested sector. The amount of aircraft in
s is defined by a, in Brazil, it is defined as congested
sector if there are more than eleven aircraft in each
airspace sector.

• PCentral(s) is a summation of the congested sectors
in the whole environment, i.e., sectors from each FIR
analyzed by EFIR function. The amount of aircraft in
s is defined as a.

• DCentral is a summation of the aircraft in global
environment, including all necessary sectors to analyze
each FIR.

• HCentral is the global scenario state.
The main objective of the reward function of Central

Agent is defined to evaluate the level of air traffic in each
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moment of global environment, i.e., FIR-Brasilia and FIR-
Recife. So it is possible to verify if some actions will
improve or not this level in the next time before to take
any action. Maybe, some suggested actions are not the best
for a FIR but it is better than others for global environment.

5. Brazilian Case Study
FIR-Brasilia is the most important and critical FIR in

Brazil. The FIR-Recife covers an area with high amount of
flights scale. Thus, it is possible to achieve a better model
because it is used, for case study, two FIRs very distinct.

The FIR-Brasilia (FIR-BS) is identified by International
Civil Aviation Organization (ICAO) as SBBS. It consists
of seven important airports in five cities. There are twelve
airspace sectors in FIR-BS. It was identified fourteen
airspace sectors adjacent of some sectors in this FIR.

The FIR-Recife (FIR-RE) is identified by ICAO as SBRE.
It consists of six important airports in six cities. There are
eight airspace sectors in FIR-RE. It was identified eight
airspace sectors adjacent of some sectors in this FIR.

There are two types of the restrictive measures: air delay
by reducing the speed and air forward by increasing the
speed. These measures follow the goal of reducing airspace
congestion, so the time that an aircraft designed to reach and
exit of an airspace sector may be managed earlier or later
as needed.

5.1 Local - FIR Agent
As presented in Fig. 2, the FIR Agent is developed to

evaluate the traffic flow scenario within a FIR. In this
research, FIR-Brasilia and FIR-Recife are studied separately.
To analyze the decision support effects, the air traffic con-
gestion index is defined in two conditions: 1) Traditional
Approach, i.e., the restrictive measures are defined directly
by air traffic controllers; 2) FIR Agent Approach, i.e., the
restrictive measures are suggested by FIR Agent considering
local optimization. The results from FIR-BS are presented
in Fig. 3 Traditional x FIR Agent Approach in FIR-BS. And
the results from FIR-RE are presented in Fig. 4.

In Fig. 3, the evolution from initial scenario to next three
scenarios T2 was presented. It is possible to verify that in
the second interval there was no congestion in the airspace
sectors when used AHPM approach, but the index of the
level of air traffic was 264 in traditional approach by air
traffic controllers.

In Fig. 4, it is possible to verify that in last two intervals
there was no congested in the airspace sectors because
air traffic level was zero when used AHPM approach, but
using traditional approach the indexes were 255 and 74
respectively.

5.2 Global - Central Agent
As presented in Fig. 2, Central Agent is developed to

evaluate the traffic flow scenario within all FIRs. In this

Fig. 3: Traditional x FIR Agent Approach - FIR-BS

Fig. 4: Traditional x FIR Agent Approach - FIR-RE

research, two FIRs with 1110 flights daily are considered.
To analyze the decision support effects, two conditions
are studied: 1) Traditional Approach, i.e., the restrictive
measures are defined directly by air controllers; 2) Central
Agent Approach, i.e., the restrictive measures are suggested
by Central Agent considering global optimization.

Central Agent is proposed to verify three best suggestions
for each FIR and choose what would be the best group of
restrictive measures to be applied in each FIR. The Fig. 5
presents the evolution from initial scenario to future time T2

in the global environment.
It is possible to verify the improvement from first to sec-

ond interval and reaching in the last interval no congestion
in the airspace sectors by means of Central Agent. While
using the Traditional Approach, the air traffic index is, on
average, up to four times more than AHPM approach.

The approach proposed in this paper, AHPM, can be
divided into two stages, the analysis by FIR Agent and after
results for the first time the analysis by Central Agent. So
even though this research is applied in only one FIR, the
approach will achieve great results because it is considering
factors such as adjacent sectors, aircraft in environment and
congested airspace sectors.
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Fig. 5: Traditional x Central Agent Approach

The Central Agent will verify the three best suggestions
for each FIR and choose what would be the best group of
restrictive measures to be applied in each FIR.

5.3 Achieved Results
AHPM is proposed to work in two approaches: 1) the

analysis by FIR Agent to support decisions with local
optimization; 2) the analysis by Central Agent to support
decisions with global optimization. Even though this re-
search is applied in only two FIRs, the preliminary study
is promissory.

In order to find the solutions in the more complete ATFM
system, AHPM can help the air controllers to get more useful
information to make the decision with more safety.

To get more evaluation of the application of AHPM, the
six results from real scenario are considered: 1) the results
from FIR-BS and FIR-RE using traditional approach, i.e.,
the restrictive measures are defined directly by air traffic
controllers; 2) the results from FIR-BS and FIR-RE using
AHPM, i.e., the restrictive measures are suggested by AHPM
in local; 3) the results from FIR-BS and FIR-RE together
using AHPM, i.e., the restrictive measures are suggested by
AHPM in global. The Fig. 6 presents these six results of
comparison between traditional approach and AHPM.

It is observed that the proposed approach, AHPM,
achieved better results in all cases than traditional approach.
And in most cases, the results from Central Agent achieved
better results than FIR Agent. The following is a brief
summary:
• FIR-BS

– (17:30 - 17:59) - Improvement of 57%
– (18:00 - 18:29) - Improvement of 15%
– (18:30 - 18:59) - Improvement of 18%

• FIR-RE
– (17:30 - 17:59) - Improvement of 30%
– (18:00 - 18:29) - Improvement of 53%
– (18:30 - 18:59) - Improvement of 15%

Fig. 6: Comparison between traditional approach and AHPM

• Global Environment
– (17:30 - 17:59) - Improvement of 48%
– (18:00 - 18:29) - Improvement of 46%
– (18:30 - 18:59) - Improvement of 41%

As expected initially, these results showed the effective-
ness of AHPM, which improved as the scenarios became
more critical. Evaluating the case study, the congestion in
airspace sectors was reduced between 15% and 57% in local
scenarios and between 41% and 48% in global scenario.

These results demonstrate the improvement of im-
pacts prediction and restrictive measures suggestions using
AHPM. It is also show the possibility to model a compu-
tational solution to support, effectively, the decision making
for air traffic controllers.

6. Conclusions
AHPM was developed to solve Air Holding Problem

in Brazil. The proposed model used the Decision Support
System concept including Multiagent System and Reinforce-
ment Learning. The main utility of AHPM is to act on the
reduction of Air Holding in airspace sectors and help the
decision making by air traffic controllers. The AHPM is
concerned to increase the security and to support ATFM
process in local and global scenarios.

It were defined two reward functions to realize the suitable
Reinforcement Learning. FIR Agent and Central Agent were
developed as a platform to support ATFM. Three time
intervals were considered to apply the restrictive measures.
As a result, with the use of AHPM, the decision process
was improved with a increased automation. The congestion
in related sectors was reduced between 15% and 57% in
local scenarios and between 41% and 48% in global.
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The future work is to implement AHPM in the Brazilian
Air Navigation Management Center (CGNA) to effectively
help air traffic controllers in the day to day Air Traffic Flow
Management process.
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of cost-effective, next-generation Game Changing 
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efficient incorporation of representative knowledge models:  
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trainer/trainee models, Automated Intelligent Monitoring 

System (AIMS) assesses what the student knows, and how 

well the student is progressing.  Previous approaches to 

solving this problem have yet to overcome the inherent 

challenges long associated with complex, knowledge-based 
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1 Introduction 

  Significant challenges in the development of cost-

effective, next-generation Game Changing Technology for 

automated learning systems are the effective, efficient 

incorporation of representative knowledge models:  domain or 

subject matter experts (SME), instructors/trainers, and 

trainees.  Through interaction of the SME, trainer/trainee 

models, Automated Intelligent Monitoring System (AIMS) 

assesses what the student knows, and how well the student is 

progressing.  The AIMS architecture framework overcomes 

limited and outdated psychological/computer science theories 

and insufficient computer science artifacts. It does this 

through the AIMS architecture framework’s functionally 

realistic mission and environment approach and involvement 

from the training SMEs.   

1.1 Automated Intelligent Monitoring System 

(AIMS) 

 The AIMS architecture framework is two things:  an 

automated, integrated, development engine systems 

integration environment for high performance networked 

systems with library support for training and monitoring. 

The development engine is discussed in detail elsewhere 

[1].  Secondly, the AIMS’ corresponding high performance 

real-time executive/government off-the-shelf (GOTS) 

message bus operates in all environments, even resource-

constrained ones such as Smartphone applications or in the 

Battlespace itself.   

 AIMS is relevant over wide ranges of education and 

training situations and is a Game Changing Technology.  

AIMS includes the capability for both single learners and 

multi-disciplinary group training as it has the ability to 

instrument and control a number of systems simultaneously. 

AIMS allow for the distribution of system processing for 

efficiency and scales in two dimensions:   number of 

learners and number of systems which are instrumented and 

controlled. AIMS provides a solution for the problem of 

implementing intelligence and automation by effectively 

creating the knowledge models for the Expert, Instructional, 

and Trainee subsystems. 

2 Instrumenting Learning Environment 

 Instrumentation has traditionally been a fundamental 

problem in traditional automated learning system architecture 

frameworks as it requires measuring the trainee’s inputs into 

the system as well as the reverse function of providing 

feedback to both the trainee and trainer. Correctly 

instrumented learning environments increase the overall 

effectiveness of the AIMS as more trainee assessment 

information becomes available. An example of instrumenting 

a flight simulator would involve measuring and recording 

pilot’s stick and switch movements, button presses, and the 

way in which the pilot is monitoring the gauges.    

 Greater system complexity arises when addressing multi-

modal group instruction as individuals perform and train on 

different duties simultaneously, as well as participating at 

different times and separate tasks.  Therefore, proper AIMS 

instrumentation is critical.  Utilization of both group and 

individual assessment data provides sophisticated, complex 

information that has been rarely accounted for in previous 

trainee models.   

 Group instruction compounds training complexity, but is 

taken into account by AIMS.  In group instruction mode, 

AIMS chooses content for the trainee group and makes 

multiple decisions:  topics to address, problems to solve, and 

what feedback to provide and in which order, as well as what 

trainee information will be recorded.  When AIMS employs 

the trainee model, it represents all the individuals and their 

specific group’s aspects as well as determines their tasks and 

correct order sequence for the trainees.  Multiple possibilities 
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exist in determining the most appropriate tasks for a training 

group.   

 Another fundamental technical requirement for AIMS is 

to efficiently utilize its SMEs during training as an integrated 

trainer-in-the-loop.  Real-time SME training integration 

facilitates an evolution in the inherently regimented and 

highly controlled nature of computerized training allowing for 

enhanced flexibility, complexity, variation and increased 

scope of the training itself.  In order for a SME to interact 

with their trainees in a real-time environment, they need a 

flexible networking technology utilizing an efficient 

messaging system. AIMS’s real-time interactions allow the 

training itself to evolve more rapidly based upon feedback 

from the trainee or trainer/SME. AIMS takes into account a 

trainee’s needs with regard to communication, personality 

conflicts, or learning style issues which it rigorously accounts 

for as more knowledge is provided a priori to AIMS. 

 

2.1 Semantic Ontology Streamlines AIMS 

Implementation 

 This paper addresses the ability to reduce the time 

required to plan, implement, execute, and analyze training in a 

unified AIMS architecture framework. AIMS is based on the 

concept of ontologies and employs Semantic Web 

technologies.  This framework is intended to be used by 

different constituencies and employs a method, vocabulary, 

and user interface approach that allows the needs of different 

SMEs to be addressed.  At the same time AIMS is 

functionally capable of operating off a unified conceptual 

structure. 

 In general, the major technological innovations are the 

ability to affordably instrument training/ operational systems 

creating a learning environment to stimulate trainees, record 

their responses/capabilities, and facilitate their training. AIMS 

utilizes the ability to create intelligent systems with hybrid 

algorithm capabilities and synchronizing a large number of 

them thereby permitting AIMS to be built in a more modular 

and understandable way as an entire intelligence system. 

AIMS facilitates the ability to distribute computation easily 

over a set of resources.  Additionally, the authoring and 

programming of AIMS is done in a way that simplifies the 

system specification and programming, respectively 

facilitating the creation of an automated intelligent monitoring 

system. 

2.2 Adaptive Learning System 

 AIMS takes into account the trainee’s situational 

awareness, cognitive capabilities, action accuracy, situational 

distractions, cognitive distractibility and any resulting 

reduction in accuracy.  AIMS accounts for functionally 

disparate phenomena such as recognition of patterns, adapting 

new solutions or strategies and rule following in order to 

represent “intelligence” more effectively. Based upon input 

from SMEs, current best training practices can be 

incorporated.  AIMS ascertains the most appropriate feedback 

for the trainee by determining learning styles and 

communication preferences, in addition to skill level, and 

provides the most accurate advice for the trainees and SMEs.  

In reality, as humans, we rarely follow or interpret rules 

strictly; and thus, should not expect AIMS to do likewise.  

AIMS will have a great deal of generality and flexibility while 

maintaining ease-of-use for integrators, developers and users. 

 AIMS is an adaptive learning system, taking into 

account the trainee’s situational awareness, cognitive 

capabilities, action accuracy, situational distractions, 

cognitive distractibility and any resulting reduction in 

accuracy.  AIMS accounts for functionally disparate 

phenomena such as recognition of patterns, adapting new 

solutions or strategies and rule following in order to represent 

“intelligence” more effectively.  AIMS ascertains the most 

appropriate feedback for the individual trainee by determining 

learning styles and communication preferences, in addition to 

skill level, and provides the most accurate advice for them so 

they may proceed to the next problem-solving step.  The 

advice given to the trainee is appropriate for their capabilities.   

2.3 Technological Advances  

 In order to implement AIMS, advances in several 

technology areas must be combined to create an 

understandable architecture, and functional decomposition, 

that can scale and adapt to training problems and are 

discussed elsewhere [1]. AIMS knowledge and intelligence 

representations focus on pattern recognition and the basic 

steps of decision-making, as opposed to a larger view to 

include the reasons for decisions, and the timelines in which 

decisions must be made. AIMS’s complex, distributed 

application architecture framework instruments a system of 

training systems quickly. 

2.4 Knowledge Types 

 Employing knowledge types in AIMS exceeds typical 

inference engine in rule-based environments [2]. 

Accommodating increased levels of modeling complexity for 

automating individual and team training requires a richer set 

of modeling primitives. A key capability involves easily 

constructing natural inter-component relationships logically 

and temporally. In this way, a functionally realistic mission 

and environment approach overcomes outdated psychological 

and computer science theories, used to represent intelligence 

as existing methods utilizing computer science artifacts are 

insufficient.  An empirical connection is needed between real 

psychological measurement and behavior models. Certain sets 

of factors are more congruent and adaptive with certain 

mission/environments.  Human factors of individuals, teams, 

and organizations may be capitalized upon and/or 

compensated for after they are identified and integrated. 

Through integrated interaction of the knowledge models, 
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AIMS accurately provides a more reasonable judgment about 

what the trainee knows and how well they are progressing 

both to the trainee, as well as their trainer. 

2.5 Ontology-Based Architecture Framework 

Development Engine for Systems 

Integration 

 Ontology is a formal representation of domain 

knowledge that defines the concepts within a domain and the 

relationships between those concepts.  It can be used to reason 

about the properties of that domain and is often described as a 

formal, explicit specification of a shared conceptualization as 

it provides shared vocabularies [3].  In this case, we need 

vocabularies able to describe: military operations and 

associated relevant real world activities, live military assets 

and their virtual reality and constructive representations, state, 

initialization, and exchange data and overarching conceptual 

descriptions of the training event. 

 

Figure 1. Composition Automation Approach  

 To provide composition automation, as shown in Figure 

1, the AIMS Architecture Framework interfaces, models, 

applications (especially simulations), and data involved in 

AIMS systems and exercises must be described/captured in a 

machine readable manner. Ontologies are employed for this 

purpose.  Ontology alignment then permits the building of 

connections or bridges between existing models and enhances 

the ability to add new models.  Model management and 

exploitation is made more effective satisfying Warfighter 

needs by promoting increased realism during training. 

Providing these ontology based tools enables exercise SMEs 

and military users to employ composition and architecture 

bridging tools to rapidly go from testing, training, 

experimentation, and rehearsal requirements to a training 

exercise or event for single trainees or groups of them. 

 The understanding of models, specifically Model 

Semantics, is almost exclusively a human activity.  Models 

are only partially and ambiguously documented; much has to 

be interpreted and filled in from experience or context closely 

working with SMEs.  As this experience is difficult to acquire 

and share, using Model knowledge is restricted to experts.  

The goal is to provide a method to partially encode expert 

knowledge about:  mathematical and logical assumptions 

about the limits of the description of physical and non-

physical phenomena such as human behavior,  interfaces and 

their semantics, identification of patterns and frameworks, and 

causality information and execution order, such as one event 

triggering another. 

2.6 Metadata and Composability Services 

 What this means for the Warfighter: a simple but robust 

method for categorizing everything from a handgun to the 

newest air superiority jet aircraft.  Published ontologies that 

make previously created artifacts easy to find and retrieve 

should help alleviate reimplementation due to the common 

expedient of “I can’t find it so I’ll just create a new one”.   

 Utilizing the ontology-based development engine, we 

address the many significant systems integration challenges 

and create complex, realistic, and scalable networks utilizing 

component inter-relationships. The engine allows for the 

distribution of autonomous controls and constantly monitors 

them and permits the implementation of complex webs of 

cause and effect and dynamically alters the component 

execution structure. When information transfer occurs 

successfully, automatically and without human intervention, 

the transfer is symptomatic of integration.  Systems 

integrators attempt to reduce overhead costs by reproducing 

the information flow more accurately and consistently all 

within the timeframe of the user’s need.   

 Systems integration teams must adapt, evolve, and 

facilitate integration of training systems. Successful 

integration requires the establishment of an AIMS partnership 

approach in conjunction with agile product development for 

all stakeholders: users, SMEs, program managers and 

program developers. Utilizing a flexible learning process, 

agile systems integration provides rational, logical 

conclusions that then lead the path forward for training 

systems integration. Utilizing rapid modification and 

implementation of SME and user input creates a more 

effective AIMS architecture framework.  

 The purpose of a cohesive and robust development 

engine is twofold: 1) to build and query knowledge bases (set 

of descriptions, facts, instructions, commands); and 2) to 

control the execution of numerous hardware and software 

components of training systems.  The engine integrates 

hardware and software systems by extending Conceptual 

Graphs (CG) technology improving the resulting integration.    
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2.7 Flexibility and Realism 

AIMS development engine enables the solution of key 

representation problems, permitting an easy-to-use, adaptive 

system. The overhead costs of information flow between 

software and hardware continue to increase as do system 

complexity. There are many inherent software/hardware 

challenges in integrating complex systems. We utilize 

Conceptual Graphs (CG) to integrate complex hardware and 

software systems [4]. CGs resolve complex issues arising from 

the following issues: 

 

• Hardware compatibility 

• Communication protocols 

• Understanding transfer information 

• Well defined system interrelationships 

• Mapping for adequate neutral-format standards  

• Mutual acceptance of the communication purpose  

• Operational meaning in terminology 

• Advancement in the core development environment and 

infrastructure  

 

AIMS leverages many important capabilities, integrates 

many kinds of phenomenology, and encompasses a variety of 

formats. The ability to integrate a wide variety of “intelligent” 

algorithms and software is paramount. Several mathematical 

and causal formalisms must be accommodated by the 

representation framework. The development engine’s non-

invasive, non-destructive integration and interoperability 

illustrates how the vital problem of synchronization between 

functionally distinct computational subsystems is 

accomplished. Accurate, precise synchronized control 

algorithms and software execution solves one of the key 

problems in intelligent systems today. Arbitrarily supporting 

complex causal networks easily is central to the value-added 

to the AIMS community from the perspective of development 

engine utility enabling both flexibility and realism.   

 

The inherent ability to provide distributed and federated 

interactions and object sharing permits a wide variety of data 

sources to be integrated and interoperated.  Functions such as 

automated, time-based validity and refresh checks and 

updating functions are a trivial capability. The implementation 

of more interesting functions such as causal or logical 

condition combinations triggering refresh or updating is 

naturally supported. The AIMS architecture framework is 

based on the abstractions shown in the Figure 2.  

 

The Evaluation function relies on AIMS’ ability to establish 

a wide variety of knowledge, information, and data feeds.  

This can be done in two ways by an active push or passive 

pull. Most systems support one or the other, but not both.  

Furthermore, the mechanism for doing so must be low-

footprint and portable. This permits a wide variety of software 

systems and devices to be employed.  

 

The Records Database stores Performance information, 

which is derived from both the Evaluation process and the 

System Coach. The Records Database holds information about 

the past, such as Learner history records, the present, such as 

current Assessments for suspending and resuming sessions and 

the future, such as Learner or training objectives.  The 

Records Database represents an advance in intelligent 

repositories in that a wide variety of complex knowledge, 

information, and data storage and retrieval functions can be 

easily implemented.  
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Figure 2. AIMS Architecture 

 

The System Coach requests and receives Performance 

information, such as assessments and certifications back to the 

Records Database. Typically, historical information is 

retrieved, but current information such as "bookmarks" for 

resuming sessions and future information such as template of 

future training objectives may be retrieved.  The System 

Coach exploits the full capability of AIMS by a complex 

causal network representation capability.   

 

The Knowledge Library capability permits a variety of 

knowledge representation formats to be employed that 

describe actions and responses of the system.  Much like the 

Records Database, the ability to integrate and interoperate a 

wide variety of databases is crucial, as is the complex database 

functionality previously described. 

 

Content Indexes are the result of searches of the Knowledge 

Library, as directed by Query Indexes. The Content Indexes 

are also known as metadata. Metadata is best known in web 

content for facilitating searches. However, web content 

metadata is inadequate for learning content because learning 

content requires more search criteria (e.g., pre-requisites, co-

requisites, learning style) than what is provided for web 

content (e.g., title, subject, author, keywords).  Content 

Indexes are similar to "card catalog" entries in a public library. 

 

Locator Indexes identify or point to Learning Content. 

Using the public library analogy, Locator Indexes are similar 

to "call numbers" in a card catalog system. Web URLs are 

examples of Locator Indexes.  For some learning technology 

systems, Locator Indexes can be implicit because the Learning 
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Content can be retrieved along with the Content Index 

returned by the Query Index search.  Learning Content is the 

coded representation of the learning experience, identified by 

the Locator Index, retrieved by the Knowledge Library, and 

transformed by the Delivery system into the training 

systems/environment and learning experience, where the 

Learner interacts with the real operational systems or training 

systems/environment. 

 

The Delivery system, much like the Evaluation system, 

relies upon AIDE’s powerful publication, subscription, and 

object sharing mechanisms. The low-footprint and portability 

features are important here, since that enables a wider variety 

of systems involved in Learner’s real tasks to be employed. 

This improves training since the systems used at the actual 

tasks are used in training. 

 

The Learner (process) represents any learner (one, several, 

or teams operating in different roles).  The Learner receives 

Stimuli, and their Behavior is observed. From a technology 

perspective, a variety of assessments about the Learner 

(individual or group) are available to the System Coach and 

Evaluation processes to more effectively and efficiently guide 

each training session. 

 

The Learner Assessments are sent to the System Coach. 

AIMS considers the various types of information which 

provides more knowledge a priori to the system itself.  Figure 

3 represents a multi-modeling approach to more easily bring in 

additional very complex and interrelated Learner Assessment 

models.   
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Figure 3. Learner Assessment data approach utilized in 

Figure 2. 

 

AIMS has the ability to integrate naturally and efficiently 

for the new knowledge representation techniques and engines.  

Problems in communication, personality conflicts, or learning 

style issues can be rigorously accounted for in the training 

program.  Learner Assessment information utilized may be 

obtained and include any number of the following:  

 

• Concentration and awareness 

• Accuracy of attention: environment, cognitive analysis, 

problem solving, set of tasks, mission  

• Distraction: external, internal, mistakes and ability to 

recover 

• Information and tasking: quantity and range of diversity  

• Risk-taking, sensation seeking, thinking outside the box 

• Following rules, orders, tradition, deliberation, caution 

• Aspects of control, self-confidence, self-criticism 

• Dominating and competitiveness: physical and intellectual 

• Speed of decision making in given environments 

• Listening, verbalizing, group/person selection preference 

• Advocating team performance 

• Communicating ideas, support, criticism 

• Performing in certain types of high pressure environment 

 

The following discussion is intended to illustrate how the 

AIMS architecture is implemented with the intelligent systems 

AIDE framework previously discussed. 

 

The Learner construct represents one or several trainees. 

The Stimuli incident to the Learner requires the ability to 

interoperate with the learner’s training or operational system. 

This requires the ability to quickly and easily integrate 

everything from buttons, switches, joysticks, variety of control 

knobs or interfaces to elaborate virtual reality or operational 

displays.  

 

The Behavior flow shown in Figure 2 is a transmission of 

Learner behavior from the Learner to the Evaluation process. 

At the Evaluation process, the Behavior is framed in the 

appropriate context by matching the Learning Content to the 

range of Behavioral responses which is how information is 

collected and organized, e.g., key clicks, mouse clicks, voice 

response, choices, or inputs to an operational system which are 

sent to the System Coach.  The Learner’s observed Behavior 

is an observation of the Learner’s activity while they are 

performing a task such as flying an airship for example. Some 

Behaviors may be physical location behaviors and have 

several levels of inputs concerning the Learner:  location, six 

degrees of freedom position, velocity with respect to frame of 

reference, orientation (pitch/roll/yaw), acceleration, and the 

angular velocity with respect to those quantities. The Learner 

Behavior physical inputs are sent to the System Coach:  10 

degrees of pitch, 20 degrees of roll at that moment in time, 

etc..   

 

The System Coach sends the Learner Behavior to the 

Evaluator.  Behavior information is obtained with a similar 

interoperation of user interface mechanisms or training 

specific observations such as a system of cameras to determine 

the scan pattern of an operator through their tasks and 

interfaces and feeding this streams into an Evaluation process 

which then would be implemented as some number of System 

Objects [1]. Ultimately all the data streams implemented using 

System Events and System Messages and the programming 
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constructs used to implement them are simplified for the 

clarity and ease of programming. 

 

Learner Assessments sent to System Coach are different 

than the Behavior Evaluation path. Assessments are things that 

directly coming out of the training or operation system.  These 

may be the Learner’s problems with understanding when the 

timing of when to press a training system button. The 

Assessment part of the architecture represents information that 

comes from a direct observation of the learning environment 

and is not explicitly a Learner Behavior.  For example, a 

Learner Assessment might be a warning light is on in a flight 

simulator and the fact that the light is on as a result of a 

trainee’s actions and is a normal, internal part of system’s 

operation.   

 

AIMS observes the trainee’s performance.  This is a Learner 

Assessment and it is directly sent to the System Coach. 

Learner Assessment is information about what or how the 

trainee is doing, but it is not an Evaluation. System Coach 

gives feedback Stimuli to improve which is sent through the 

Delivery process.  One piece of feedback may be “please 

release the safety”.   

 

The Learner Assessments transmitted from the Learner 

construct to the System Coach are implemented as System 

Objects and serve to provide specific inferences about the 

Learner such as an running Evaluation of the Learner’s skill 

level at a particular task or other diagnostic that is built into 

the training or operational system that has some useful data 

which is not explicitly behavior based observation.  

 

The System Coach is similar to the Evaluation 

implementation and it receives one or more Learner 

Assessments.  The Learner Assessments are sent as System 

Events and System Messages.  Multiple independent 

evaluations of behavior and multiple simulation learner 

assessments occur and feedback can be given and noticeable 

trainee improvements made over time.  The delivery construct 

is also implemented with multiple system objects and 

execution engines and serves to mediate between the learning 

environment and the System Coach.  

 

The Knowledge Library may then be viewed as not just 

rules or rule specifications, but elaborate combinations of 

libraries of function and arbitrary combinations of knowledge 

representation constructions.  In both the System Coach and 

Evaluation, one or more knowledge execution engines can be 

instantiated to operate on the data being received.  

 

The ability to have more than one knowledge execution 

engine operating simultaneously would simplify the 

construction of authoring the knowledge bases from a 

semantic perspective. This permits more realistic and practical 

evaluation information, resulting in more realistic and accurate 

automated inputs to the Learner.  AIMS has knowledge of the 

Learner’s activity, training systems, relationships between 

them, the ability to index training systems,  and AIMS 

architecture framework system that could realize roles and 

responsibilities for both AIMS and the trainee. 

 

The AIMS that captures Learner Assessment behavior must 

accommodate a variety of inputs, and the delivery of the 

Behavior then triggers the Evaluation process.  The Evaluation 

Assessment process produces information such as where the 

Learner is at any given time which is then sent to System 

Coach. The Evaluation process uses the Learning Content to 

provide context to the Learner's Behavior to determine the 

appropriate Evaluation. The Evaluation process also creates 

and sends Performance information to the Records Database.   

This active triggering of Evaluation is an aspect of the AIMS 

complex, distributed application framework.  The Evaluation 

process must then utilize advanced Knowledge and 

Intelligence Representation in the form of the adaptive SME 

and student model algorithms, such as genetic or fuzzy logic 

algorithms, that can then be used, as well as rules and pattern 

recognition.  The AIMS distributed application framework 

also allows the ability to integrate many varied knowledge and 

intelligence techniques.  

 

The AIMS complex, distributed application framework is 

also used to build the System Coach, as it must interact with 

other applications, and employ knowledge and display 

“intelligence” in its actions by also utilizing the advanced 

Knowledge and Intelligence Representation capabilities.  The 

System Coach may store "bookmarks" as Performance 

information in the Records Database saving the Learner's 

session for resumption at some future time. The System Coach 

also receives the current Assessment from the Evaluation 

process, and Performance information from the Records 

Database, to support the decision-making process.  

 

Based on the current Assessment and historical Performance 

information, the System Coach sends Query Indexes to the 

Knowledge Library to search for appropriate learning 

materials. The Knowledge Library returns Content Indexes 

such as a list of Locator Indexes that match the search query. 

The appropriate Locator Indexes such as a lesson plan are sent 

to the Delivery process.  The System Coach sends Query 

Indexes to the Knowledge Library to search for content that is 

appropriate for the Learner. The Query Indexes specify search 

criteria based on, in part, Learning Style, Assessment, and 

Performance information.   

 

The Knowledge Library stores knowledge and other 

learning materials as resources for the learning experience. 

The Knowledge Library may be searched by Query Indexes. 

The matching information is returned as Content Indexes, i.e., 

a set of content tags that are, conceptually, "card catalog" 

entries known as metadata. The locator Indexes (conceptually, 

"call numbers" on the bindings of the "books in the digital 

library", e.g., URLs) are extracted from the content indexes. 

The locator Indexes are used by the Delivery process to 

retrieve Learning Content. It is unspecified who initiates the 
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transfer of Learning Content and it can be the Learner, the 

System Coach, or the Delivery process itself. For example, a 

Query Index might return a set of Content Indexes and an 

ontology, which is a conceptual model of the subject 

represented as generic Learning Content. 

 

The Delivery process receives locator Indexes from the 

System Coach and retrieves Learning Content from the 

Knowledge Library. The Delivery process transforms the 

Learning Content into Stimuli for the Learner.  The Stimuli is 

actually sent to either simulations connected to the operational 

systems or training systems/environment and in some cases 

sent directly to the operational systems or training 

systems/environment. When the Delivery process sends 

Stimuli to the Learner, the Evaluation process is expecting 

some Behavioral response to the Stimuli. The Evaluation 

process is unable to interpret the Behavior without context, so 

the Delivery process sends the Learning Content to the 

Evaluation process to understand the context of the Learner's 

response. 

 

3 Conclusions 

 In general, the key technological innovations are the 

ability to affordably instrument training/operational system for 

learning environments to stimulate learners and record their 

responses.  The second key innovation is the ability to create 

intelligent systems with hybrid algorithm capabilities. For 

instance, the evolution of the value of a neural network could 

be the result of a query of a first order predicate calculus 

inference engine. The converse can also be implemented 

where a value in a rule or fact inference based engine’s 

knowledge base could be calculated by evaluating a neural 

network.  

 Additionally, the ability to create hybrid intelligent 

algorithms and synchronize a large number of them permits 

the AIMS to be built in a more modular and understandable 

way as an entire intelligence system. In order to enable the 

next generation of instructional systems, several technology 

challenges had to be overcome. The establishment and 

elaboration of coherent, comprehensive system architecture, 

relevant over wide ranges of education and training situations, 

is a major step forward providing: 

• Single learner or group training on customized courses 

• Ability to instrument and control a number of systems 

simultaneously  

• Allowance of the distribution of system processing for 

efficiency  

• Scales in both dimensions – the number of learners, and 

the number of systems instrumented and controlled 

• Internal and external processes 

• Internal and external events 

• Efficient simple two-way interactions 

• Effectively creating the knowledge models for the 

Expert, Instructional, and Student Trainer subsystems 

• Integrating the most appropriate decision algorithm 

required to naturally implement functionality – not just 

rule bases 

• Utilizing a novel system development framework that 

permits the most appropriate type of interaction paradigm 

required for any component of the system 

 

 AIMS takes into account the trainee’s situational 

awareness, cognitive capabilities, action accuracy, situational 

distractions, cognitive distractibility and any resulting 

reduction in accuracy.  AIMS accounts for functionally 

disparate phenomena such as recognition of patterns, adapting 

new solutions or strategies and rule following in order to 

represent “intelligence” more effectively.  AIMS ascertains 

the most appropriate feedback for the trainee by determining 

learning styles and communication preferences in addition to 

skill and provides the most accurate advice for them.   

 AIMS’ next generation training interactive engine and 

architecture framework will revolutionize training and greatly 

enhance the intrinsic value training provides to our 

communities. Scalable, robust solutions are provided for 

complex, real-world training problems and scenarios. In 

general, unsolved problems become tractable, and integration 

and interoperability costs no longer dominate project cost 

profiles and automated, intelligent training is achieved. 

Integrating SMEs into the development process facilitates 

better training systems as they are there during the design, 

engineering, testing, and evaluation process ensuring that their 

training needs are met at every step of the AIMS development 

cycle. SMEs understand what the training issues for both the 

system to be trained and their trainees.  SME knowledge, 

input and feedback are incorporated so the AIMS is 

customized to meet their specific training needs.   
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Abstract - Large Companies often use statistical models and 

artificial intelligence to predict several kinds of risks. In 

general, only one statistical model or a neural network 

technique is used to predict these risks. It is not so uncommon 

for some companies to use segmentation to define 

subpopulation splits for the development of specific predictors 

to improve decision accuracy. However, the use of 

segmentation usually depends on the experience of the 

specialist. The basic premise of this paper is to compare three 

kinds of segmentation methods, crossed with three different 

base classifiers, and using five datasets from the UCI 

Repository. The segmentation methods are: NNTree - a Neural 

Network Tree based method, the traditional segmentation 

using Information Gain to split, and an experimental method 

called FBTSeg. Results show that blending classifiers using 

segmentation is a viable option to improve results of known 

and traditional techniques such as statistic regressions and 

neural networks. 

Keywords: Classification methods; Segmentation; Data 

splitting; Machine learning. 

 

1 Introduction 

  The capacity for predicting events is the key element in 

the decision support processes for modern corporations. The 

results of decision models based on data are dependent on the 

quantity and quality of the information available. However, 

improvements in prediction techniques are also important for 

better accuracy, as several academic and practical initiatives 

from different areas show [1] [2] [3]. Moreover, this search 

goes beyond a single predictive model and is also progressing 

towards the combination of several predictors, both from the 

same and from different techniques. The literature shows that 

combining techniques using different sampling methods or 

using predictors of distinct characteristics usually offers more 

predictive solutions [4] [5] [6] [7] [8] [9] [10]. 

 Combining predictors is not simple and its complexity is 

derived from a number of factors inherent to such 

combinations. Some questions that illustrate this complexity 

are: What is the best combination method for a specific 

problem? What techniques should be combined? How many 

predictors are needed to maximize performance? The fact is 

there are no simple or exact answers to those questions and 

most of them can only be answered based on the specific 

application constraints, the expertise of the developers, and 

results of practical experiments. 

 Segmentation (decomposition) [11] is one of the mostly 

used methods for the combination of predictive techniques 

and proposes the transformation of a complex problem in 

several less complex ones as the means to achieve the best 

solution to the original problem. In data mining, segmentation 

is used to obtain subgroups where different learning 

techniques may be applied, i.e. specialized predictors are 

applied to subsets of the original data set. 

 For a long time, the techniques used to find good 

segmentation structures were based on subjective strategies 

and on previous knowledge of the problem. One of these 

subjective techniques is separation of the data in two groups, 

one with a number of attributes with their values filled in, and 

the other with many missing values in these attributes, since 

this is a common situation in credit scoring problems [12]. It 

was even suggested that it might not be possible to create the 

segmentation structure without using subjective knowledge. 

However, methods and algorithms to find adequate 

segmentation structures have already been proposed. They 

usually represent the segmentation structure as a tree and use 

exhaustive or semi-exhaustive search to choose the best 

segmentation strategy [11].  

 This paper compares the performance of three different 

segmentation methods to build model trees. We also briefly 

describe a new semi-exhaustive method called FBTSeg, 

formerly RISKSEG [20], that implements an algorithm to 

optimize and build a binary decision tree with regression 

models in each leaf. To do this comparison we used five 

datasets from the UCI Repository [13]. 

2 Review of Used Techniques  

 In this section we briefly review the techniques used in 

the experiments, both single classifiers and their combination 

using segmentation. 

 Binary Logistic Regression is a traditional technique of 

statistic inference [14] that relates a dichotomic target (good 
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or bad, 1 or 0, fraud or not fraud, etc.) to a set of predictive 

input variables X1, X2, …, Xn, where Y is a random variable 

with two possible values, 0 (zero) and 1 (one). Its result is an 

estimation of the probability of Y belonging to one of the two 

categories, based on the observed values of the predicting 

variables. In this paper, the estimation of Y = 1 will be used. 

The dependent variable is the logarithm of the ratio of 

probabilities of the two possible results of an output variable, 

log [p / (1-p)]. We used the widespread maximum likelihood 

method for estimating the binary response, having its solution 

found through Newton-Raphson’s iterative process [15]. 

 Linear Discriminant Analysis estimates the output 

variable based on the observed values of predicting variables 

and is usually applied when the dependent variable is numeric 

and continuous. Errors are assumed to have normal 

distribution [16]. In this paper, we use this technique to 

estimate the value of a dichotomic variable (0 or 1). 

 Multilayer Perceptron Neural Network (MLP) [17] is a 

computational intelligence technique that has excellent 

generalization capabilities, is simple to implement, and is 

commonly used in classification problems. In our 

experiments, we tested MLP with the backpropagation and 

Levenberg-Marquardt algorithms [17]. 

 Segmentation is the division of the available dataset in 

subpopulations and the development of a prediction model for 

each segment. Therefore, each example is predicted according 

to the specific formula (model) that it belongs. The 

segmentation provides the most appropriate use of available 

information and is highly recommended when there is a large 

number of missing data in dataset samples. The segmentation 

is also recommended for capturing risk relationships among 

the subpopulations with different profiles – this way the 

specialized models in that data sample are able to explore 

their peculiarities more efficiently [12]. 

 As in decision trees, one of the main criteria used for 

segmentation is Information Gain [18]. Decision trees aim to 

separate the population in disjoint subsets that are 

homogeneous regarding the behavior of the output variable, 

because distinct behaviors regarding the output variable might 

lead to large variations in the estimation of the regression 

parameters. Moreover, distinct behaviors in separate groups 

are to be used as the basis for the creation of multiple 

classifiers in the FBTSeg method. 

 An NNTree [19] “is a decision tree, where each non-

terminal node contains a neural network”. Its segmentation 

uses a multilayer perceptron neural network to design the 

classification tree. The method recursively divides the training 

set trying to create leaves that contain elements from a single 

class – each non-terminal node has elements from more than 

one class and uses a neural network to separate them. Even 

though the original implementation only uses neural networks, 

we have adapted the algorithm to also support both logistic 

regression and linear regression in the non-terminal nodes. 

 

2.1 Find Best Tree Segmentation (FBTSeg) 

 The FBTSeg method [20] rationale is to try to find a set 

of segmented models with better performance using a binary 

tree built from divisions using the attribute classes. This 

method uses a specific algorithm for the selection of n 

attributes to test all combinations for each candidate node, 

where n is a parameter. In other words, after the attribute 

selection, each n attribute class is used to split and the best 

segmentation is chosen to improve the accuracy of the model 

for this node. Every node generates two leaves with their 

specific models which, when combined, generate better results 

than the upper node model. In summary, the best option to 

split each node sample is chosen. It is important to choose a 

specific (or the best) metric for optimizing the results of the 

problem in hand, such as classification error, mean squared 

error, KS2 [21], ROC [22], and others. To determine the best 

segmentation for a node split, it is necessary to join the scores 

of the corresponding pair of leaves, from the set of 

possibilities, and compare their results.  

 The FBTSeg method is prone to overfitting, a known 

problem in other supervised learning algorithms. So, it is 

important to create a validation dataset to apply a cross-

validation between the training and validation datasets. Then 

the training dataset is just used to train the predictors, while 

the validation dataset is used to compare the scores among the 

segments and for determining the best segmentation possible. 

There is also a parameter to set the minimal number of 

observations to train and validate a segmented model, aimed 

at ensuring a minimal set to make a representative model in 

each leaf. Of course, its value must be established taking into 

account the sample size available to develop the models. 

 The implementation of models in subpopulations is 

similar to making a model with the main predictive variables 

combined with the variables resulting from interactions 

among the main variables and a selected variable [12] – see 

equations 1 to 5. Through the selection of good segmentations 

it is possible to add the most important characteristics found 

in the interactions of the variables. Thus, in the FBTSeg 

segmentation, for each terminal node that might be 

segmented, the possible interactions of the model variables 

are analyzed. The implementation algorithm builds a tree 

model based on the best candidate variables, those that have 

the best interactions with the other variables according to the 

chosen metric.  This scheme avoids the exhaustive search for 

the best segmentation and permits optimizing the final result 

based on some chosen metric. Because it is easier to 

understand, we illustrate the method using a statistical linear 

regression with binary variables (values 0 or 1), but our 

implementation used logistic regression with categorical 

variables. 
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 Let x1, x2, x3, and x4 be random variables, Y a dependent 

variable (target), 
iiiiii θωαλβµ ,,,,,  

the constant weights of 

the equations, and iε  the error factor. We defined a simple 

linear regression model that only considers the main effects of 

the variables – no interaction term was included in the 

equation for parameters estimation. 

1443322111 εββββµ +++++= xxxxY    (1)
 

 Including interaction terms xixj (with i fixed and j 

varying) is equivalent to segment the data by xi and adjust 

separate regressions for each subgroup. For example: 
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 In this example (2), we capture the effects of the 

interactions between x1 and the other variables of the model. 

This is similar to segmenting the data based on the values of 

x1 and adjusting different regressions to the generated 

subgroups. Similarly, other three models can be defined: 
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 These three models are equivalent to segmentations 

based on x2, x3, and x4, respectively. So, adjusting the four 

regressions makes it possible to choose the best regression 

according to some performance measure D, i.e. the best 

segmentation variable. It is also necessary to choose the 

splitting rule, specifically, a category or a numeric interval. 

 The FBTSeg search is not the semi-exhaustive search 

because it does not test all the possible split rules of all 

variables. The number of splits is limited by the number of 

candidate variables categories. This method also permits 

adjusting the regressions using a subset of the training set, 

which makes it faster when the training set is very large.  

 Algorithm 1 gives a possible implementation of FBTSeg 

showing the search for possible segmentations. The first loop 

selects the best variable and the second chooses the category 

of this variable that may be used to split the data. So, after 

selecting the variable (Var) with the best regression results in 

the interaction with the other variables (factorial), all the 

possible binary combinations of this variable categories are 

tested to find the best category (Cat) and generate the best 

pair of segments, one for "Var = Cat" and another for “Var ≠ 

Cat”. After the segmentation, the predictive performance of 

the suggested segments is compared to that of the upper node. 

The segmentation is confirmed if it improves the results of the 

upper node. As in decision trees, the segmentation continues 

until some stop criterion is reached. The final result is a set of 

models generated from disjoint subsets of the training data. 

3 Experimental Design and Results 

 We run experiments with 5 (five) datasets of the UCI 

Machine Learning Repository [13] to compare the methods. 

The chosen datasets were the ones with a dichotomic target 

and at least 1,000 records. These are:  

• Chess – Contains 3,196 records with information about 

chess matches. The peaces’ positions are represented by 

36 categorical variables and the target is dichotomic 

(0=white wins and 1=black wins).  

• German – Credit base with 1,000 records. It contains the 

most common target variable in credit risk studies for the 

representation of good and bad payers (1=Good and 

2=Bad). The input variables are mostly social-economic 

attributes, 20 in total, seven of them are numeric and 13 

are categorical.  

• Magic Gamma Telescope – This dataset simulates the 

registration of high energy gamma particles in a ground-

based telescope using the imaging technique. There are 

19,020 records, 10 numeric variables, and a dichotomic 

target with values “g” (gamma) and “h” (hadron), 

respectively transformed to 0 (zero) and 1 (one).  

• Adult – Contains information of the 1994 American 

Census database and aims to determine whether a person 

makes over US$50,000 a year (1=yes) or not (0=no). 

There are 48,842 records and 14 variables, six of them are 

numeric and eight are categorical. 

• Spambase – Contains 4,601 records and 57 numeric 

variables with information on the characteristics of e-

mails. Its purpose is to build a spam filter, deciding 

whether each message is a spam (1=yes) or not (0=no). 

 In the preprocessing of these datasets, no categorical 

variable was grouped. Thus, their original values were used to 

generate their equivalent binary codifications, transforming 

each categorical variable (with n categories) in n binary 

variables (with values 0 or 1). On the other hand, all numeric 

variables were normalized with continuous values in the [0, 1] 

interval. However, because the implementation of the FBTSeg 

segmentation and also of the traditional segmentation by 

information gain both expect categorical variables to split the 

nodes, it was also necessary to categorize all numeric 

variables and, so, we decided to create four categories, each 

with approximately 25% of the data. Nevertheless, the 

generated categorical variables were only used in the 

segmentations – the training used their normalized numeric 

versions. 

 We also used the k-fold Cross Validation technique in 

the experiments and the chosen value for k was 10. This is a 

fairly common technique in experiments involving classifier 
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combination [23]. Therefore, the datasets were separated in 

10 parts, each with 10% of the data, and, in each experiment, 

one of them was the testing set. The rest of the data was used 

for training (65%) and validation (35%). 

 The simulations were implemented in such a way that 

each single classifier was used as base classifier in the 

comparison with the segmentation methods.  

 The main difference regarding the three segmentation 

methods is the way the segment splits are chosen. NNTree 

originally uses an MLP neural network to split the training 

dataset [19], but we also implemented adaptations for using 

linear and logistic regressions as well. These three prediction 

techniques were also used with the other two segmentation 

methods and, for each of them, the behavior of the 

combination methods for the generation of multiple classifiers 

Algorithm 1 – FBTSeg algorithm that chooses the best segmentation. 

N       – Training set of a given terminal node 

S1, S2     – Subsets of N generated by the segmentation 

p      – Number of input variables of N 

X1,X2,...,Xp    – Discrete input variables of N 

w      – Local variable that stores the number of categories of each discrete variable  

C[w]      – Local array that stores the values of each discrete variable 

y       – Target variable (dependent) 

fMet( )     – Performance Function (larger values are considered to be better in this example) 

fMerge()    – Merge function to join the results of the models 

Var      – Variable chosen to test its categories 

Cat      – Category of Var 

rMod,     – Answers of the factorial models 

rMod0     – Best answers of the models 

rMod1, rMod2  – Answers of the models of the candidate segments 

rMod12     – Joint answer of the models of the candidate segments 
 

Input: N; 
 

rMod0� ø;                 (Best answers initialization) 

For i = 1 to p do {              (Loop over all the input variables) 

   rMod � Regression answers y ~ ∑∑
≠==

+

P

ijj

ij

P

j

j XXX
,11

, with data from N;     
(Trains model with interactions) 

   If  fMet (rMod)  >  fMet (rMod0)  {        (If the model improves the result) 

           rMod0 � rMod;            (Saves the best answers of the model) 

           Var � Xi;              (Saves the chosen segmentation variable) 

   }; 

}; 
 

rMod0  � ø;                  (Best answers re-initialization) 

rMod12 � ø;                (Mod12 answers set initialization) 

C[w] � Category values of Var; 

w � Number of categories of Var; 
 

For i = 1 to w do {    (Loop over the categories of Var) 

   S1 � Subset of N, such as Var = C[w];      (Creates the two training subsets)  

   S2 � Subset of N, such as Var != C[w]; 

   rMod1 � Regression answers y ~ ∑
=

P

j
j

X
1

, with data from S1;    (Trains the models of the two subsets) 

   rMod2 � Regression answers y ~ ∑
=

P

j
j

X
1

, with data from S2; 

   rMod12 � rMod1 U rMod2;          (Joins the answers of the models of the segments)  

   If  fMet (rMod12)  >  fMet (rMod0)  {       (If the segmented models improve the result) 

           rMod0 � rMod12;           (Saves the best answers of the models) 

           Cat � C[w];             (Saves the chosen segmentation category)  

   }; 

 }; 
 

Output: Var, Cat;    (Best segmentation variable and category) 
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was observed and the results measured using the classification 

error rate. We named “Simple” the classifications using each 

of the three chosen techniques as single base classifier, and 

“TradSeg” the segmentations by information gain.  

3.1 Defining Experiment Parameters 

 In both regressions, it was not necessary to choose 

variables or parameters.  The choice of parameters for 

training the MLP was based on the test for the best number of 

neurons in the intermediate level and the best training 

algorithm. For each data set, we tested all the possible 

combinations of the two training algorithms (backpropagation 

and Levenberg-Marquardt) with 3, 10, and 20 neurons in the 

intermediate layer. The chosen activation function was 

logistic function having the minimum squared error on the 

cross-validation set as the training stopping criterion. We used 

the standard learning rate of SAS Enterprise Miner [24], 

version 4.0, which cannot be modified in this version of the 

software. We then chose the best configuration for the single 

classifier and for the segmentations.  

 We decided to use similar parameters in the training of 

the three methods as much as possible, as the means to focus 

on the way the dataset splits are done. For the three 

segmentation methods, we used 2 (two) as the maximum 

depth of the tree because, in preliminary tests, we observed 

that the best segmentations were in these two levels. For the 

minimum size of a leaf node we chose 5%, a size we judged 

appropriate, considering that all datasets have at least 1,000 

examples. The metric used to evaluate the results of the 

experiments was the classification error. Our implementation 

of the segmentation methods used a validation dataset to 

determine if there was a gain (or not) in each segmentation 

possible. The validation dataset used was 35% of the training 

set and the same dataset was used in the validation of the 

MLP neural network.  

3.2 Results 

 Table 1 presents the average classification errors 

(percentages) of the three single classifiers crossed with the 

three segmentation methods in the five data sets tested. The 

comparison is always based on the control classifier (Simple) 

of each technique. We used the t-Student test for paired data, 

with significance level of 5%. Average errors that are smaller 

than that of the respective base classifier are written in bold. 

Smaller and statistically different values are marked with an 

asterisk (*). Greater and significantly worse values are written 

in italics. We considered the best classifier the one with the 

smaller average error, as long as it is significantly better than 

the base classifier. 

 In the Chess dataset, using MLP, the three segmentations 

presented better average results, and statistically significant, 

when compared to the base classifier, and the FBTSeg method 

was considerably better than the second best result (TradSeg). 

Using linear regression, again, all three segmentations 

improved the results of the base classifier considerably, but 

the best results were obtained with the TradSeg method and 

its results were significantly better than the others. Using 

logistic regression, only the FBTSeg method presented 

significantly better results than the base classifier – TradSeg 

was only marginally better than the base classifier. 

Table 1 – Average errors and confidence intervals. 

Dataset Technique Simple TradSeg NNTree FBTSeg Best

MLP 4.07 ±1.05 1.09 ±0.42* 2.81 ±0.59* 0.35 ±0.14*  FBTSeg

Linear Reg. 8.57 ±1.64 2.28 ±0.55* 3.18 ±0.68* 3.25 ±0.77*  TradSeg

Logistic Reg. 2.60 ±0.73 2.25 ±0.83 2.63 ±0.51 1.02 ±0.27*  FBTSeg

MLP 25.20 ±1.79 25.70 ±1.20 27.10 ±1.97 25.30 ±1.84  Simple

Linear Reg. 29.00 ±2.31 26.00 ±1.77* 29.25 ±3.08 26.30 ±2.00  TradSeg

Logistic Reg. 25.70 ±2.08 24.70 ±2.08 25.95 ±1.94 26.30 ±2.51  Simple

MLP 15.16 ±0.53 14.84 ±0.60* 15.24 ±0.53 13.51 ±0.58*  FBTSeg

Linear Reg. 32.03 ±2.81 18.73 ±0.56* 27.31 ±2.65* 16.06 ±0.65*  FBTSeg

Logistic Reg. 20.98 ±0.44 18.29 ±0.67* 18.69 ±0.55* 15.40 ±0.51*  FBTSeg

MLP 14.89 ±0.91 14.71 ±0.96 13.60 ±1.33* 15.07 ±0.86  NNTree

Linear Reg. 17.38 ±1.23 15.81 ±0.78* 13.68 ±0.83* 16.73 ±1.25  NNTree

Logistic Reg. 14.90 ±1.00 14.96 ±0.97 14.58 ±0.97 14.96 ±0.82  Simple

MLP 7.06 ±0.60 7.15 ±0.91 6.81 ±0.57 7.45 ±0.71  Simple

Linear Reg. 24.36 ±6.83 9.02 ±0.92* 6.45 ±0.61* 10.61 ±0.75*  NNTree

Logistic Reg. 8.69 ±0.63 8.67 ±0.58 6.76 ±0.66* 8.19 ±0.76  NNTree

Spambase

Chess

German

Magic

Adult

290 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 In the German dataset, only the TradSeg method using 

linear regression significantly improved the results of the base 

classifier. Using MLP, the NNTree segmentation had 

significantly worse results. A possible explanation to such 

results is the small number of examples in this dataset. This 

fact leads to small segments in the model tree, and this 

situation is aggravated by the need of examples for validation. 

It is likely that this is the main reason why the segmentations 

did not improve the results, generating classifiers that are 

weaker than the ones of the original nodes.  

 In the Magic dataset, the segmentations improved the 

results of nearly all combinations. The linear regressions 

obtained the bigger gains; in particular, FBTSeg improved the 

average error from 32.03% to 16.06%. Using MLP, only the 

results of FBTSeg and TradSeg were significantly better than 

that of the base classifier. Using logistic regression, all three 

segmentations (NNTree, FBTSeg and TradSeg) improved the 

results, but only FBTSeg was statistically better than the base 

classifier. It is important to notice that, in this dataset, 

FBTSeg significantly improved the average error using all 

three techniques, when compared to the base classifiers, and 

also when compared to the other segmentations.  

 In the Adult dataset, all three segmentations improved 

the results of the base classifier using linear regression, but 

the FBTSeg results were not significantly better. The NNTree 

method was the only one to significantly improve the results 

using MLP and none of them obtained significant 

improvements using logistic regression. 

 In the Spambase dataset, using MLP, none of 

segmentation methods presented statistically significant 

results. With linear regression, they all significantly improved 

the base classifier, but the NNTree method was also 

noticeably better than the other segmentation methods. Using 

logistic regression, they all had smaller errors but only 

NNTree was significantly better than the base classifier.  

4 Conclusion 

 This paper presented the results of experiments 

comparing three different segmentation methods, using three 

different base classifiers, and five UCI datasets. The 

traditional segmentation based on information gain and 

another two more recent segmentation methods (NNTree and 

FBTSeg) were tested against well-known classifiers such as 

linear regression, logistic regression, and MLP neural 

network.   

 Our results show that segmentation may be a viable 

alternative to improve the performance of classifiers. One of 

its advantages is that it may improve the results of older 

techniques, within the existing expertise of the modeling team. 

Even using linear regression, a classifier that is known to be 

weaker [25], the use of segmentation methods may lead to 

results that are similar and sometimes superior to those 

obtained with newer and more predictive techniques such as 

MLP neural networks [25] [2]. Moreover, segmentations can 

also improve the results using MLP: in three of the five tested 

datasets, at least one of the three segmentation methods 

presented statistically better results. 

 From all the classifiers (simple or combined), the 

FBTSeg method achieved the best performance in the Chess 

and Magic datasets, obtaining 5 (five) of the possible 6 (six) 

best results, when we consider the three techniques available. 

The very best results in these two datasets were obtained with 

the FBTSeg + MLP combination.  

 Even though the NNTree method was not originally 

developed to work with the statistic regressions, it improved 

the results of these base classifiers in 7 (seven) of the possible 

10 (ten) combinations; only in the German dataset it did not 

improve any results; and, perhaps surprisingly, it even 

achieved the best results in the Adult and Spambase datasets 

when combined with linear regression. 

 Although the TradSeg method is older and simple, it 

also improved the results of the base classifiers in many 

configurations. However, in general, both NNTree and 

FBTSeg presented better results. Nevertheless, none of the 

segmentation methods was clearly better than the others in all 

datasets. Thus, our conclusion is that it is worth testing more 

than one segmentation method to choose the one that is more 

suitable to the specific problem in hand.  

 As future work, it is important comparing the 

segmentation methods tested in this paper with other methods 

for combining classifiers such as Bagging [26], Boosting [26], 

and Stacking [4] [5] [26]. It is worth testing other base 

classifiers such as SVM [26] and k-NN [26] as well. Running 

experiments with other datasets is also recommended. 

Another possibility of future work is to experiment different 

split strategies for the segmentation tree, for example, using n-

ary trees and/or different split algorithms. 

5 References 

[1] O. P. Rud, “Data Mining Cookbook: Modeling Data for 

Marketing, Risk and Customer Relationship Management”, 

John Wiley & sons, New York, 2001. 

[2] P. J. L. Adeodato, G. C. Vasconcelos, A. L. Arnaud, R. 

A. F. Santos, R. C. L. V. Cunha, and D. S. M. P. Monteiro, 

“Neural Networks vs. Logistic Regression: a Comparative 

Study on a Large Data Set”, In proceedings of 17th 

International Conference on Pattern Recognition (ICPR'04), 

Volume 3, pp. 355-358, Cambridge, England, UK, 2004. 

[3] P. Cortez, A. Cerdeira, F. Almeida, T. Matos and J. 

Reis, "Modeling Wine Preferences by Data Mining from 

Physicochemical Properties", Decision Support Systems, 

Elsevier, Volume 47, Number 4, pp. 547-553, 2009. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 291



[4] D. H. Wolpert, “Stacked Generalization”, Neural 

Networks, Volume 5, Number 2, pp. 241-259, 1992.  

[5] S. Dzeroski, and B. Zenko, “Is Combining Classifiers 

with Stacking Better than Selecting the Best One?” Machine 

Learning, Volume 54, Number 3, pp. 255–273, 2004. 

[6] G. Brown, J. Wyatt, R. Harris, and X. Yao, “Diversity 

Creation Methods: a Survey and Categorization”, Journal of 

Information Fusion, Volume 6, Number 1, pp. 5-20, 2005. 

[7] T. Gestel, B. Baesens, P. Dijcke, J. Suykens, et al., 

“Linear and Non-linear Credit Scoring by Combining Logistic 

Regression and Support Vector Machines”, Journal of Credit 

Risk, Volume 1, Number 4, 2006. 

[8] M. M. Islam, X. Yao, S. M. S. Nirjon, M. A. Islam, and 

K. Murase, “Bagging and Boosting Negatively Correlated 

Neural Networks”, IEEE Transaction on System, Man, and 

Cybernetics, Part B, Volume 38, Number 3, pp.771-84, 2008.  

[9] S. L. Wang, K. Shafi, C. Lokan, and H. A. Abbass, 

“Robustness of Neural Ensembles Against Targeted and 

Random Adversarial Learning”. In proceedings of IEEE 

International Conference on Fuzzy Systems (FUZZ-IEEE), 

pp. 1-8, 2010. 

[10] K. W. D. Bock and D. V. D. Poel, “An Empirical 

Evaluation of Rotation-based Ensemble Classifiers for 

Customer Churn Prediction”, Expert Systems with 

Applications, Volume 38, Number 10, pp 12293-12301, 

2011. 

[11] O. Maimon, and L. Rokach, “Decomposition 

Methodology for Knowledge Discovery and Data Mining: 

Theory and Applications”, Series in Machine Perception and 

Artificial Intelligence, Volume 61, World Scientific pub., 

2005. 

[12] L. C. Thomas, D. Edelman, and J. Crook, “Credit 

Scoring and its Applications”, Society for Industrial and 

Applied Mathematics, Philadelphia, USA, 2002. 

[13] C. Blake, and C. Merz, “UCI Repository of Machine 

Learning Databases”, School of Information and Computer 

Sciences, University of California, Irvine, USA, 2012. 

http://archive.ics.uci.edu/ml/ (Access 07/05/2012). 

[14] R. A. Johnson, and D. W. Wichern, “Applied 

Multivariate Statistical Analysis”, Prentice Hall, Upper 

Saddle River, New Jersey-NJ, USA, sixth edition, 2007. 

 

 

[15] A. J. Macleod, "A Generalization of Newton-Raphson". 

International Journal of Mathematical Education in Science 

and Technology, Volume 15, Number 1, pp. 117-120, 1984. 

[16] J. Neter, M. H. Kutner, C. J. Nachtsheim, and W. 

Wasserman, “Applied Linear Statistical Models”, McGraw-

Hill, fourth edition, 1996. 

[17] S. Haykin, "Neural Networks and Learning Machines", 

third edition, Prentice Hall, New Jersey-NJ, USA, 2009. 

[18] H. Chipman, E. I. George, and R. E. McCulloch, 

“Bayesian Treed Models”, Machine Learning, Volume 48, 

Numbers 1-3, pp. 299-320, 2002. 

[19] P. Maji, "Efficient Design of Neural Network Tree using 

a New Splitting Criterion". Neurocomputing, Volume 71, 

Numbers 4-6, pp. 787-800, 2008. 

[20] R. A. F. Santos, “Um Método para Segmentação de 

Preditores”, Doctorate Thesis, Centro de Informática, 

Universidade Federal de Pernambuco, 2010. In Portuguese. 

http://www.cin.ufpe.br/~roberto/AlunosPG/Teses/2010-PhD-

Roberto.zip. 

[21] W. J. Conover, “Practical Nonparametric Statistics”, 

third edition. John Wiley & sons, 1999. 

[22] T. Fawcett, “An Introduction to ROC Analysis”, Pattern 

Recognition Letters, Vol. 27, Number 8, pp. 861-874, 2006.  

[23] B. Zenko, L. Todorovski, and S. Dzeroski, “A 

Comparison of Stacking with MDTs to Bagging, Boosting, 

and Other Stacking Methods”. In proceedings of European 

Conference on Machine Learning and Principles and Practice 

of Knowledge Discovery in Databases (ECML/PKDD 2001), 

Workshop: Integrating Aspects of Data Mining, pp. 163-175, 

Freiburg, Germany, 2001. 

[24] SAS Institute Inc., “Finding the Solution to Data 

Mining: a Map of the Features and Components of SAS ® 

Enterprise Miner“. SAS Institute White Paper, Cary, North 

Carolina, 2000. 

[25] M. Y. Kiang, “A Comparative Assessment of 

Classification Methods”, Decision Support Systems, Vol. 35, 

Number 4, pp. 441-454, 2003. 

[26] I. H. Witten, and E. Frank, “Data Mining: Practical 

Machine Learning Tools and Techniques with Java 

Implementations”, Morgan Kaufmann, San Francisco, 2005. 

 

 

292 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Towards Making SELinux Smart
Leveraging SELinux to Protect End Nodes in a Federated Environment

L. Markowsky
School of Computing and Information Science, University of Maine, Orono, ME USA

Abstract  – This  paper  describes  an  intelligent,  active,  
real-time,  risk adaptable access  control  (RAdAC) system  
designed  to  extend  the  benefits  of  the  National  Security  
Agency's  Security-Enhanced  Linux  (NSA's  SELinux)  by  
using SELinux not only as a secure base,  but  also as  a  
source  of  input  features  to  a  Support  Vector  Machine  
(SVM)  that  will  classify  events/attacks  in  several  
categories.  By enhancing SELinux with intelligence,  it  is  
hoped that the design will lead to real-time, non-signature  
based defensive  systems capable of  detecting and taking  
action  against  hostile  users  in  the  earliest  stages  of  an  
attack. 

Keywords: support vector machine, machine learning, risk 
adaptable access control, RAdAC, SELinux

1 Introduction
The  transformative  vision  of  the  Department  of 

Defense's  decentralized  Global  Information  Grid  (DoD's 
GIG) and the nation's dependence on Supervisory Control 
and  Data  Acquisition  (SCADA)  systems  present 
challenging security issues. Effective security in these and 
many other federated environments is best implemented in 
layers,  employing  intelligent  security  mechanisms  both 
centrally and on the end nodes.

The  proliferation  of  cyberattacks  will  eventually 
overwhelm signature  and  rule-based  approaches  [1],  and 
many critical  applications and files must be permitted to 
continue  to  run  or  exist  even  when  under  attack. Many 
current  solutions,  however,  rely  on  signature-based 
detection,  kernel  modifications,  prevention  of  selected 
system functions while critical applications are running, the 
deletion or encryption of sensitive material while selected 
system  functions  are  permitted,  or  computationally 
expensive data mining for anomalies [2][3]. Each of these 
approaches  fails  to  meet  at  least  one  of  the  following 
desirable goals:  detection of zero-day attacks,  continuous 
operation of critical systems while under attack, widespread 
applicability of the technique, and real-time protection.

New  approaches  using  machine  learning  and  a 
focused set of input features  [4] promise to revolutionize 
defensive systems. Support  Vector  Machines (SVMs) are 

among the best (and many believe are indeed the best) ‘off-
the-shelf’ supervised learning algorithms [5].

This  paper  describes  a prototype  of  an  intelligent, 
active,  real-time,  risk  adaptable  access  control  (RAdAC) 
system designed to extend the benefits of SELinux by using 
SELinux not only as a secure base, but also as a source of 
input features to an SVM that will classify events/attacks in 
several categories. The system is designed to be integrated 
into an end node in any environment, including end nodes 
in federated environments such as DoD's GIG and SCADA 
systems.  By  enhancing  SELinux  with  intelligence,  it  is 
hoped that the design will lead to real-time, non-signature 
based  defensive  systems capable  of  detecting  and  taking 
action  against  hostile  users  in  the  earliest  stages  of  an 
attack.

Specifically, the prototype of the defensive system is 
designed to be:

• Integrable  into  Nearly  Any  Computerized  Device   – 
The defensive system is designed to be integrated into 
nearly any Linux-based end node (any Linux system 
running  a  2.6  kernel  and  using  a  filesystem  with 
extended  attributes),  including  hand-held  devices, 
servers, workstations, notebooks, and dedicated single 
purpose devices;

• Zero-Impact  on  Protected  Applications  and  Files   – 
The  defensive  system  requires  no  modifications 
whatsoever to the software and files to be protected;

• Configurable  for  Critical  Systems   –  The  defensive 
systems can be tailored to create a focused defensive 
system for critical files and applications and for known 
personnel;

• Risk Adaptable   – The defensive system is an RAdAC 
system  in  which  an  administratively-controlled 
“Current Operational Need” and the attacks and events 
detected  by  the  system itself  together  designate  the 
current risk level;

• Modular   – The defensive system is modular in order to 
facilitate future extensions;
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• Real-Time   –  By  leveraging  SELinux,  the  defensive 
system is designed to be lightweight enough to run in 
real time; and

• Compatible  with  National  Security  Goals   –  The 
defensive system is designed to parallel the National 
Security  Agency  (NSA)  Information  Assurance 
Directorate’s  vision  for  securing  content  in  DoD’s 
GIG.

2 Prototype  –  A  smart,  active, 
SELinux-based  RAdAC  defensive 
system

2.1 Modular defensive system design
The  modular  defensive  system  (Figure  1)  features 

machine learning to overcome the limitations of signature 
and rule-based defenses and input from SELinux to enable 
the system to run in real time.

Module  1 uses  SELinux  denials  generated  by local 
and  remote  system  requests  to  produce  feature  vectors 
suitable  as  input  to  an  SVM. Module  2  then  uses  a 
previously trained SVM to classify attacks/events in several 
discrete  categories  in  real  time.  Module  3,  a  graded 
response  system,  provides  feedback  to  Module  2  and 
selects  a  response appropriate  for  the detected event,  the 
history of events on that system, and the current operational 
need.

Testing and analysis  will  include study of the input 
feature set selection, the graded response system, and the 
tradeoffs  between  error  rates  and  performance  (false 
negative/positive  rates  vs.  throughput  and  load  on  the 
system).

2.2 Extending Module 1
Module  1  may  be  extended  to  protect  critical 

applications and files, to detect keyloggers,  and to detect 

attackers with physical access (Figure 2). To protect critical 
applications and files,  application-specific and file-specific 
raw input would be used in addition to SELinux denials in 
order  to generate input feature vectors for the SVM. For 
example, to configure the input feature extractor to protect 
a web server,  messages from Apache2, ModSecurity,  and 
messages specific to the protected web pages would be used 
as raw input to the feature parser. Keystroke dynamics [6]
[7] may be used to implement detection of keyloggers and 
attackers with physical access. While these extensions may 
enhance security, the input feature extractor will be tied to 
particular applications, files, and users, making this design 
suitable only for critical systems.

2.3 Design goals
The design of the defensive system (Figure 1) adheres 

to DoD’s Three Tenets of Cyber Security. First, SELinux’s 
mandatory access control mechanism (MAC) limits “access 
points to only those necessary to accomplish the mission 
[thereby  making]  critical  access  points  and  associated 
security  less  accessible  to  [the]  adversary.” Second, 
dynamically  relabeling  the  SELinux  context  of  a  critical 
application  “moves  it  out  of  band”  when  under  attack. 
Third,  the  graded  response  system  “denies  [the]  threat 
capability  [by imposing]  appropriate  penalties  when [an] 
attack is detected” [8].

Also,  the  design  of  the  defensive  system  supports 
users of end nodes in federated systems by protecting “edge 
users  who  must  operate  across  multiple  domains  and 
communications paths, on less hardened networks, to reach 
other tactical mission players, and to access protected core 
information  systems  and  data  warehouses”  [9].  The 
defensive  system  achieves  this  goal  by  using  a  graded 
response module that neither suspends critical applications 
nor deletes critical and files – except in the most extreme 
circumstances – enabling end node systems to prevent “an 
attack  from  becoming  successful  while  allowing  the 
executing software and associated data being protected to 
remain operational and trustworthy” [10][11].

Figure 1.  An Intelligent, SELinux-Based, RAdAC Defensive System
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Figure 2.  An Application-Specific, Personnel-Specific,
Intelligent, SELinux-Based, RAdAC Defensive System

Figure 3.  NSA's Vision for Access Control in DoD's GIG [12]

Finally, the design of the extended defensive system 
(Figure  2)  parallels  the  NSA  Information  Assurance 
Directorate’s  vision  for  securing  content  in  DoD’s  GIG 
(Figure 3). Modules 2 and 3 are analogous to the Security 
Risk  Measurement  Function  and  the  Access  Decision 
Function of  Figure  3,  respectively;  Keystroke  Dynamics, 
SELinux, and the Target Application messages in Module 1 
are all analogous to the Characteristics of People (or other 
entities)  [13].  The  modular  design  facilitates  future 
extensions  that  might  incorporate  Situational  Factors  or 
automate the current Operational Need.

3 User interface
The user interface is database-driven website designed 

to  be friendly but  restricted  to  authorized  administrators. 
The  main  menu  consists  of:  System,  SVM,  Packet 
Captures, Datasets, Analysis, Documentation, and Database 
Administration. 

3.1 System submenu
The System submenu provides forms that enable the 

administrator  to  start  or  stop  selected  modules  of  the 

defensive system (Figures 4 and 5). To facilitate testing and 
analysis, the system permits Module 1 alone, Modules 1 and 
2, or the entire defensive system to be run.

The System submenu consists of:

• Reset the SELinuxSVM Defensive System

• Start the SELinuxSVM Defensive System

• Stop the SELinuxSVM Defensive System

Figure 4.  Starting the  SELinuxSVM Defensive System
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Figure 5.  Stopping the  SELinuxSVM Defensive System

3.2 SVM submenu
The  SVM submenu  provides  forms  that  enable  the 

administrator  to  select  optimal  SVM training  parameters 
and dataset features as well as forms to train and test the 
SVM (Figure 6).

The SVM submenu consists of:

• Select Dataset Features Used to Train the SVM

• Select  Parameters  (Grid  Search  for  Optimal  C  and 
gamma)

• Train the SVM

• Classify Data Points

Figure 6.  Training the Support Vector Machine

3.3 Packet captures submenu
The  Packet  Captures  submenu  provides  forms  to 

enable the administrator to view, replay,  and filter packet 
capture  files  (Figure  7).  These  forms  feature  packet 
captures  collected  during  the  2009  and  2010  Northeast 
Collegiate Cyber Defense Competitions (NECCDC), which 
are discussed in Section 7.

The Packet Captures submenu consists of:

• Filter an NECCDC 2009 Packet Capture File

• Filter an NECCDC 2010 Packet Capture File

• Filter a PREDICT Packet Capture File

• Replay a Packet Capture File

• View a Packet Capture File

Figure 7.  Filtering an Existing Packet Capture File

3.4 Datasets submenu
The Datasets submenu provides forms to enable the 

administrator to generate a dataset  from a packet capture 
file, scale a dataset (Figure 8), and relabel and edit datasets. 
Generating datasets from packet capture files is discussed 
in Section 7.

The Datasets submenu consists of:

• Generate a Dataset from a Pcap File

• Scale a Dataset

• Relabel a Dataset

• Edit a Dataset

Figure 8.  Scaling a Dataset

3.5 Analysis submenu
The  Analysis  submenu  provides  three  performance 

metrics, which are discussed in Section 7, and two methods 
for  the  user  to  view  results.  “View  Results”  and  “Plot 
Results”, respectively, are tools to visualize and plot two-
dimensional  slices  of  the SVM together  with training or 
testing  datasets,  regardless  of  the  number  of  the  input 
features.
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Figure 9.  Module 1: Input Feature Extraction

The Analysis submenu consists of:

• Performance  Metric  1:  V-Fold  Cross  Validation 
Accuracy

• Performance Metric 2: SVM Training Time

• Performance Metric 3: SVM Prediction Time

• View Results (in Two Dimensions)

• Plot Results (in Two Dimensions)

4 Module 1 – Input feature extraction
Module 1, the Input Feature Extractor, automatically 

generates input feature vectors suitable for an SVM from 
local  and  remote  requests  (Figure  9).  Audispd  (an  audit 
event  multiplexer)  and  rsysogd  (an  extended  message 
logging utility) are configured to enter copies of SELinux 
denials  in  a  temporary  MySQL  database  table  called 
selinux_audit_log (Figure 10). When an entry is made in 
selinux_audit_log,  a  stored  MySQL  trigger  parses  the 
message  to  create  a  more  useful  table  entry  in 
selinux_denials  (Figure  11).  Offloading  the  parsing  from 
the system logging mechanism to MySQL is designed to 
avoid a bottleneck,  since parsing using rsyslogd involves 
time-intensive regular expression pattern matching, which 
is  likely  to  be  slower  than  MySQL  stored  programs. 
Similarly,  aggregated data is collected by MySQL stored 
programs and entered in the selinux_aggregated table.

5 Module  2  –  SVM  attack/event 
classifier

The  SVM  attack/event  classifier  uses  input  from 
Module 1 and feedback from Module 3 in order to classify 
events in several discrete categories:

• Origin   – an authenticated user on a tty, a user on the 
LAN, or a remote request;

• Number  of  Sources   –  single  source  vs.  distributed 
attack;

• Target   –  the  defensive  system  itself,  SELinux,  the 
operating  system,  the  protected  critical  process,  the 
protected executable, or protected files associated with 
the critical system;

Figure 10.  The SELinux Audit Log Database Table

Figure 11.  The SELinux Denial Database Table
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• Time Span   – single burst, an hourly or daily recurring 
event; and

• Type/Severity   – single  read attempt,  a  copy attempt 
over  the  Internet,  a  malicious  write  attempt,  an 
unauthorized  SELinux  relabeling  attempt,  or  an 
unauthorized  attempt  to  transition  into  the  SELinux 
sysadm_r role.

The  SVM  and  kernel  types  are  determined  during 
training.  Default  values  are  C-SVC  (classifier)  and  the 
radial basis function (RBF) or Gaussian kernel: exp(–γ * 
║u  –  v║2).  All  SVM-related  functions  are  implemented 
using libsvm [14].

6 Module  3  –  Graded  attack/event 
response system

The  graded  attack/event  response  system  selects  a 
defensive  action  appropriate  for  the  classification  of  the 
attack/event  as  determined  by the  SVM, the  current  and 
previous  states  of  the  graded  response  system,  and  the 
current  operational  need.  The  response  system  selects 
actions appropriate for the severity of the event:

• Minor  Events  :  In  response  to  minor  events,  actions 
taken include alerting the administrator, filtering and 
saving logs, and taking a snapshot of the process tree.

• More  Severe  Events  :  In  response  to  more  severe 
events,  actions  taken  include  killing  the  offending 
process and processes directly related to the offending 
process,  adding  IPTables  firewall  rules,  moving 
attacked files to a secure location, and relabeling the 
SELinux  security  context  and  Linux's  discretionary 
access  control  (DAC)  of  the  applications  and  files 
under attack.

• Extreme Events  : Only in extreme circumstances (such 
as evidence of an attacker with physical access to the 
machine  attempting  to  transition  into  the  sysadm_r 
role) will critical files be deleted or critical processes 
terminated.

Two active responses of Module 3 specifically related 
to SELinux are:

• Reconfiguring Linux’s DAC to dynamically manage 
the  flow  of  input  to  the  defensive  system,  thereby 
controlling the system’s throughput and load; and

• Relabeling the SELinux security context of the files 
and processes under attack.

Relaxing  the  DAC  causes  SELinux’s  MAC 
mechanism to be consulted more frequently, increasing the 
load on the operating system but also catching attempted 

attacks at an earlier stage. If the load on the system is too 
great, then the DAC labels are strengthened, allowing the 
defensive system to continue to operate in real time. If, on 
the  other  hand,  a  process  or  file  is  so  critical  that  any 
unauthorized attempt to read/write/execute that file would 
indicate  an  attack,  then  the  DAC  is  set  to  the  most 
permissive label (777) so that  SELinux will be consulted 
on every read/write/execute request  of that  file,  detecting 
the attacker at an earlier stage.

Relabeling  the  SELinux  security  context  of  critical 
files  and  processes  under  attack  creates  a  dynamically 
changing protection boundary on the end node. In effect, 
critical files and processes are moved out of band in order 
to frustrate the attacker while simultaneously keeping the 
files and processes trustworthy and operational.

The defensive system aggressively protects itself by 
including the operating system, SELinux, and the system 
itself  in  the  classes  of  targets  of  detected  attacks.  Any 
attempt to undermine the defensive system is be considered 
to be an “extreme” event.

7 Testing and analysis

7.1 Packet capture files
The packet capture files provide raw input that can be 

filtered  and  replayed  to  generate  training  and  testing 
datasets. Packet capture files collected during the 2009 and 
2010 NECCDC are  currently available  via  the defensive 
system  user  interface.  These  defensive  cybersecurity 
competitions pitted “blue” teams, each of which protected a 
group  of  servers  and  workstations  from  a  “red”  team 
charged  with  attacking  them.  The  “blue”  teams  were 
prohibited from engaging in offense. A “black” team and 
scoring engine generated friendly traffic and monitored the 
services required of the blue teams' servers.

Since  the  IP  addresses  of  the  “blue”,  “red”,  and 
“black” teams are known, it is possible to filter friendly and 
hostile traffic using wireshark or tshark filters. In addition, 
the  target  IP  addresses  of  the  filtered  packets  can  be 
rewritten to redirect the packets to a test host running the 
defensive  system  prototype.  The  filtered  packet  capture 
files can then be replayed to produce training and testing 
datasets.

7.2 Training and testing datasets
Training and testing datasets are used to train and test 

the  SVM  and  graded  response  system.  Dataset  features 
should be scaled to prevent one feature from dominating 
and  skewing the  resulting SVM. The user  interface  also 
permits  the  administrator  to  relabel  a  dataset  to  indicate 
friendly traffic or hostile traffic in several classifications.
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7.3 Time and performance metrics
Three performance metrics measure the accuracy and 

time performance of the defensive system.

The  V-Fold  Cross  Validation  Accuracy  metric 
prevents  overfitting,  that  is,  prevents  producing an SVM 
that  is  too  specific  for  a  particular  dataset.  Since  the 
purpose  of  an  SVM  is  to  predict  the  classification  of 
unknown data points, an overfitted SVM is undesirable. V-
fold cross validation is a relatively simple concept:

In v-fold cross-validation, we first divide the training 
set into v subsets of equal size. Sequentially one subset 
is tested using the classifier trained on the remaining 
(v  –  1)  subsets.  Thus  each  instance  of  the  whole 
training set  is  predicted once so the cross-validation 
accuracy is the percentage of data which are correctly 
classified [15].

The  SVM  Training  Time  measures  the  time  to 
calculate the SVM from a dataset, and the SVM Prediction 
Time measures the time to make a single prediction using 
an existing SVM. These metrics are included to measure 
the defensive system's ability to run in real time, since one 
of the goals of the project is to attempt to design a non-
signature based defensive system that can run in real time 
by  leveraging existing  security  mechanisms  and  by 
dynamically adjusting the load.

8 Future work
The prototype  is currently being developed.  First,  a 

complete  implementation  of  Module  1  and  preliminary 
implementations of Modules 2 and 3 will be completed and 
the NECCDC 2009 and 2010 packet captures will be used 
to generate testing datasets. Following a complete analysis 
of Module 1 using the preliminary prototype,  Modules 2 
and  3  will  be  fully  implemented,  the  PREDICT  packet 
captures will be added to the files used to generate testing 
datasets, and the entire defensive system will be tested and 
analyzed.

9 Acknowledgments
The  author  thanks  Dr.  James  Fastook,  Dr.  Phil 

Dickens, Dr. Bruce Segee, and Dr. George Markowsky of 
the  University  of  Maine  and  Dr.  Danny  Kopec  of  the 
CUNY (City University of New York) Graduate Center and 
Brooklyn College for their invaluable advice and support.

10 References
[1] Y. Song, M. Locasto, A. Stavrou, A. Keromytis, and S. 
Stolfo,  “On  the  infeasibility  of  modeling  polymorphic 

shellcode.”  Presented  at  the  14th ACM  Conference  on 
Computer  and  Communications  Security  (CCS  2007), 
October 2007.

[2] P.  Kabiri  and  A.  Ghorbani,  “Research  on  intrusion 
detection and response: A survey.” International Journal of 
Network  Security,  Vol.  1,  No. 2,  pp. 84-102,  September 
2005.

[3] F. H. Smith, “Defense against root.” Presented at the 
2007 International Conference on Security & Management, 
June 2007.

[4] B. Thuraisingham, L. Khan, M. Kantarcioglu, and K. 
Hamlen,  “Assured  information  sharing  for  security  and 
intelligence  applications.”  Presented  at  the  2009  Cyber 
Security and Information Intelligence Research Workshop 
(CSIIRW’09), April 2009,  pp.14-19.

[5] A. Ng, “Support vector machines.” Autumn 2008, p.1.
(http://www.stanford.edu/class/cs229/notes/cs229-
notes3.pdf)

[6] F.  Bergadano,  D.  Gunetti,  and  C.  Picardi,  “User 
authentication  through  keystroke  dynamics.”  ACM 
Transactions on Information and System Security, Vol. 5, 
No. 4, pp. 367-397, November 2002.

[7] E. Lau, X. Liu, C. Xiao, and X. Yu, “Enhanced user 
authentication  through  keystroke  biometrics.”  Computer 
and  Network  Security  Final  Project  Report,  MIT, 
December 9, 2004.

[8] Software Protection Initiative (SPI). “The three tenets 
of cyber security.” (http://spi.dod.mil/tenets.htm)

[9] Office of the Secretary of the Defense (OSD). Small 
Business Innovation Research (SBIR) FY2009.2 Program 
Description, April 20, 2009,  p.5.

[10]  D.  Alberts  and  R.  Hayes,  Power  to  the  Edge: 
Command...Control...in the Information Age, 3rd Printing, 
April 2005.

[11]  Office  of  the Secretary of  the Defense  (OSD).  Op. 
Cit.,  p.29.

[12]  R. McGraw, “Securing content in the Department of 
Defense’s  Global  Information  Grid.” Presented  at  the 
Secure  Knowledge  Management  Workshop,  State 
University of New York, Buffalo, September 2004.

[13]  Ibid.

[14]  C. Chang and C. Lin, “LIBSVM: A library for support 
vector machines,” 2001. (http://www.csie.ntu.edu.tw/~cjlin 
/libsvm)

[15]  C. Hsu, C. Chang, and C. Lin, “A practical guide to 
support  vector  classification,”  May  19,  2009,   p.  5. 
(http://www.csie.ntu.edu.tw/~cjlin)

Int'l Conf. Artificial Intelligence |  ICAI'12  | 299



Integration of Negative Emotion Detection into a  
VoIP Call Center System 

 
Tsang-Long Pao, Chia-Feng Chang, and Ren-Chi Tsao 

Department of Computer Science and Engineering 
Tatung University, Taipei, Taiwan 

 

Abstract - The speech signal itself contains not only the 
semantics of the spoken words but also the emotion state of 
the speaker. By analyzing the voice signal to recognize the 
emotion hidden in the speech signal, it is possible to identify 
the emotion state of the speaker. With the integration of a 
speech emotion recognition system into a VoIP call center 
system, we can continuously monitor the emotion state of 
the service representatives and the customers. In this paper, 
we proposed a framework that integrates the speech 
emotion recognition system into a VoIP call center system 
Using this setup, we can detect in real time the speech 
emotion from the conversation between service 
representatives and customers. It can display the emotion 
states of the conversation in a monitoring console and, in 
the event of a negative emotion being detected, issue alert 
signal to the service manager who can then promptly react 
to the situation. 

Keywords: Speech Emotion Recognition, Call Center, 
Negative Emotion Detection, WD-KNN Classifier 

 

1 Introduction 
 The voice signal in the conversation represents the 
semantics of the spoken words and also the emotion state of 
the speaker. If a dispute happened between the service 
representative and the customer, there is no way to notify 
the service manager to take action immediately in current 
call center system. Since the customer service is playing an 
important role for an enterprise, the customer satisfaction is 
very important. So, the management of customer service 
department to improve the customer satisfaction is an 
important issue for the enterprise. 

 Traditional customer service lacks of the ability in 
issuing alerts for conversation with negative emotion in real-
time. For example, when the customer disagrees with the 
service representative, a dispute may arise. The traditional 
call center handles a large amount of calls every day and 
will usually make recording of all the calls for later analysis 
to see whether there is any improper conversation or not. 
However, these setups cannot handle the dispute situation in 
a timely manner. 

 A considerable number of studies have been made on 
speech emotion recognition over the past decades [1-16]. By 
integrating the speech emotion recognition system into the 
VoIP call center system, we can continuously monitor the 
emotional state of the service representatives and the 
customers. In this paper, we propose the mechanism to 
integrate the negative emotion detection engine into the 
VoIP call center system. A parallel processing architecture 
is implemented to meet the performance requirements for 
the system. We also record the emotion states for all of the 
calls into the database. Alerts will be issued to the service 
manager whenever a negative emotion such as anger is 
being detected. The service manager has a chance to 
intervene into the two quarreling parties to pacify the 
customer and resolve the problem immediately. With this 
mechanism, it can enhance the level of customer satisfaction. 

 The organization of this paper is as follows. In Section 
2, the background and the related researches of speech 
emotion recognition and voice over Internet Protocol (VoIP) 
are reviewed. In Section 3, the system architecture of a 
multi-line negative emotion detection in VoIP Call Center is 
described. In Section 4, the experimental setup is presented 
and the results are discussed. Conclusions are presented in 
Section 5.  

2 Backgrounds 

2.1 Speech Emotion Recognition 

 In the past, quite a lot of researchers studied the human 
emotion and try to define what an emotion is. But it is hard 
to define emotional category because of there is no a single 
universally agreed definition. The emotion category defined 
by Ortony and Turner is a commonly accepted definition 
[10]. In recent years, the study of psychological tends to 
divide emotion category into basic emotion and complex 
emotion. The complex emotion is a derived version from the 
basic emotion in their definition. 

 In addition to the semantics of spoken word, the speech 
signal also carries information of the emotion state of the 
speaker. That is, inside the speech signal, there are features 
that are related to the emotion state at the time of making 
that speech. By analyzing these features, it is possible to 
classify the emotion categories with a suitable classifier. 
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Features related to speaking rate, signal amplitude, 
frequency, jitter, and formant are being studied in the speech 
emotion recognition researches. [1-4]. 

 In previous studies of emotion recognition, there are 
several aspects that are being addressed. Some of the studies 
tried to find the most relevant acoustic features to the 
emotion inside the speech signal [13-16]. Searching for the 
most suitable machine learning algorithms for the classifier 
is also a topic that attracted quite a lot of attention [7][9-12]. 
In most of the previous studies, short speech corpora are 
used in the experiments. However, in this research, we need 
to deal with the continuous speech, which is long in nature. 
Therefore, we need to find a way to properly segment the 
speech signal and categorize the emotion such that burst 
misclassification will not affect the accuracy of the 
judgment. 

 The corpus is a set of a large collection of utterance 
segments. A corpus plays an important role in the emotion 
recognition research. In this paper, the D80 corpus built in 
the previous studies is used. We use the D80 to train our 
emotion recognition engine. The speech corpus was 
collected from 18 males and 16 females who were given 20 
scripts and were asked to speak out in five emotions 
including anger, boredom, happiness, neutral and sadness 
for each of them. A subjective test is performed and those 
utterances with over 80% agreement were kept. After this 
process, there are 570 utterances left. The number of 
utterances in each emotion categories in the D80 corpus is 
151 for anger, 83 for boredom, 96 for happiness, 116 for 
neutral, and 124 for sadness.  

 A considerable number of previous studies have been 
made on feature selection in order to improve the accuracy 
of the emotion recognition. The core of the feature selection 
is to reduce the dimension of the feature set to a smallest 
feature combination that yields the highest recognition 
accuracy. The speech features commonly used in previous 
emotion recognition researches include Formants (F1, F2 
and F3), Shimmer, Jitter, Linear Predictive Coefficients 
(LPC), Linear Prediction Cepstral Coefficients (LPCC), 
Mel-Frequency Cepstral Coefficients (MFCC), first 
derivative of MFCC (dMFCC), second derivative of MFCC 
(ddMFCC), Log Frequency Power Coefficients (LFPC), 
Perceptual Linear Prediction (PLP), and Zero-Crossing Rat 
(ZCR). According to previous studies, the MFCC is the 
commonly used feature for the emotion recognition [13]. 
Therefore, we choose the MFCC feature as the acoustic 
feature as input to the classifier input in this research. 

 In the machine learning, the purpose of a classifier is to 
classify objects with similar characteristics into the same 
class. The classification can be divided into two types, 
supervised (e.g. KNN) and unsupervised (e.g. k-means). In 
this research, we used the Weighted D-KNN (WD-KNN) 

classifier, which is a variant of KNN and is proposed in [11]. 
The KNN is a classification algorithm that assigns the test 
sample to a class based on the distance between test sample 
and k-nearest training samples. The WD-KNN extends the 
KNN by comparing the weighted distance sum to maximize 
the classification accuracy. The weight calculation is to 
assign a higher weight to neighbors that provide more 
reliable information. 

 For an M-class classification using KNN, let the k 
neighbours nearest to unknown test sample y be )(yNk , and 

c(z) be the class label for training sample z. The subset of 
the nearest neighbours in class { }Mj ,,1L∈ is 

   })();({)( jck
j
k =∈= zyNzyN  (1) 

If we denote the cardinality (the number of elements) of the 

set )(yN j
k  as |)(| yN j

k . Then the classification of y 

belonging to class j* is the majority class vote, that is: 

   |})({|maxarg* yN j
k

j
j =  (2) 

 For WD-KNN classification, we need to select k 

nearest neighbors from each class. Let j
id denotes the 

Euclidean distance between the ith nearest neighbor in class j 
to unknown sample y. The distance measure is in ascending 

order, that is  j
i

j
i dd 1+≤ . The weighted distance sum for 

sample y to all the k nearest neighbors in class j will be 

    ∑
=

=
k

i

j
ii

j dwD
1

 (3) 

where 1+≥ ii ww  for all i. As discussed in [11], the best 

recognition rate could be obtained by using a weighting in 
the reverse ordered Fibonacci sequence, which is: 

   1, 121 ==+= −++ kkiii wwwww  (4) 

The classification of y belonging to class j* is the class with 
the shortest weighted distance 

   }{minarg* j

j
Dj =  (5) 

 As a conclusion, the speech emotion recognition is a 
system that takes the voice signal as input and then 
recognizes the emotion of the speaker at the instance of 
making that speech. From the extracted features, the most 
likely emotion was judged by using a classification 
algorithm. The block diagram of a speech emotion 
recognition system is shown in Figure 1. In this system, the 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 301



selected features were extracted and sent to the classifier to 
determine the most probable emotion of that segment. 

 

 

 

 

 

 

 

 

Figure 1. Block diagram of emotion recognition system 

2.2 VoIP Telephony and Packet Capture 
Techniques 

 VoIP or known as IP phone is a technology that uses 
internet to accomplish telephone communication. The IP 
phone was used internally in the enterprise in the past. 
However, owning to the rapid grown of internet, the IP 
phone is now widely adopted and is gradually replacing the 
traditional telephone communication system. Currently, the 
commonly used VoIP communication protocol is the 
Session Initiation Protocol (SIP). The SIP is a protocol 
developed by IETF MMUSIC which is used in the 
establishment, modification and termination of an 
interactive call session. Possible applications include voice 
and video communication, instant messaging, online game, 
virtual reality and other multimedia applications. The 
purposes of SIP are to define the format and the control of 
the packets transmitted over the internet. 

 The SIP is a point to point protocol. Using a distributed 
architecture, the SIP transmits the text-based information 
and names the address by URL. The SIP use similar syntax 
as some protocols used in the internet such as HTTP and 
SMTP which consist of headers and message body. 

 There are two types of SIP operations for the client 
connection, one is to connect the two clients in a point to 
point manner, and the other is to connect the party though a 
proxy server. In this research, we adopt proxy server 
configuration to simplify the packet capture process. The IP 
PBX (IP Private Branch exchange) works as the proxy 
server and plays the role of packet relaying. We capture the 
packets in and out from the IP PBX by port mirroring from 
the switch the server connected to. 

 The packet capture tool used in this study is WinPcap. 
WinPcap is a tool for link-layer network access in Windows 
environments. It includes kernel-level packet filter, a 
dynamic link library (packet.dll) and a high-level and 
system-independent library. It can be used in win32 
platform to capture network packets. WinPcap consists of a 
driver that facilitates the operating system to access the low-
level networks. WinPcap also provides a library that can be 
used easily to access the low-level network layers by the 
application programs. In addition, the kernel of WinPcap 
also provides packet filtering. Through the filter setting, the 
driver will directly discard unwanted packet in driver layer. 
The performance of the packet filter is good. Hence it is 
now widely used in a lot of software such as WireShark. 

3 System Architecture 
 In this paper, we proposed a framework that integrates 
the speech emotion recognition system into a VoIP call 
center system. The components of the system are shown in 
Figure 2. The customer and the service representative 
communicate with each other through the VoIP phones. We 
defined session as the conversation between the pair of the 
customer and the service representative. We use a layer 2 
switch to mirror packets going in and out from the IP PBX 
into our packet capture agent. Then, we identify the session 
and assign the session with a Session ID (SID) if it is new. 
After the session is established, we extract the voice signal 
from the RTP packets captured and regroup it into proper 
segments. The speech emotion recognition system will be 
activated to classify the emotion of each segment. Finally, 
the recognition result will be stored into a database. The 
system will issue an alert whenever a negative emotion, 
mainly anger, is detected. 

 

Figure 2. Components of the proposed system 

 The operation steps of system are shown in Figure 3. 
First, the system will capture the packets and filter out the 
SIP and RTP packets. The Speech Emotion Recognition 
System (SERS) will assign a Session ID (SID) according to 
the phone number of the service representative and 
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customers. Then, the speech segment will be sent to the 
emotion recognition engine to classify the emotion state. 
Finally, the classification results will be stored into database. 
The service manager acquires the all the results using a web 
page interface. The system will issue alert to service 
manager when the negative emotion is detected. 

 

 

 

 

 

 

Figure 3. Operations of the speech emotion recognition 

3.1 Packet Capture and Session Identification 

 The packet is the smallest unit in network 
communication. Packets are transmitted across the internet 
through a series of switches and routers. A packet consists 
of a header and a payload. The header has the control 
information for the transmission of packets. The control 
information includes source and destination IP addresses, 
source and destination ports, etc. In our experiment 
environment, all of the VoIP packet will pass through the 
SIP proxy server. In this framework, we can use a 
mechanism called port mirror in the layer 2 switch to mirror 
the packets in and out of the SIP server. Then, we can 
capture the packets and analyze its content easily. 

 In the call center, each phone line is independent. But 
once the call is established, the phone number will not 
change during the call. So, the identification of a session is 
necessary for storing the captured RTP packet to the correct 
pair of conversation. We build a session object to manage 
the session. The session object include source IP, setup time, 
speech coding and used buffers. We create a session object 
when a session start and we will remove the session object 
when the phone call ends. In order to implement multi-line 
packet capture, we need to identify the source and 
destination IP address of the packet first. According to the 
information, we assign a session ID to the session, and then 
allocate the storage for storing the session ID and related 
information. 

3.2 Emotion Recognition Engine 

 To integrate emotion recognition function into the 
VoIP call center system require further effort then the 
speech emotion recognition. Some attempts have been made 

by scholars to use the combination of multiple speech 
features to increase the accuracy of speech emotion 
recognition. However, in order to process multi-line voice 
segment simultaneously in real-time, the recognition engine 
needs to reduce the computational complexity. From 
previous studies, the MFCC feature has been proven to be 
one of the most robust features in emotion recognition [12]. 
So we choose to use only the MFCC in the emotion 
recognition. We use the WD-KNN to be our classifier. 

 In order to process multi-line voice segment, we may 
need more than one computer to perform the speech 
recognition. We design a mechanism to share the load 
among several speech emotion recognition engines. Virtual 
machine architecture is used to fully utilize the computing 
power of a high performance server. With this framework, 
we can distribute the voice segment recognition to each 
virtual machine in turn. The parallel processing mechanism 
can resolve the bottleneck problem due to the high 
computational resource required by the recognition engine.  

3.3 Negative Emotion Detection 

 In the D80 corpus, there are five basic emotion 
categories. We further divided them into positive and 
negative class. The positive emotion includes happiness and 
neutral, and the negative emotion includes anger, sadness 
and boredom. In this paper, we focus on detecting the anger 
emotion incurred in the conversation between the service 
representative and customer. The system will issue an alert 
whenever the anger emotion being detected during the 
conversion between the service representative and the 
customer.  

 To decrease the false alarm rate, a score board 
judgment mechanism is implemented. The score board is 
zero at the beginning of a session. When the emotion 
recognition result is anger, the score board will increase by 
4 points. The score board will decrease 1 point when no 
anger emotion is detected for a voice segment if the score is 
positive. The system will confirm the anger emotion when 
the score exceed the threshold. An alert flag will be written 
to database whenever the score exceed the threshold. An 
alert message will be sent to the service manager through a 
web page interface whenever alert flag is being set. 

4 Experiments and Result Discussion 

4.1 Experimental Setup 

 The proposed system consists of three subsystems. The 
detail description of each subsystem will be presented in this 
section. The framework of the proposed system is shown in 
Figure 4. 
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Figure 4. Framework of the proposed system 

 The Asterisk IP PBX server is installed in a Linux 
platform. In this research, we assign the SIP ID 1xx as the 
phone number for customers, SIP ID 4xx for the service 
manager, and SIP ID 6xx for the service representatives. 
The SIP phone is configured in the proxy mode, such that 
all the SIP and RTP related communication packets between 
the customer and the service representative will pass 
through the IP PBX. With this configuration, we can capture 
all the SIP and RTP packets by mirroring the traffic going 
into the server from the Layer 2 switch where the server is 
attached. 

 The session information is stored in a table structure. 
When a new SIP or RTP packet is received, the packet 
capture module will capture the packet, analyze the content 
of header and compare it with the contents in the session 
table. If it is a new session, the system will create a new 
session identifier and assign a new session ID to it; 
otherwise the existing session ID will be retrieved. 

4.2 Emotion Recognition 

 We capture the voice signal from the conversation 
between the customer and service representative. The voice 
we captured will be regrouped into sound file in WAV 
format with 1 second in duration each. We will send the 
segmented voice file into the speech recognition engine, and 
the engine will output the recognition result. In order to 
increase the performance of the emotion recognition engine, 
we use a parallel architecture to build our recognition 
system. We setup several machines and install the 
recognition engine written in MATLAB into each machine. 
By using this structure, the bottleneck problem of the speech 
emotion recognition system can be avoided. The output 
from each recognition engine is stored into a database. The 
results are analyzed by using the score board algorithm 
stated above to determine whether the anger emotion exists 
in the conversation or not.  

4.3 Testing Samples 

 A six scripts corpus was recorded by inviting 
volunteers to speak out the scripts with emotion as they like. 
Each corpus is tagged subjectively by human judge. Only 
the results with more than 80% agreement in this process are 
kept. The emotion of human seems to change gradually. So 
we use the score board concept to determine whether or not 
an anger emotion was occurred in the conversation between 
the customer and the service representative.  

 In our environment, we set the score to 0 at the 
beginning. If a negative emotion is being detected, the 
system will add 4 points to the corresponding session, or 
otherwise the system will subtract 1 point from that session 
if the score is positive. In order to reduce the false negative 
emotion recognition rate, a threshold should be set. We test 
several threshold values, including 4, 8, 12, and 16, to check 
the recognition accuracy. We compare the emotion 
recognition results with human judge for the chosen 
threshold. The result of the negative emotion detection is 
listed in Table 1. 

Table 1. Number of detected negative emotion with 
different threshold T. 

 
Human 
Judge 

T=4 T=8 T=12 T=16 T=20 

Script1 2 59 36 18 1 0 
Script2 0 2 0 0 0 0 
Script3 0 48 33 16 5 0 
Script4 1 21 1 1 1 0 
Script5 7 97 85 61 29 10 
Script6 10 54 39 23 12 7 

 

 In Table 1, the negative emotion detection results are 
close to the human judge when the threshold is 16 except 
the script 3 and 5. For script 3, the content of the script 
consist of a lot of happy sentence. It is hard to differentiate 
between happiness and anger in a speech emotion 
recognition system since they are both in the activation 
category. For script 5, the content of the script consists of 
continuous negative emotion. Due to the score board 
architecture, it is hard to count the dispute correctly. The 
advantage of the score board framework is that it can reduce 
the judgment error. But it cannot count the dispute exactly. 
For the negative emotion detection as mentioned above, the 
most important thing is to issue an alert when the dispute 
happened. The frequency of the dispute is not an important 
issue in this research. 

5 Conclusions 
 The call center plays an important role for an enterprise. 
It is obviously that collects the opinion from the customer 
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and pacify the customer if he or she is too agitated is 
important for the enterprise. To improve the quality of the 
service of the call center, we can integrate a negative 
emotion detection mechanism into the call center system. 
When a service representative faces too many angry 
customers, the call distribution system can reduce the 
number of calls to that representative to avoid the 
representative running into angry state. In this paper, we 
propose and implement the frameworks which can handle 
multi-line phone call with negative emotion detection 
capability. We modularize the system components that make 
the system more flexible. We develop the subsystem 
individually which includes packet capture and analysis, 
emotion recognition, result recording, and negative emotion 
detection. In the part of emotion recognition, we adopt the 
parallel architecture to avoid the possible bottleneck 
problem. By the combination of these subsystems, we build 
a system that can detect negative emotion from the 
conversation and issue an alert to service manager 
accordingly. Consequently, this system can improve the 
service quality of a call center because of the service 
manager has a chance to intervene to resolve the problem 
immediately. 
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Abstract— New methods are presented for the machine
recognition and learning of categories, patterns, and knowl-
edge. A probabilistic machine learning algorithm is de-
scribed that scales favorably to extremely large datasets,
avoids local minima problems, and provides fast learning
and recognition speeds. Templates may be created using
an evolutionary algorithm described here, constructed with
other machine learning methods, designed by a human
expert or synthesized using a combination of these methods.
Each template has a prototype and matching function which
can help improve generalization. These methods have appli-
cations in bioinformatics, financial data mining, goal-based
planners, handwriting recognition, machine vision, natural
language processing / understanding, search engines, strat-
egy such as business and games and voice recognition.

Keywords: evolution, machine learning, pattern recognition, poly-
morphous, template

1. Introduction
New machine learning methods and knowledge represen-

tation have sought to provide superior technology appli-
cations. In this regard, Machine Learning with Templates
pertains to recognizing categories and predictive modelling,
which can be important components of advanced software
technology.

Machine Learning with Templates was designed to use the
advantages of bottom-up and top-down methods. Over the
last few decades, some practitioners in AI, cognitive psychol-
ogy, machine learning and neurobiology have observed that
some cognitive tasks are better suited to bottom-up methods,
while other tasks are better performed by top-down methods
(See [1], [7], [10], [11], [18], [19], [20]).

An example of a bottom-up representation is a feedfor-
ward neural network that uses a gradient descent learning
algorithm ([1], [12]), applied to handwritten digit recognition
[17]. Other types of tasks use top-down methods. For exam-
ple, IBM’s Deep Blue software program plays chess [15].
Hammond’s CHEF program creates new cooking recipes by
adapting old recipes [23].

2. Summary of Useful Properties
Machine Learning with Templates has some useful prop-

erties.

1) Categorization is probabilistic and polymorphous (See
[5], [24], and pages 26-31 in [7]).

2) Learning algorithm 5.1 is extremely fast. It takes less
than one minute – for a 5 Ghz Intel Pentium 4 com-
puter – to build templates that successfully recognize
handwritten letters with an error rate less than 0.5%.
Some neural network training times for handwriting
recognition take considerably more time. Further, the
design of the neural network architecture may take
human researchers many weeks.

3) Learning algorithm 5.1 does not use a greedy optimiza-
tion algorithm such as gradient descent [1], so it avoids
local minima problems. On extremely large datasets,
locally greedy algorithms may not adequately train in
a practical amount of time.

4) Each template has a prototype and matching function
which can help improve generalization. In some appli-
cations, the use of prototypical examples and templates
designed by a clever human expert can substantially
increase machine learning accuracy and speed.

5) Recognition algorithm 4.1 is extremely fast. It scales
well on huge datasets and large numbers of cate-
gories because it exploits exponential elimination. As
an example, consider the task of recognizing Chinese
characters [25]. Some estimates state that there are 180
million distinct categories of Chinese characters. When
the learning algorithm builds a set of templates that on
average eliminate 1

3 of the remaining Chinese character
categories, then one trial of the recognition algorithm
on average uses only 46 randomly chosen templates
to reduce 180 million possible Chinese categories to
a single category. (46 is the largest natural number n
satisfying inequality 180, 000, 000 ∗ ( 2

3 )n < 2.)

6) Machine Learning with Templates is flexible enough to
create useful applications in bioinformatics, financial
data mining, goal-based planners, handwriting recogni-
tion, information retrieval, machine vision, natural lan-
guage processing / understanding and voice recognition.

3. Definitions and Template Structure
The space C is called a category space. Sometimes a space

is a mathematical set, but a space may have more structure
[21]. If the category space is about concepts that are living
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Fig. 1: Shapes with loops and no loops

creatures, then typical members of C are the categories:
dog, cat, animal, mammal, lizard, starfish, tree, barley.
A different category space is the letters of our alphabet
{a, b, c, . . . , y, z}. Another abstract type of category space
may be the functional purpose of genes. One category is
any gene that influences eye color; another category is any
gene that codes for enzymes used in the liver; and another
category is any gene that codes for membrane proteins used
in neurons. In short, the structure of the category space
depends upon what set of possibilities that you want the
software to retrieve, recognize or categorize.

The example space E represents every conceivable exam-
ple. Consider a software program that recognizes handwrit-
ten letters used in the English language [17]. The example
space is every handwritten a; . . . ; and every handwritten z.
The set of training examples {e1, e2, . . . , em} is a subset of
the example space E .

The function G : E → P(C) is an ideal map or ideal
target function [20], where P(C) is the power set of C. In
this case, each example e in E can be classified as lying
in 0, 1 or multiple categories. The goal is to construct a
function g : E → P(C) so that g(e) = G(e) for every e ∈ E .
The example e = tiger lies in the categories cat, animal and
mammal. In other words, G(e) = {cat , animal ,mammal}.
For some applications, it may impossible or extremely
difficult to explicitly describe G with a mathematical formula
or representation. In other implementations, the results of the
template recognition algorithm can interpret e as having a
probability p(c) of lying in category c for each c ∈ C. In
these cases, the goal is to build g : E :→ [0, 1]C close to G.

Templates are similar to classifiers [20], but have addi-
tional structure. Templates are used to distinguish between
two different categories of patterns, information or knowl-
edge. For example, if the two different categories are the
letters a and m, then the shape has a loop in it is a useful
template because it distinguishes a from m. (See figure 1.)

Distinct from classifiers, templates have prototype and
matching functions. Let {T1, T2, . . . , Tn} denote a collection
of templates, called the template set. Associated to each
template, there is a corresponding template value function
Ti : E → V , where V is a template value space. There are
no restrictions made on the structure of V , which may be

a subset of the real line, a subset of the integers, a discrete
set, a manifold, or even a function space.

Each template Ti has a corresponding prototype function
Ti : C → P(V). The prototype function is constructed during
the learning phase. If c is a category in C, then Ti(c) equals
the set of prototypical template values that one expects for
all examples e that lie in category c. Intuitively, the prototype
function represents how template Ti generalizes to every
example e.

For each (template, category) pair, denoted as (Ti, c),
there is a matching function M(Ti,c) : V → S , where S
is the similarity space. The matching function determines if
the template value is similar enough to its set of prototypical
values. In general, the similarity space S is the range of the
matching function, and can be the unit interval [0, 1], a subset
of Rn, a discrete set, a manifold or a function space.

Example 3.1: Boolean Matching Function
Let V = {0, 1}. Choose similarity space S = {0, 1}. If
template value v1 is similar to its prototypical set Ti(c), then
M(Ti,c)(v1) = 1. If v1 is not similar enough to its prototyp-
ical set Ti(c), then M(Ti,c)(v1) = 0. Choose two categories
{c1, c2} and two templates {T1, T2}. Define prototypical
functions for T1 and T2 as T1(c1) = {1} and T1(c2) =
{0, 1}. T2(c1) = {0, 1} and T2(c2) = {0}. There are four
distinct matching functions M(T1,c1),M(T2,c1),M(T1,c2) and
M(T2,c2).

1) M(T1,c1)(0) = 0 AND M(T1,c1)(1) = 1
2) M(T2,c1)(0) = 1 AND M(T2,c1)(1) = 1
3) M(T1,c2)(0) = 1 AND M(T1,c2)(1) = 1
4) M(T2,c2)(0) = 1 AND M(T2,c2)(1) = 0

4. Template Recognition
The template recognition algorithm categorizes an exam-

ple e from E . When finished, for each category c in C, there is
a corresponding category score sc, which measures to what
extent the algorithm believes example e is in category c.

Algorithm 4.1: Template Recognition Algorithm
Allocate memory. Read learned templates
{T1, . . . , Tn} from long-term memory.

Initialize every category score sc to zero.
Outer loop: m trials.
{

Initialize set R equal to C.
Inner loop: choose ρ templates randomly.
{

Choose template Tk with probability pk.
For each category c ∈ R

if M(Tk,c)(Tk(e)) = 0, then set R := R− {c}.
(Remove category c from R.)

}
For each category c remaining in R, category
score sc := sc + 1.

}

Initialize A to the empty set.
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For each category c in C, if ( sc
m

) > θ, A := A ∪ {c}.
The answer is A. The example e is in the
categories that are in A.

Comments on the Template Recognition Algorithm.
1) Each template Ti has a corresponding probability pi of

being chosen during the inner loop. m is the number
of trials in the outer loop. ρ is the number of templates
randomly chosen in each trial. θ is a number in the
interval [0, 1] that is the acceptable category threshold.

2) In some applications, the category threshold is not used.
Each value sc

m is interpreted as the probability that
example e lies in category c.

3) If only the best category is returned as an answer, rather
than multiple categories, then do this by replacing the
step For each category c in C, if ( sc

m ) > θ,
A := A ∪ {c}. Instead, search for the maximum
category score if there are a finite number of categories.
The answer is the category or categories that have the
maximum category score.

4) If template space V and similarity space S have more
structure, then the test if M(Tk,c)(Tk(e)) = 0 inside
the inner loop may be replaced by the test if Tk(e)
is not close to prototype value Tk(c). In
this case, matching function M(Tk,c) measures the
closeness of Tk(e) and Tk(c).

5) In some applications, the inner loop may be exited if
R has only one element left (i.e., |R| = 1) before all ρ
templates have been applied.

5. Template Learning
The initial part of the learning phase constructs the

templates from simple building blocks, using the examples
and the categories to guide the construction. Templates can
be built with evolution, another machine learning method [1],
by a human expert with domain expertise or by a combina-
tion of these methods. In the next section, evolution algo-
rithm 6.1 builds template value functions Ti : E → V from a
collection of building block functions {f1, f2, . . . , fr}. The
rest of the learning builds the matching functions M(Ti,c),
constructs the prototype functions Ti : C → P(V), computes
the probabilities pi, and in some cases sets the category
threshold θ.

The learning starts with a collection of training examples
along with their categories. Depending on the type of tem-
plate values, there are different methods for constructing the
prototype and matching functions M(Ti,c). For clarity, the
template values used are boolean (i.e., V = {0, 1}). In the
boolean case, M(Ti,c)(v) = 1 if v lies in the prototypical set
Ti(c); M(Ti,c)(v) = 0 if v does not lie in the prototypical
set Ti(c). In a more general description of the algorithm,
the template value space V may be the interval [0, 1], the

circle S1, or another manifold, a function space, a space of
algorithms or even a measurable space (e.g., [6], [22]). When
V is a metric space [21], the matching function M(Tk,c) may
use V’s metric to measure the closeness of Tk(e) and Tk(c)
as described in recognition comment 4.

Algorithm 5.1: Template Learning Algorithm
Allocate memory for the templates.
Read from memory template set {T1, T2, . . . , Tn}.
(The templates read are user-created, created by evolution or an
alternative method as in [16].)
Outer loop: iterate thru each template Tk.
{

Initialize X := Tk(c1).
Initialize A := X .
Inner loop: iterate thru each category ci.
{

Set Eci := all learning examples in ci.
Build prototype function Tk as follows:
Set Tk(ci) := ∪{v} for each v = Tk(e) and e ∈ Eci .
Set A := A ∪ Tk(ci).
Build matching function M(Tk,ci).
(See above for boolean case.)

}

If (A == X) remove Tk from the template set.
}
Store the remaining templates.
Set each probability pk = 1

m
where m is the

number of remaining templates.

Comments on the Template Learning Algorithm.
1) The Inner loop assumes that there are a finite number

of categories.
2) In some cases, instead of a category threshold, each

score sc is interpreted as the probability that e lies in
category c. In other cases, the category threshold θ is
empirically determined.

3) For a fixed template Tk, there should be at least one
pair of categories (ci, cj) such that Tk(ci) 6= Tk(cj).
Otherwise, template Tk can not separate any categories,
so Tk should be removed.

4) In some applications, non-uniform probabilities pk can
be selected based on template Tk’s ability to separate
categories, Tk’s computing speed or another property.

6. Designing Templates with Evolution
The use of evolutionary methods for optimizing processes

and algorithms was first introduced by [2], [3], [4] and [9]
and were further developed in [12], [13] and [14]. Building
upon this prior work, this section presents an evolutionary
method to design the template value functions Ti : E → V .

Building blocks are composed to build a useful element. In
some cases, the building blocks are a collection of functions
fλ : X −→ X , where λ ∈ Λ, X is a set and Λ is an
index set. In some cases, X is the set of computable real
numbers. In a handwriting recognition application, X is the
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rational numbers and the binary functions f1 = +, f2 = −,
f3 = ∗, and f4 = / are sufficient for the building blocks.
The index set, Λ = {1, 2, 3, 4}, has four elements. In some
cases, the index set may be infinite. For example, consider
the functions f(k,b) : Z −→ Z such that f(k,b)(x) = pkx+ b
where b, k ∈ N and pk is the kth prime (i.e., p1 = 2, p2 =
3, . . . ).

Bit-sequences [b1b2b3, . . . bn], where bk ∈ {0, 1} en-
code functions composed from building block functions.
[10110] is a bit-sequence of length 5. The expression
{f1, f2, f3, . . . , fr} denotes the building block functions,
where r = 2K for some K. Then K bits uniquely represent
one building block function. The arity of a function is the
number of arguments that it requires. For example, the arity
of the real-valued quadratic function f(x) = x2 is 1. The
arity of the projection function, Pi : Xn −→ X , is n, where
Pi(x1, x2, . . . , xn) = xi.

Define the function ∨ as ∨(x, y, z) = x if (x ≥ y AND
x ≥ z), else ∨(x, y, z) = y if (y ≥ x AND y ≥ z), else
∨(x, y, z) = z. Consider the functions, {+,−, ∗,∨}. Each
sequence of two bits uniquely corresponds to one of these
functions: 00 ←→ + 01 ←→ − 10 ←→ ∗ 11
←→ ∨

Bit-sequence [00, 01] encodes the function
+(−(x1, x2), x3) = (x1 − x2) + x3, which has arity
3. For the general case, consider the building block
functions {f1, f2, f3, . . . , fr}, where r = 2K . Any bit-
sequence [b1 b2 . . . bK bK+1 bK+2 . . . b2K . . . baK+1

baK+2 . . . b(a+1)K ] with length (a + 1)K is a composition
of the building block functions, {f1, f2, f3, . . . , fr}. The
composition of these r building block functions are encoded
in a similar way, as described for functions {+,−, ∗,∨}.

The distinct categories are {C1, C2, . . . , CN}. The pop-
ulation size of each generation is m. For each i, where
1 ≤ i ≤ N , ECi

is the set of all learning examples that
lie in category Ci. The symbol γ is an acceptable level of
performance for a template. The symbol Q is the number
of distinct templates whose fitness must be greater than γ.
The symbol pcrossover is the probability that two templates
chosen for the next generation will be crossed over. The
symbol pmutation is the probability that a template will be
mutated.

The main evolution steps are summarized. For each
category pair (Ci, Cj), i < j, the building blocks
{f1, f2, f3, . . . , fr} are used to build a population of m
templates. This is accomplished by choosing m multiples
of K, {l1, l2, . . . , lm}. For each li, a bit sequence of length
li is constructed. These m bit sequences represent the m
templates, {T1

(i,j), T2
(i,j), T3

(i,j), . . . , Tm
(i,j)}. The super-

script (i, j) represents that these templates are evolved to
distinguish examples chosen from ECi and ECj . The fitness
of each template is determined by how well the template
can distinguish examples chosen from ECi

and ECj
. Using

crossover and mutation, the population of bit-sequences are

evolved until there are at least Q templates which have a
fitness greater than γ. When this happens, choose the Q best
templates from the population that distinguish categories Ci
and Cj . Store these Q best templates in a distinct set T of
templates that are used in the template learning algorithm.

Algorithm 6.1: Building Templates with Evolution
Set T equal to the empty set.
For each i in {1, 2, 3, . . . , N}
For each j in {i+ 1, i+ 2, . . . , N}
{

Initialize population A(i,j) = {T1
(i,j), . . . Tm

(i,j)}
Set q := 0.
while (q < Q)
{

Set G := ∅.
while (|G| < m)
{

For the next generation, randomly choose
templates Ta

(i,j) and Tb
(i,j) from A(i,j) where

the probability is proportional to the
template’s fitness.

Randomly choose a number r in [0, 1].

If (r < pcrossover), then crossover templates
templates Ta

(i,j) and Tb
(i,j).

Randomly choose numbers sa, sb in [0, 1].

If (sa < pmutation), mutate template Ta
(i,j).

If (sb < pmutation), mutate template Tb
(i,j).

Set G := G ∪ {Ta
(i,j), Tb

(i,j)}.
}
Set A(i,j) := G.

For each template Ta
(i,j) in A(i,j), evaluate

Ta
(i,j)’s ability to distinguish examples

from categories Ci and Cj .

Store this ability as the fitness of Ta
(i,j)

Set q equal to the number of templates
with fitness greater than γ.

}
Based on fitness, choose the Q best
templates from A(i,j) and add them to T .

}

Comments on Building Templates with Evolution.

1) The fitness φa of template Ta
(i,j) is computed by a

weighted average of three criteria.

a) The ability of a template to distinguish examples in
ECi from examples in ECj

b) The amount of memory used by the template.
c) The average amount of time to compute the template

value function on ECi
and ECj ..

A quantitative measure for criterion (a) depends on the
topology of the template value space V . If V = {0, 1},
the ability of template Ta(i,j) to distinguish examples
in ECi

from examples in ECj
equals
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Fig. 2: Unbounded Crossover

1
|ECi

||ECj
|

∑
ej∈ECj

∑
ei∈ECi

|Ta(i,j)(ei) − Ta
(i,j)(ej)|.

When V 6= {0, 1}, then V has a metric D, which
measures the distance between two points in the
template value space V . In this case, the ability of
template Ta(i,j) to distinguish examples ECi

and ECj

equals
1

|ECi
||ECj

|
∑

ej∈ECj

∑
ei∈ECi

D(Ta(i,j)(ei), Ta(i,j)(ej)).

2) Figure 2 shows a crossover between bit-sequences A =
[a1a2a3 . . . aL] and B = [b1b2b3 . . . bM ]. L and M are
each multiples of K, where r = 2K and the functions
are {f1, f2, f3, . . . , fr}. In general L 6= M . Two natural
numbers u and w are randomly chosen such that 1 ≤
u ≤ L, 1 ≤ w ≤ M and u + M − w is a multiple
of K. The multiple of K condition assures that after
crossover, the length of each bit sequence is a multiple
of K. Each bit sequence after crossover is interpreted
as a composition of functions {f1, f2, f3, . . . , fr}. The
numbers u and w identify the crossover locations on A
and B, respectively. After crossover, bit-sequence A is
[a1a2a3 . . . aubw+1bw+2 . . . bM ], and bit-sequence B is
[b1b2b3 . . . bwau+1au+2 . . . aL].

3) Before mutation, the bit-sequence is [b1b2b3 . . . bn]. A
mutation randomly selects k and assigns bk the value
1− bk.

4) In the current generation, the collection
{φ1, φ2, . . . , φm} represents the fitnesses of the
templates {T1

(i,j), T2
(i,j), . . . , Tm

(i,j)}. The
probability that template Ta

(i,j) is chosen for the
next generation is φa

mP
k=1

φk

.

5) pcrossover usually ranges from 0.3 to 0.7.

6) pmutation is usually less than 0.1.

7. UCI Machine Learning Tests
Testing against the UCI Machine Learning Repository

http://archive.ics.uci.edu/ml/ is in progress.
A subsequent publication will cover these results.
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Abstract— The work presented in this paper introduces sub-
space grids and shows how it can be employed for recognition of 
business objects like bank, fire station, restaurant and store in 
street-view images. The paper first describes projection of 
segmented image area to a six dimensional feature vector space. 
Principal component analysis (PCA) and multiple discriminant 
analysis (MDA) algorithms are used to define the orientation of 
six feature vectors. The range of value associated with each 
feature vector is divided into a number of equal parts to define 
six dimensional sub-space grids. A recursive procedure is then 
used to obtain rules where sub-space grids form premises of 
rules. The system is tested on a dataset of 20 images (5 images of 
each business object type). The results show that the use of sub-
spaces grids produces good results to recognize business objects 
in street-view images. 

Keywords- sub-space grids, machine learning, object 
recognition, principle component analysis, multiple discriminant 
analysis, rule extraction.  

I.  INTRODUCTION 
Street-view image analysis has received due attention 

recently and is used in many applications such as driver 
assistance systems, ego-localization and forward obstacle 
detection. Each application of street-view image analysis may 
involve addressing several issues or performing several tasks. 
It may involve segmentation on multi-view images captured 
along streets, and learning object class models from these 
multi-view images. The street-level images may contain 
personally identifiable features, such as faces. The task may 
involve recognizing these features, it may even involve 
identifying a full object like a person or a car. 
 

Scene-text exists as part of the objects in street-view 
images, which includes street signs, hospital signs, bus 
number, license plates, shop signs, house numbers and 
billboards. The text carries rich information, denoting the 
business name, street address, direction and other crucial 
messages. One of the tasks of street-view image analysis may 
involve recognizing text that is information rich in nature. 
 

Some applications may require moving objects to be 
removed from street-view images. Therefore, removal of 
moving objects from these images may form one of the tasks 
of street-view image application. 

Street-parking vehicles occupy a certain area of the streets 
at any time. This may cause traffic problems in crowded urban 
areas, such as impediment to the traffic flow and blind spots. 
Street-view image analysis application may involve detecting 
vehicle clusters which will be useful for re-planning roads and  
traffic system.  
 

A brief review of the previous work with street-view 
images is presented in the next section.  

II.  LITERATURE REVIEW 
     Xiao Long Quan [1] discuss a multi-view semantic 
segmentation framework for street-view images. In their 
approach, a pair-wise Markov Random Field (MRF) is laid out 
across multiple views. Both 2D and 3D features are extracted 
at a super-pixel level to train classifiers for the unary data 
terms of MRF. Their approach makes use of color differences 
in the same image to identify accurate segmentation 
boundaries, and dense pixel-to-pixel correspondences to 
enforce consistency across different views. To speed up 
training and to improve the recognition quality, their approach 
adaptively selects the most similar training data for each scene 
from the label pool.  
 
     Flores and Belongie [2] propose an automatic method to 
remove entire pedestrians from Street View images in urban 
scenes. The resulting holes are filled in with data from 
neighboring views. A compositing method for creating “ghost-
free” mosaics is used to minimize the introduction of artifacts. 
This yields Street View images as if the pedestrians had never 
been there. The authors present promising results on a set of 
images from cities around the world. 
 
     Song et. al. [3] present an algorithm for text detection in 
images from street view, basing on Haar-Iike features and 
AdaBoost classification is proposed in this paper. The idea is 
intended for searching a wanted place in a foreign city with 
the business name, the scene text and the street address. There 
are two contributions in this paper. First the difficulty of 
locating the specified buildings exactly in an unfamiliar city is 
analyzed, and then a novel application associated with a 
mapping application to the real view of target place is 
presented. Another is training a cascade AdaBoost classifier 
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using several weak classifiers with Haar-Iike features, which 
examined their approach.  
 
     Torii et. al. [4] present a structure-from-motion (SfM) 
pipeline for visual 3D modeling of a large city area using 3600 
field of view Google Street View images. The core of the 
pipeline combines SURF feature detection technique, tentative 
matching by an approximate nearest neighbor search, relative 
camera motion estimation by solving 5-pt minimal camera 
pose problem, and sparse bundle adjustment. They present a 
large-scale reconstruction computed from 4,799 images of the 
Google Street View Pittsburgh Research Data Set. 
 
     Uchiyama et. al. [5] propose a method to remove moving 
objects from an in-vehicle camera image sequence by fusing 
multiple image sequences. Driver assistance systems and 
services such as Google Street View require images 
containing no moving object. The proposed scheme consists of 
two parts: (i) temporal and spatial registration of image 
sequences, and (ii) mosaicing partial images containing no 
moving object. 
 
      We propose a sub-space grid based approach for 
recognizing business objects in street-view images. Section III 
describes the approach used for recognizing business objects. 
Results and discussion is presented in section IV. Conclusion 
is finally summarized in section V. 
 

III. SUB-SPACE GRIDS FOR OBJECT RECOGNITION 
We propose a strategy for street-view image object 

recognition that is based on the following reasoning: 
 

Color information is useful for image segmentation but not 
necessarily for object recognition. This is because structural 
information is contained in intensity values and color is one of 
the attributes of that structure. For example, consider two cars 
of same model one with green color and the second with red 
color. If we make cars colorless they still remain two cars. But 
RGB values in an image encode both color and intensity 
information of the two cars. Only intensity values correspond 
to the structure of a car while as color value is an attribute of 
that structure. Therefore, to reliably recognize an object in an 
image, it should be recognized using intensity values rather 
than RGB values. However, the color values, that are 
attributes of a structure, are very useful in segmenting an 
image. 
 

Keeping the above reasoning in view, we propose strategy 
for street-view image object recognition that is carried out in 
two steps: i) Segmenting the street-view image using color 
information, i.e. locating object areas in an image, and ii) 
Recognizing object from the located areas using gray scale 
values. There is a lot of literature available on color image 
segmentation. Therefore, we will mainly focus on the second 
step, i.e. recognizing an object from a given located area using 
gray scale values of that image. 

Thus the object recognition from a given located area is 
carried out by first converting the located area into gray scale 
image. An example of a street-view image, located object 
area, and its corresponding gray scale image is shown in 
Figure 1. The gray scale image is then used to recognize an 
object in two steps: i) Projecting gray scale image to sub-space 
grids, and ii) Extracting rules using sub-space grids. The two 
steps are discussed in detail below 
 

           
                                                (a) 

           
                            (b)                                   (c) 
           Figure 1.(a) Street-view image with fire-station object,  
           (b) Segmented fire-station object, (c) gray-scale fire-station object.  
 
A.   Gray Scale Image Projections 
     Gray scale image is processed row by row and each row is 
projected along six projection vectors. Three of the six 
projection vectors are defined by principal component analysis 
and the rest three projection vectors are defined by multiple 
discriminant analysis. This transforms each image row into a 
set of six values. We call this set of six values as a feature 
vector. Thus each row of an image will be represented by a 
feature vector of size 6. Various image rows will not get 
projected to a single value on a projection vector but will get 
projected along a range of values associated with each 
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projection vector. This gives rise to a six dimensional sub-
space which is divided into grids for object recognition. 
 
a) Projection With Principal Component Analysis  
     Principal component analysis (PCA) is a widely-used 
statistical technique and it best represents the data in a least-
squares sense. It works by replacing the original (numerical) 
variables with new numerical variables called “Principal 
Components”. PCA captures the most descriptive features 
with respect to packing most “energy”. This involves 
minimizing the criterion function jd’ for a d’-dimensional 
projection: 
 
 
 
 where x1,….xn are n data points to be projected to a low 
dimensional space, m is the data mean, ak are coefficients that 
minimize the criterion function, vectors e1,…..ed’ are the d’ 
eigenvectors of the scatter matrix having the largest eigen 
values.  
 
b) Projection With Multiple Discriminant Analysis  
     Fisher linear discriminant analysis (FDA) is a simple 
algorithm that best separates the data in a least-squares sense. 
It is used for both dimension reduction and classification. In 
either case, FDA attempts to minimize the Bayes error by 
selecting the most discriminant feature vectors. To increase 
the effective dimension of the projected space the use of 
Multiple Discriminant Analysis (MDA) instead of FDA is 
used. 
 
    Multiple discriminant analysis adopts a perspective similar 
to Principal Components Analysis, but PCA and MDA are 
mathematically different in what they are maximizing. MDA 
maximizes the difference between values of the dependent, 
whereas PCA maximizes the variance in all the variables 
accounted for by the factor. A technique that extracts invariant 
but descriptive features involves maximization of the criterion 
function given below:  
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where W is the weight vector of a linear feature extractor and 
SB and SW are symmetric matrices designed such that they 
measure the desired information and the undesired noise along 
the direction W. SB measures the separability of class centers 
(between-class variance), and SW  measures the within-class 
variance. SB and SW are given by: 
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where { )( j

ix , i=1,…,Nj}, j=1,…C are feature vectors of 
training samples, C is the number of classes, Nj is the number 

of the samples of the jth class, )( j
ix  is the ith sample from the 

jth class, mj is mean vector of the jth class, and m is grand 
mean of all examples. 
 
     PCA and MDA, each has its own pros and cons. MDA 
deals directly with discrimination between classes, whereas 
PCA does not pay particular attention to the underlying class 
structure. When the data of each class can be represented by a 
single Gaussian distribution and share a common covariance 
matrix, MDA will outperform PCA. By contrast, when the 
number of samples per class is small or when the training data 
non-uniformly sample the underlying distribution, PCA might 
outperform MDA.  
 
     PCA and MDA algorithms were used to project the data to 
a feature vector space. Each algorithm used three eigenvectors 
that corresponded to the three largest distinct eigen values for 
defining the axes of feature vector  space.   
 
B.   Rule Extraction using sub-space grids 
     The projections to feature vector space are divided into a 
number of cells or sub-space grids. A sub-space grid can form 
a premise of a rule. Rules are extracted by considering sub-
space grids as its possible premises. The rule extraction 
process is summarized below: 
 
     The core procedure of the algorithm is a recursive process 
to form a decision tree from the current set of sub-space grids. 
Let S be a set of instances at a node and if all the instances in 
S belong to the same class, then that node is labeled with the 
class name of those instances. Otherwise, S contains 
representatives of more than one class. A vector is selected to 
partition S into subsets S1, S2, S3,…..Sn  where Si contains those 
members of S that have ith sub-space grid along the selected 
vector. Let A be a set of m vectors {A1, A2, A3,….,Am}, C a set 
of p classes {C1, C2, C3,….Cp}. The set of possible values of a 
vector Ai (for forming sub-space grids) is referred to as Range 
(Ai). Each example in S is an m+1 tuple of the form (V1, V2, 
V3,….., Vm , Ck) where Vi  ε Range(Ai), i =1,….m and Ck ε C is 
the class of that example. The probability of occurrence of 
examples of class Ck in a set Sl, PSl,Ck, is the proportion of 
examples in Sl that are in class Ck. The information measure, 
which gives a measure of randomness of example distribution 
in Sl over the possible classes in C, is given by 

 
     The algorithm aims to partition S to produce subsets Sl in 
which the examples are distributed less randomly over 
possible classes. To choose the vector that would best achieve 
this, the algorithm partitions S into subsets Sl corresponding to 
values Vl of a vector Ai. If the number of examples containing 
value Vl in S is n(S) and the number of examples containing 
value Vl in subset Sl is n(Sl), then information entropy of the 
resulting partition is given by: 
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     The algorithm chooses that vector Ai for branching which 
maximizes the following quantity: 
                           Gain (Ai, S) = I(S) – E(Ai, S) 
 
     If Gain(Ai, S) is same for more than one vector, then one of 
them is chosen randomly. 
 

IV. RESULTS AND DISCUSSION 
The datsets chosen in this work are Google street-view 

images. These street-view images have a number of objects in 
it but the aim of this work is to recognize the following four 
business objects: bank, fire station, restaurant, and store. The 
training data set consists of 8 street-view images (2 images of 
each object type) and the testing data set consists of 20 images 
(5 images of each object type). 
 

TABLE I. CLASSIFICATION OF VECTORS OF  IMAGES WITH BANK OBJECT 

Image Used Number of feature vectors classified as 

Image 
Object 

Image 
Number 

Bank Fire-St. Restau-
rant 

Store 

 
Bank 

Image1 59 13 6 23 

Image2 9 17 5 72 

Image3 103 1 2 4 

Image4 90 4 4 12 

Image5 81 2 4 23 

 
 
    TABLE II. CLASSIFICATION OF VECTORS OF IMAGES WITH FIRE ST OBJECT 

Image Used Number of feature vectors classified as 

Image 
Object 

Image 
Number 

Bank Fire-St. Restau-
rant 

Store 

 
Fire 

Station 

Image1 18 62 1 25 

Image2 51 21 4 25 

Image3 20 80 1 9 

Image4 13 77 9 11 

Image5 13 89 0 8 

 
 

    TABLE III. CLASSIFICATION OF VECTORS OF IMAGES  WITH REST. OBJECT 
Image Used Number of feature vectors classified as 

Image 
Object 

Image 
Number 

Bank Fire-St. Restau-
rant 

Store 

 
Restaur

ant 

Image1 18 62 1 25 

Image2 51 21 4 25 

Image3 3 7 89 11 

Image4 4 28 12 66 

Image5 3 15 85 7 

 
   

    TABLE IV.  CLASSIFICATION OF VECTORS OF IMAGES WITH STORE OBJECT 
Image Used Number of feature vectors classified as 

Image 
Object 

Image 
Number 

Bank Fire-St. Restau-
rant 

Store 

 
Store 

Image1 20 32 4 47 

Image2 15 33 5 48 

Image3 10 23 3 74 

Image4 19 8 2 81 

Image5 12 40 4 54 

 
Object areas in images are segmented manually in such a 

way that each located area has 110 image rows (110 image 
rows are adequate to cover all four types of business objects), 
giving a total of 880 image rows from four images for training 
purposes. Each row is projected into a six tuple feature vector. 
The range of values associated with each feature vector is 
divided into equal parts. This results into a six dimensional 
sub-space grid of 6 feature vectors. The sub-space grid of 6 
feature vectors is used for rule extraction.  

TABLE V. CLASSIFICATION OF IMAGE OBJECTS WITH PROBABILITIES 

Image 
Object 

Image 
Number 

Highest Prob. 
value 

Highest prob. 
Object 

% Classifi-
cation 

Accuracy 
 

Bank 
Image1 0.54 Bank  

80 Image2 0.65 Store 
Image3 0.94 Bank 
Image4 0.82 Bank 
Image5 0.74 Bank 

 
Fire St. 

Image1 0.56 Fire St.  
80 Image2 0.46 Bank 

Image3 0.73 Fire St. 
Image4 0.70 Fire St. 
Image5 0.81 Fire St. 

 
Restaur

ant 

Image1 0.56 Fire St.  
40 Image2 0.46 Bank 

Image3 0.81 Rest. 
Image4 0.60 Store 
Image5 0.77 Rest. 

 
Store 

Image1 0.43 Store  
100 Image2 0.44 Store 

Image3 0.67 Store 
Image4 0.74 Store 
Image5 0.49 Store 

 
Overall % Classification Accuracy 

 

 
75 

 
The testing set of 20 images resulted in 2200 feature vectors 

(110 rows for 20 images). The set of rules obtained above is 
used to test the 2200 feature vectors of 20 testing images. 
Table 1 shows results of 5 street-view images having business 
object bank in it. Each row shows results of one image. Row 1 
indicates that 59 feature vectors out of 110 vectors are 
classified as belonging to object bank, 13 feature vectors are 
classified as belonging to object fire station, 6 feature vectors 
are classified as belonging to object restaurant, 23 feature 
vectors are classified as belonging to object store, and 
remaining 9 feature vectors were unclassified. As highest 
number of vectors is pooled for the business object bank, the 
segmented area of this image is classified as bank with a 
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probability of 0.54 (59/110). Other rows can be interpreted 
similarly. Table II shows results of 5 street-view images 
having business object fire station in it. Table III shows results 
of 5 street-view images having business object restaurant in it. 
Table IV shows results of 5 street-view images having 
business object store in it.  
 

The accuracy of classification is summarized in Table5. 
The probabilities with which a segmented image area is 
classified as belonging to that class are also shown in the 
table. The Table V indicates that the worst classification 
accuracy was for restaurant object. Overall the results indicate 
that use of sub-space grids produce good results. This is 
mainly because these sub-space grids represent less 
overlapping data and are less sensitive to local changes in the 
training data.  

 

V. CONCLUSION 
In this paper a sub-space grid based approach was 

employed to recognize business objects like bank, fire station, 
restaurant and store. The approach was tested on Google 
street-view images. PCA and MDA algorithms were used to 
define six dimensional feature sub-space. Segmented image 
areas were projected to this six-dimensional sub-space. Sub-
space grids were obtained by dividing the range of values 
associated with each feature vector into equal number of parts. 
A recursive procedure was used to extract rules from sub-

space grids. The set of rules were used for recognition of 
business objects present in Google street-view images. The 
paper shows that use of sub-space grids in business object 
recognition in street-view images produces good results. A 
system that incorporates color information, text information 
and structure information using gray scales should produce a 
robust system for applications involving street-view images.   
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Abstract - Willingly or unwillingly, consciously or 

unconsciously, we all live scripted lives. This is not to say 

that one can look ahead into the next chapter and find out 

what one will have for dinner a month later. Life also 

brings surprises, but the scripts we are talking about are 

not the” scripts of life,” but rather much smaller groupings 

of events that represent familiar routines and are stored as 

procedural memory in our brains. The general goal of the 

research presented here is to design, implement, test, 

evaluate, and improve a computational semantic model 

that will enable autonomous systems to evoke and use the 

correct procedural memory scripts similar to humans and 

thus approximate the human ability to comprehend and 

form procedures for learned tasks. The important step in 

this direction that is discussed here is to explore the 

constitutive properties of this artificial procedural memory 

model from the perspective of a broader artificial 

intelligence schema of information acquisition and 

retention and its computational semantic processing. The 

discussion will focus on the optimal ways for autonomous 

systems to acquire procedural memory scripts 

automatically and to activate them appropriately.  

Keywords: Procedural Memory, Knowledge Relativity 

 

1. Procedural Memories 
 

In his work on Procedural Memory and contextual 

Representation, Kahana showed that retrieval of 

implicit procedural memories is a cue-dependent 

process that contains both semantic and temporal 

components (Kahana, Howard, and Plyn 2008).  

Creation of Procedural Memories is tied not only to 

task repetition but also to the richness of the semantic 

association structure (Landauer and Dumais 1997).  

Earlier work by Crowder, built on Landauer’s 

Procedural Memory computational models and 

Griffith’s topical models (Griffith and Steyvers 

1997), theorized about the creation of artificial 

cognitive procedural memory models based on 

Knowledge Relativity Threads to create the semantic 

associations (Crowder and Carbone 2011) and work 

in Fuzzy, Self-Organizing, Semantic Topical Maps 

(Crowder 2010) counted on the topical model needed 

to create long-term procedural memories.  These 

Knowledge Relativity models and Topical Maps are 

based on early work by Zadeh.  Zadeh (2004), 

described tacit knowledge as world knowledge that 

humans retain from experiences and education, and 

concluded that current search engines, with their 

remarkable capabilities, did not have the capability of 

deduction, that is the capability to synthesize answers 

from bodies of information which reside in various 

parts of a knowledge base. More specifically, Zadeh 

describes fuzzy logic as a formalization of human 

capabilities: the capability to converse, reason and 

make rational decisions in an environment of 

imprecision, uncertainty, and incompleteness of 

information.  In their work in cognition frameworks, 

Crowder and Carbone (Crowder and Carbone 2011) 

expand on the work not only by Zadeh but also by 

Tanik (Tanik and Ertas 1997, 2006) in describing 

artificial procedural memories as procedural 

knowledge gained through cognitive insights based 

on fuzzy correlations made through a labeled form of 

a Fuzzy, Semantic, Self-Organizing Topical Map 

(FSSOM) that provides the following attributes: 

1. Contextual algorithms explore the map 

visually for informational connection located 

by meaning. 

2. Procedural searches utilize semantic 

contextual information to find links to 

relevant procedural information. 

3. The informational maps autonomously locate 

temporal and semantic associations that 

provide procedural connections to a topic. 

4. The FSSOM represents a normalized 

representation of any physical information 

content used in the development of the 

procedural knowledge and content. 
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2. Artificial Neural Memory Systems 
 

In artificial intelligence, procedural information is 

one type of knowledge that can be learned and carried 

by an intelligent software agent (Kasaboc 1998).   

From the initial research in the 1998 and 1999 

(Kasaboc 1998, Crowder 1999, Crowder, Barth, and 

Rouch 1999), work has continued on the development 

of artificial memory systems that mimic human 

processing, storage, and retrieval.  It is believed that 

providing a cognitive framework that mimics human 

processing and reasoning also requires creating a 

constructive memory system similar to human 

memory storage and processing (Stillings 1995, 

Crowder 1999).  The initial work in artificial memory 

systems involved the use of Intelligent information 

Software Agents (ISAs) to create the overall artificial 

cognitive framework (Crowder 2002).  This work led 

to investigation into Linguistic Ontologies to 

facilitate conceptual learning in the creation of 

artificial neural memories (Crowder 2002, 2003).   

Scripts as large structured chunks of information, 

typically sequences of events describing standard 

routines, permeate human life, society, culture. 

Humans are well aware of them and have the ability 

of thinking of and manipulating the whole scripts at 

any level or detailization, or grain size. Thus, when 

you buy a new iPhone, you must program or set it up. 

This is a script that your manual describes by 

chunking it up into setting up your calendar, email, 

GPS, etc., each of each is also a script. Within the 

script of date and time, a few clicks will set you the 

date and a few others the time of the day. Within the 

latter, there is a tiny subscript of setting up the hour 

and another to set up the minutes. Other, less well-

defined scripts seem to be capable of almost infinite 

grain size refinement. 

 

3. Creation of Artificial Procedural 

Memory Scripts 
 

Continued investigation, utilizing the work of Kahana 

(Kahana, Howard, and Polyn 2008) in associative 

episodic memories, led to the development of an ISA 

framework for creation, storage, and retrieval 

artificial implicit memories (Crowder and Friess 

2010a&b, 2011) (see Figure 1).  Based on this work, 

a systems and software architecture specification was 

developed for an artificial cognitive framework 

utilizing intelligent autonomous software agents 

(Crowder, Scally, and Bonato 2011).   

 

Our main hypothesis is that the procedural memory 

scripts can be detected and acquired with the 

combination of rule-based computational semantic 

techniques enhancing the computer understanding of 

text as far as we can achieve with a battery of 

semantic resources, acquisition tools, and software, 

with the state-of-the-art machine-learning 

technologies operating on a much enhanced 

knowledge base and propped up by an advanced 

artificial cognitive system. The objectives of this 

work are: 

1. To identify the main principles of script 

acquisition using a combination of meaning-

rule-based techniques from the Ontological 

Semantic Technology with meaning- and 

cognitively-enhanced machine-learning 

techniques from Cognitive Artificial 

Intelligence. 

2. To develop the principles of comparison of 

the comprehension of natural language by 

computer, with and without the script module 

(see Figure 2). 

3. To determine the principles of optimizing the 

grain size at which the appropriate scripts 

should be formulated while developing the 

system’s functionality, that humans also 

have, to coarsen or to refine the grain size of 

a script dynamically, when necessary for 

comprehension. 

 

Figure 1 – AIS Artificial Memory Architecture 
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Figure 2 – Artificial Procedural Memory 

Generation 

 

Crowder, in conjunction with Carbone and Friess, in 

researching artificial neural memory frameworks that 

mimic human memories, are creating computer 

architectures that can take advantage of Raskin and 

Taylor’s Ontological Semantic Technology

Raskin and Taylor 2010, Taylor and Raskin 2010)

and create an artificial procedural memory system 

that has human reasoning capabilities and mimics the 

fuzzy and uncertain nature of human cognitive 

processes.  This new focus for Crowder (Crowder 

2011a) is to create processes necessary for the 

creation, storage, retrieval, and modification of 

artificial procedural memories (see Figure 

Figure 3 - Artificial Procedural Memory Script 

Retrieval 
 

In order to create such memories, the 

cognitive system must have the following 

capabilities: 

 

 

 

 

Artificial Procedural Memory 

Crowder, in conjunction with Carbone and Friess, in 

researching artificial neural memory frameworks that 

mimic human memories, are creating computer 

architectures that can take advantage of Raskin and 

Taylor’s Ontological Semantic Technology (OST: 

nd Taylor 2010, Taylor and Raskin 2010) 

and create an artificial procedural memory system 

that has human reasoning capabilities and mimics the 

fuzzy and uncertain nature of human cognitive 

processes.  This new focus for Crowder (Crowder 

processes necessary for the 

creation, storage, retrieval, and modification of 

artificial procedural memories (see Figure 3).   

 
Artificial Procedural Memory Script 

In order to create such memories, the artificial 

cognitive system must have the following 

Procedural Memory Creation System 

Requirements: 

• Mediator Agents (Artificial Prefrontal 

Cortex) for asynchronous event handling

• Advisor Agents for reactions and responses 

(decision support) 

• Cognitive Perceptron Agents for procedural 

representation of knowledge

• Conceptual Ontology  

• Cognitive system capable of goal

and reactive behavior 

• Reasoning Agents for reflective reasoning 

capabilities 

• Data Steward and Analyst Agents to handle 

incomplete or inaccurate data

• Interface Agents for Human/Machine 

Interface (HMI) 

This cognitive system, called the Artificial Cognitive 

Neural Framework (ACNF) is illustrated in Figure 4 

(Crowder 2011a, Crowder and Carbone 2011a).

The result of this research is to significantly improve 

understanding of the important properties of artificial 

procedural memory scripts at the level of precision 

and explicitness that will be suitable for autonomous 

computational applications, both the a

existing ones and novel ones. By the time the 

proposed research is finished, we will have advanced 

the understanding of this phenomenon, proven to be 

psychologically and cognitively real and significant 

for autonomous system processing relevant 

information processing and autonomous mission 

management and execution, to the level where it can 

be formulated in a rigorous, formal, computer

implementable form.  

 

4. OST Formation of Procedural 

Memories 

 

We will discuss now how OST, which anchors 

artificial procedural memories in natural language 

and, via it, in reality, handles script acquisition. 

Figure 5 shows the ontology at the center as the 

language-independent conceptual graph that reflects 

much of what humans know about the building 

blocks of their world knowledge. Frequently co

occurring instantiations of concepts are additionally 

Procedural Memory Creation System 

Mediator Agents (Artificial Prefrontal 

Cortex) for asynchronous event handling 

Advisor Agents for reactions and responses 

Cognitive Perceptron Agents for procedural 

representation of knowledge 

 

Cognitive system capable of goal-directed 

Reasoning Agents for reflective reasoning 

Data Steward and Analyst Agents to handle 

ncomplete or inaccurate data 

Interface Agents for Human/Machine 

, called the Artificial Cognitive 

Neural Framework (ACNF) is illustrated in Figure 4 

(Crowder 2011a, Crowder and Carbone 2011a). 

The result of this research is to significantly improve 

understanding of the important properties of artificial 

procedural memory scripts at the level of precision 

and explicitness that will be suitable for autonomous 

computational applications, both the appropriate 

existing ones and novel ones. By the time the 

proposed research is finished, we will have advanced 

the understanding of this phenomenon, proven to be 

psychologically and cognitively real and significant 

for autonomous system processing relevant to 

information processing and autonomous mission 

management and execution, to the level where it can 

be formulated in a rigorous, formal, computer-

4. OST Formation of Procedural 

We will discuss now how OST, which anchors 

ificial procedural memories in natural language 

and, via it, in reality, handles script acquisition. 

Figure 5 shows the ontology at the center as the 

independent conceptual graph that reflects 

much of what humans know about the building 

their world knowledge. Frequently co-

occurring instantiations of concepts are additionally 
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collected in common-sense rules, and this is where 

the scripts are assembled as a result of text 

processing. 

Figure 4 – The Artificial Cognitive Neural 

Framework 
 

Defined in ontological terms are the entries of the 

lexicon for each natural language (and, incidentally, 

of any artificial language as well), with all of their 

various senses and syntactic, morphological, 

phonological, and lower types of information. The 

input text goes into the OST Processor (aka the 

semantic analyzer), which reads every sentence 

linearly, word by word, finds them in the lexicon, 

gets the ontological representation of every sense, and 

tries to combine these senses together on the basis of 

property/filler compatibilities.  

The successful combinations form the text meaning 

representations (TMRs), which are accumulated in 

the OST InfoBase, the information repository where 

all the successfully processed TMRs are kept, thus 

constituting the contingent knowledge base following 

from all the conceptual instantiations. The recurring 

patterns are identified as common-sense rules or as 

scripts, depending largely if the relations between or

among various invents are causal or chronological. 

Thus, the fact that fire cause smoking is a causal 

common-sense rule. On the other hand, one’s being 

met inside a (higher-scale) restaurant by a person who 

asks how many are in one’s party and then taken to a 

table, given the menus, etc., involves a series of 

chronologically related events that corresponds to a 

script. Occasionally in a real-life script of a 

reasonably complex nature, such as oncoming 

bankruptcy (Raskin et al. 2003), it is hard and 

possibly unnecessary to differentiate between the 

sense rules, and this is where 

the scripts are assembled as a result of text 

 

The Artificial Cognitive Neural 

Defined in ontological terms are the entries of the 

lexicon for each natural language (and, incidentally, 

of any artificial language as well), with all of their 

various senses and syntactic, morphological, 

ological, and lower types of information. The 
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linearly, word by word, finds them in the lexicon, 

gets the ontological representation of every sense, and 

combine these senses together on the basis of 

combinations form the text meaning 

representations (TMRs), which are accumulated in 
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scripts, depending largely if the relations between or 

vents are causal or chronological. 

that fire cause smoking is a causal 

sense rule. On the other hand, one’s being 

scale) restaurant by a person who 

asks how many are in one’s party and then taken to a 

the menus, etc., involves a series of 

chronologically related events that corresponds to a 

life script of a 

reasonably complex nature, such as oncoming 

bankruptcy (Raskin et al. 2003), it is hard and 

differentiate between the 

two: in general, causality is a poorly understood and 

no clearly define a relationship. The picture also 

shows the place OST, which is rule

machine learning, as mentioned above. It takes over 

where the existing semantic and pragmatic 

knowledge can no longer reach, at least temporari

Thus, OST provides artificial cognitive systems and 

the various types of memories they require to 

postulate with a feasible and implementable 

procedure. 

Figure 5 – Ontological Semantic Technology (OST)

 

5.  Conclusions and Discussion

 

To summarize, we are anticipating four major results 

from this research, all contributing to the ongoing 

efforts in the information processing communities 

both to understand the theoretical nature of 

procedural memory scripts and their status in human 

cognition and language activities and to use this new 

understanding for optimizing computational 

implementations of knowledge and language 

processing, thus equipping the computer with the 

human-like capacity to sense, emphasize, and favor 

efficient and accurate human/machine interaction and 

collaboration and making an important step towards 

high-powered collaborative computing, including 

social computing.  

This work represents an aspect of human 

communicative behavior that has so far resisted 

contentful and usable computation. This work will 

greatly enhance autonomous system reasoning 

functionality which is crucial for computing human

like information processing, and which will be 

facilitated by setting up classes of easy, predictable, 

intra-script inferences. We also anticipate that, 

conversely, the ease of an inference will serve as a 

powerful tool of procedural memory script discovery 

and creation. 
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Semantic Technology (OST) 

5.  Conclusions and Discussion 

To summarize, we are anticipating four major results 

from this research, all contributing to the ongoing 

efforts in the information processing communities 

both to understand the theoretical nature of 

procedural memory scripts and their status in human 

ition and language activities and to use this new 

understanding for optimizing computational 

implementations of knowledge and language 

processing, thus equipping the computer with the 

like capacity to sense, emphasize, and favor 

e human/machine interaction and 

collaboration and making an important step towards 

powered collaborative computing, including 

This work represents an aspect of human 

communicative behavior that has so far resisted 

ble computation. This work will 
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Abstract - MATE is an intelligent tutorial system that is 

supposed to combine innovative pedagogical techniques from 

the field of coaching and to provide intelligent technological 

solutions for support the coaching processes in an 

autonomous and smart way. Conceptually, the system is 

composed of two distinct components,  an afferential 

component that is ‘harvesting’ information coming from the 

virtual environment (e.g., behaviors or communication 

patterns) and an efferential component that is capable of 

making psycho-pedagogically tailored interventions (e.g., 

hinting or moderating the communication processes, posing 

new problems and questions or giving feedback, etc.). Both 

components are orbiting around a central executive which 

controls the tutorial process, draws conclusions on the basis 

of the input, and decides upon interventions on an individual 

basis as well as on the group level. MATE is work in progress; 

this paper gives an outline of conceptual approach and draws 

a sketch of the envisioned system architecture. 

Keywords: Intelligent tutorial systems, educational agents, 

CbKST, coaching, virtual worlds, Second Life 
 

 

1 Introduction 

 Twenty-first century education clearly is a big buzzword 

in today’s media. The new millennium is accompanied by 

substantial technological evolutions; we became a highly 

diverse, globalized, complex, real-time media- knowledge- 

information- and learning society. Since the 1990s, the 

progress of media and technology was breath-taking; during 

these one or two decades, we were facing the rise of a serious 

and broad use of computers at home (although the 

development started earlier, of course), the rise of the internet 

and how it revolutionized our society, becoming a “collective 

unconscious” (in the words of Carl Gustav Jung). We faced 

the spread of mobile phones and their evolution from 

telephones to omnipresent computer and communication 

devices; we see spread of mp3, twitch speed computer games 

and TV shows. We saw how our world got closer by changing 

the bridges over continents and oceans from 56k wires to 

hyper speed fiber glass networks. Some say, this rapid and 

pervasive technological revolution will have greater impact on 

society than the transition from an oral to a print culture. 

But what does this mean for educational systems and the way 

our children learn and what they learn. Today’s kindergarten 

kids will retire in 2070. Facing the pace of technological and 

societal changes and demands, we cannot predict what 

knowledge will be required in such a “far” future. But we are 

in charge to equip our children with the abilities and 

backgrounds to survive in that world. Our students are also 

facing many important emerging issues such as global 

warming, famine, poverty, health issues, a global population 

explosion and other environmental and social issues. These 

issues lead to a need for students to be able to communicate, 

function and create change personally, socially, economically 

and politically on local, national and global levels. 

Soft skills such as innovative thinking, creative problem 

solving, meta cognitive abilities, communication and 

collaboration skills – all those so-called 21st century skills – 

need to be in the focus of novel smart tutorial systems. 

Presently, there are several techniques available that promote 

the ‘acquisition’ of such abilities. The problem is that most of 

those techniques are strongly centered on a face-to-face 

setting which, however, is costly and from a broader 

educational perspective ineffective – applications are 

oftentimes limited to leadership trainings for distinct groups 

of learners. Our aim is to elaborate on existing coaching 

techniques (such as Action Learning or Lego Serious Play) 

and to translate those real world approaches to the virtual 

worlds, for example Second Life. This is not a trivial attempt 

since virtual environments demand incorporating sound 

instructional design principles and, more importantly, they 

require educationally smart, autonomous tutorial mechanisms 

to control and guide the learning processes of groups of 

learners in the virtual worlds with their large degrees of 

freedom. 

2 Innovative ePedagogy 

 Modern pedagogical strategies most often orbit around 

the idea of construction-oriented, active instructional design 

and learning theories, such as problem-based learning [1], 

learning by doing [2], experiential [3], or example-based 

learning [4] and also on communication-oriented approaches 

such as collaborative and peer learning [5]. In the conceptual 

context of an active and interactive, constructive view of 

learning and development, examples play a crucial role [6]. 
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The second and probably broader concept is problem-based 

learning. The approach of problem-based learning is an 

integral part of many instructional models [7]. According to 

M. David Merrill [8] problem-based learning accounts for the 

fundamental premise “Knowledge is soon forgotten if it is not 

made a part of the learner’s life beyond instruction”. 

Undoubtedly, also collaboration and communication among 

peers is a crucial aspect in the context of learning; there is a 

substantial body of evidence that peer interactions likely lead 

to superior learning performance and a more effective 

learning process [8]. One of the most compelling reasons for 

collaborative learning is that teachers/tutors cannot simply 

transmit (their own) knowledge to learners. Learning is an 

active, also neurological and physical, process and not a 

product. Students must build their own knowledge and 

competencies through an active, involved process in which 

they need to assimilate concepts into their own understandings 

and worlds. Social interactions in groups promotes an active 

involvement and mutual support (e.g., helping, assisting, 

supporting, encouraging, and praising one another's efforts to 

learn), it facilities discussions, opens new views, and it 

supports imitation [9]. In addition to that, there are also 

secondary effects reported, for example, learners tend to be 

more positive towards subject matter, schools, or towards 

each other [10]. 

An approach to facilitate learning, meta-learning, 

collaborative creative solutions, and self-reflective growing is 

action-oriented learning (AOL). The principal idea is that a 

team is working and reflecting on a realistic challenge in order 

to commonly develop novel and creative solutions and, 

equally important, to developed aforementioned abilities and 

meta-abilities in a collaborative process. AOL is based on the 

fundamental aspect of questioning; a thematically uninvolved 

outside moderator is guiding the process by asking 

appropriate questions and statements in the group work are 

only allowed in response to questions from the moderator or 

the group members. 

A similar approach to top-level demands on future learning is 

creative serious play (CSP); the ideas of this approach are 

inherited from Lego Serious Play 

(http://www.seriousplay.com). In moderated team work, 

collaborative learning and problem solving, reflecting upon 

the group’s and the own ideas and work, and finding a 

common language is triggered by challenging abilities and 

meta-abilities through playing and modeling with building 

blocks. A key aspect of this approach is the successful and 

deep learning is fostered by touching, handling, and holding 

objects and by making tasks and problems ‘concrete’. 

Both techniques are highly successful applied, predominantly 

in the organizational sectors and on a small scale. The 

reasons, in turn, are simple: the techniques are based on the 

work in small groups, in real-world settings, driven and hosted 

by professional trainers and coaches. An innovative idea that 

is presently work in progress in several research groups, 

particular in Europe, is to work on a conceptual combination 

of such coaching techniques. Such settings, however, cannot 

be transferred one-to-one to virtual worlds. Technological 

solutions are needed that are capable of purposefully 

translating and implementing AOL and CSP into the virtual 

reality. This, in turn, requires novel approaches to user and 

domain modeling, focusing not only on individual user 

models but models of users in groups and models of groups. 

In addition, domain models must be adjusted to meet the 

distinct needs of the “meta domain” of the 21st century skills. 

3 Learning and Training n Virtual  

Worlds 

 Beginning in the late 1970s and early 1980s, tightly 

coupled with computer and information communication 

technology, immersive virtual environments and game-based 

worlds virtual worlds have increasingly become a major genre 

in the fields of entertainment but, specifically in the new 

millennium, they have become the places for social 

communication, working, teaching, and learning. This 

increasing use of virtual space in education suggests that the 

effects of virtual space on learning are an important area for 

continued [11]. There is a broad range of examples for virtual 

environments; famous World of Warcraft has far over 10 

million users, for Second Life there are over 20 million 

registered accounts, or the popular Facebook application 

FarmVille has over 70 million active monthly users. The sight 

of this cake made mouths of serious applicants water, in 

particular in the educational sectors [12].  

The potential advantages of virtual environments in education 

are numerous [13]. To give an example, virtual spaces serve 

as meeting points for distance education, basically due to the 

range of communication modes and options for collaboration 

(e.g., teachers and learners, represented by avatars, may 

interact via chat, voice, and non–verbal communication such 

as avatar placement and gestures [14]). Another perceived 

advantage of using virtual space in education is the high 

degree of customizability offered by some virtual spaces like 

Second Life [14]. The possibilities for adjusting the 

environment, e.g., building objects, of virtual spaces enables 

an educator to customize a learning space to fit a specific 

learning activity or a certain pedagogical approach [14]. In 

addition, since the laws of physics and other physical world 

occurrences can be disregarded in a virtual environment, 

virtual learning space can be used to visualize macroscopic 

and microscopic complex systems, manipulate time in a 

sequence of events, simulate scenarios, allow complex 

interactions, and create objects and content [13]. Certainly, 

the application of virtual environments, in particular the 

application of rich, immersive, 3D-ish ones, is not always 

viewed positively. A specific concern was that this rather 

novel educational medium must be applied cautiously and in 

consideration of potential risks and downsides (social 

isolation, un-reflected peer learning, misconceptions, 
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addiction, etc.). Still, overall, the trend is clearly heading 

towards a pedagogically informed use of technology that may 

support and reinforce a wide range of traditional and 

innovative pedagogical. But, this increasing use of virtual 

space in education suggests that the effects of virtual space on 

learning are an important area for continued research. 

Although the current state of knowledge on how virtual space 

affects learning is very broad, there is substantial 

fragmentation of the various research streams. As suggested 

by Olle Sköld [13], especially in the field of an innovative 

“online pedagogy”, aiming to illuminate both practical and 

theoretical dimensions of learning and teaching in a virtual 

space settings, future research is required. Examples are, how 

learning tasks must be designed in order to account for 

features in specific virtual spaces, or which methods should be 

developed to handle ambiguity and uncertainty in virtual 

learning spaces. 

4 MATE: The Next Generation of 

Intelligent Tutorial Entities 

 MATE stands for intelligent multi-adaptive tutorial 

entity; he idea is to advance and expand existing intelligent 

tutorial technologies, in particular from the context of CbKST 

[15] and digital educational games, towards the needs of 21st 

century skills and coaching in virtual environments. This – 

strongly service-oriented – technology must understand 

individual and group-related processes in the context of joint 

learning and problem solving and guide those processes in a 

smart and tailored way by meaningful tutorial, coaching-

related interventions, for example, posing questions and 

problems to the group. In addition, this combination is to be 

enriched with features of individual and small-group coaching 

and some of the strength of today’s immersive and engaging 

media (such as computer games). This novel alloy – in hour 

firm conviction – has a maximum of strength for teaching and 

training in the context of the 21st century demands and a 

minimum of conceptual or application-oriented downsides 

(e.g., the substantial costs of personal coaching).  

Technically speaking, the systems intelligence is to be based 

on reasoning mechanisms over the combination of structural 

domain models (the so-called competence structures), into 

which the learner can be mapped, and so-called problem 

spaces, formal, structural models of problem solving 

processes [16], into which a current problem solving state can 

be mapped. Prerequisite relations between atomic, well-

defined competencies/skills (a) establish competence 

structures/spaces (b). The analysis of a given problem, in turn, 

established a formal problem space (c). Mapping both 

together results in a well-defined, formal model of the 

‘behavioral’ status (of an individual) in the virtual world 

(composed of location in the problem space, problem solving 

path, available and lacking competencies/skills, learning 

paths, as well as the so-called fringes, the reasonable next 

steps in terms of learning and problem solving). This concept 

builds, in essence, the basis of the artificial educational 

intelligence. Non-trivial challenges for the project arise from 

the attempt to expand this approach to the distinct features of 

this project, e.g., the multi-learner approach or the natural 

language involvement.  

The second major objective is enabling the system to respond 

educationally meaningful and effective to the conclusions 

drawn from the assessment procedures, still protecting 

immersion and flow. Feedback and interventions can be 

interpreted as one mechanism that overtakes action of a 

teacher, i.e., providing advice, explanations, and evaluations. 

In game-based learning situations, adaptations on the micro 

level may occur through embedded feedback (e.g., through a 

non-player character), by guiding or hinting, or by adjusting 

the complexity/difficulty of a learning situation. Such kind of 

adaptation may indicate gaps between current and desired 

performance level and may enhance motivation and task 

strategies, it is able to reduce learners’ cognitive load, and it 

can provide information that is useful for correcting 

inappropriate task strategies, errors, and misconceptions. A 

menu of psycho-pedagogically inspired adaptive intervention 

categories and types has been elaborated by [17], which are 

aligned with the non-invasive assessment procedures of a 

learner’s competence and motivation.  

In a next step, we must extend this framework by factors 

referring to the multi-learner aspect; we need to have sound 

mechanisms for assessing informal learning in groups, 

collaboration, group dynamics and roles, social networks, 

identifying the strength (the knowledge) and weaknesses of 

individuals in the groups, or the shared understanding of an 

entire group. In addition, it is necessary to develop and 

advance the related adaptation and intervention mechanisms. 

We need robust methods to support suitable group formation, 

an adaptation to individuals within groups, and an adaptation 

the entire group (with all the distinct characteristics). A 

particular challenge arises from the need to adjust the 

repertoire of interventions to the special requirements of the 

distinct coaching techniques. This includes elements such as 

systematic and purposeful questioning, moderating 

interventions, mediating interventions, task generation in the 

“building block” context, tailored group formation and 

alignment, suitable action calls, etc. Finally, to complete the 

vision of an intelligent tutoring system for virtual coaching, it 

is of deemed importance to enrich the metrics used for the 

CbKST-based assessment with the interpretation of natural 

speech acts, the chatting and talking of learners/coachees. 

This goal requires a close collaboration with leading edge 

natural langue interaction techniques.  

This paper presented the conceptual approach on the basis of 

the existing state-of-the-art. Realizing this vision is subject to 

future work. 
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ABSTRACT
A growing number of applications can be modelled using
spatial agent systems or animats. Typical animat simula-
tions model collective macroscopic phenomena using en-
coded individual behaviours for microscopic agents. In
spatial agent systems there are well known problems that
occur if agent cells are updated in a sequential order. This
is known as the sweeping problem and it also occurs in
other numerical simulations such as differential equation
solvers and leads to observable macroscopic effects in the
simulated system that are solely artifacts of the implemen-
tation algorithm. We explore various strategies to remove
these artifacts including multi-phase updating. We find that
in some models that include non-diffusional effects such as
predator-prey interactions, a two-phase update is not suffi-
cient and a three-phase update strategy is necessary to pre-
serve model semantics, particularly when concurrency is
used to speed up the model. We discuss the computational
implications of this for animat agent simulations.
KEY WORDS
agent-based models; updating agents; multi-phase update;
animats; model semantics.

1 Introduction
Agent-based modelling [21, 22, 29] is a powerful con-

struct for tacking many complex-systems problems [11] in:
physics; sociology; finance; and other areas where emer-
gent properties [37] arise from relatively simple individ-
ual agent properties. Simulations of multi-agent systems
can be readily constructed in general purpose programming
languages. Spatial agents - or animats as they are often
described - are agents that have some spatial position and
therefore can move around and interact with other agents.
The key idea for spatial agents is usually that individual
agents only interact with those local to them rather than
with the entire population.

An important aspect of modelling spatial animat agents

Figure 1: Animat model configuration step 1000 of a multi-
phase run of a predator-prey model. Predators are black and
prey are white.

is to unambiguously specify how the agents are updated or
evolved in the model. Updating might mean each agent is
selected in turn or at random and given the option to ex-
ercise its microscopic behavioural rules. It might move,
eat, kill, breed, grow, die, buy, sell, communicate, or exer-
cise whatever other individual actions are open to it in the
particular model being studied. The update is typically ap-
plied iteratively to evolve the whole model system through
its phase or state space [31, 40].

Usually a particular multi-agent model will have some
constraints such as conservation laws, or other global laws
that cannot be sensibly violated by individual agent up-
dates. Different models can be expressed using different
sorts of update algorithmic procedures. These are often
categorised as synchronous - where every agent is effec-
tively updated at once or asynchronous - where individual
updates are only loosely coupled to model time.

In automaton models [41] such as Conway’s Game of
Life [14] a fully synchronous update is part of the model
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definition. In stochastic models such as the Metropolis
Monte Carlo dynamics applied to the Ising model of a
magnet [18, 27] other factors allow a partially synchronous
update. Other models require an asynchronous updating
scheme. The idea of using asynchronous updating is not
new [4, 10] and has been explored and debated in the com-
plex systems literature [16] for a number of different mod-
els including multi-agent systems [9]; random boolean net-
works [17]; automata [28]; and asynchronous cellular au-
tomata [24, 25]

Many large scale models make use of parallelism and
therefore need an appropriate form of concurrency con-
trol [13] to exploit parallel hardware without changing
the model semantics. Asynchronous update issues also
arise in some numerical methods such as successive over-
relaxation [2].

In this paper we explore the practical issues behind using
a multi-phase update for agent-based models such as one of
the various artificial life [3] animat models. Agent-based
models have contributed significantly across a wide range
of distinct areas, from Artificial Life [1, 23, 38] through
ecosystems [33] and trading and economics [8, 26] to mili-
tary combat [6, 7].

All agent-based models require some form of interac-
tion between agents, for example in a predator-prey model
[19, 35] predators attempt to catch prey and also to breed
with other predators. It is these micro-interactions that lead
to the well-known emergent macro-properties of such mod-
els, for example the emergence of spiral patterns in the
predator-prey model shown in Figure 1. We are primarily
interested in animat models of this category in this present
paper (Section 3), although we do draw comparisons with
simpler deterministic models such as the Eden/Epidemic
model in Section 2

An important part of the interaction between agents is
the order in which such interactions are executed and this
can have a significant effect on the observed patterns of
behaviour. The interaction between agents becomes more
complicated when agents are developed to perform a range
of “higher-order” behaviours such as trading [34] or sig-
nalling [36]. In this article we critique the known solutions
to this problem and suggest some practical approaches to
how best to incorporate this important process into agent-
based models.

Our paper is structured as follows: In Section 2 we re-
view some update effects and artifacts that arise from a sin-
gle phase update approach in a well defined example model
such as the Eden/Epidemic growth model. We discuss sim-
ilar issues in animat models such as our own in Section 3.
We review some key update algorithmic ideas in Section 4.
We discuss some statistical ideas concerning updates and
multi phase algorithms in Section 5 and summarise some
pragmatic advice to model practitioners in Section 6.

2 The Eden-Epidemic Model
The Eden model [12] of an epidemic or cancerous

growth consists of an initial pattern - usually a single in-
fected seed agent in a system of uninfected agents - and
whose boundary agents become infected or grow according
some probability parameter p at each update step. There are
a number of variations, but at each time step of the model,
the state of every agent site is updated. This can be done in
sequential order or as a two phase update.

In a sequential update, every agent is updated in-situ.
This means that if an agent is updated after its neighbour
then it has up to date information of any changes that have
occurred in the states of other agents within the same time
step. The order in which the agents are chosen to be up-
dated can be random or fixed. A fixed order is often re-
ferred to in the literature as a “sweep”. Iterating through the
population in a fixed order is computationally efficient as it
makes good use of memory caches, which can be highly
significant if the model size is very large. However this ap-
proach introduces some definite sweeping behaviours that
are neither physical nor correct in the sense of being what
was intended by the modeller. Often it is the temporal be-
haviour that the modeller is interested in measuring. This
might be in the form of periodic cycles of behaviour or
a growth or shrinkage exponent. If the update algorithm
is therefore unphysical the experimental simulation results
will be at best biased or at worst just wrong.

Figure 2: The effects of a sweeping in-situ update algo-
rithm for the Eden Epidemic Model 128× 128 across suc-
cessive time steps (cells: white empty; dark live; grey dead,
Infection probability 1.0). The simulation starts with a sin-
gle infected cell at the centre and progresses to the right.

Figure 2 shows the effects when a sequential sweep al-
gorithm is applied to a single central infected cell with in-
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fection (or growth) probability p = 1.0. The sweep is es-
sentially a row-major raster and the in-situ updating and
sweeping effect causes the infection to propagate rapidly
to all the neighbouring cells that are updated strictly after
the infected cell. Infection information travels across the
model system at the maximal possible speed. When the
probability of infection is substantially less than 1, for ex-
ample with p = 0.25, the skewed results of the model are
more subtle. Figure 3 shows the ‘correct’ result on the left
and the skewed results on the right. The correct results have
been produced using a two-phase update algorithm.

Figure 3: Two-phase update algorithm (left) with a sweep-
ing in-situ update algorithm (right) for the Eden Epidemic
Model 128× 128 across successive time steps (cells: white
empty; dark live; grey dead. Infection probability 0.25)

If constrained to a sequential update method a better way
of updating the system is to randomise the choice of sites to
update. This can either be done by randomly shuffling the
list of sites to update (perhaps using a pair-wise shuffle).
An even more random approach can be taken by perform-
ing Monte-Carlo hits on the sites: on average all sites will
be updated once every n time steps (where n is the num-
ber of sites in the system), but as the update sites are being
chosen randomly, there is a possibility some sites will be
updated more frequently than others over a short time pe-
riod. This has the effect of slightly blurring the concept of
’time’ in the simulation (see Figure 4).

Figure 4a) illustrates the cellular growth behaviour of
a variation of the Eden Epidemic model [12] when a sin-
gle infected cell at the centre of the pattern infects nearest
neighbouring cells with probability p = 0.3 at each time
step. In the model shown, infected cells die after two time
steps after being infected. Figure 4b) shows how a ran-
dom algorithm can recover spatial symmetry in the growth
model.

Figure 5 shows, by way of contrast, the highly regular
pattern that results from the Eden model when a sequential
sweep update is used. This is microscopically correct in
some sense, but is clearly dominated by the sweeping arti-
fact - and is not representative of the modeller’s intentions.

Figure 4: A variation of the Eden Epidemic model is used
to show growth time scales and symmetries on a square lat-
tice. Sites are infected from any live nearest neighbour with
a probability p = 0.3 (left) or p = 1.0 (right), and once in-
fected, die after two time steps. The cluster is grown from
a single central infected cell. The left hand cluster shows
the two phase update algorithm and the right hand uses a
random algorithm so cells are updated once per time step
on average. Some cells are hit more often and although
spatial symmetry is largely recovered, the time scale is ac-
celerated.

Figure 5: Sequential sweep update algorithm for the Eden
Epidemic Model 128 × 128 cells: white empty; dark live;
grey dead. (Infection probability 1.0). The simulation starts
with a single infected cell at the centre and progresses to the
right.

3 The Animat Model
The animat model we discuss in this section is somewhat

more complicated than the Eden model, but is still imple-
mented on a grid of agent-hosting cells, and can have a
range of various sorts of update algorithm applied to each
microscopic agent. An agent-based prey-predator model
has been developed [35] based on “artificial animals” or
animats [39]. Predators need to catch prey to survive and
both species can breed to produce new animats. Animats
can “die” from a lack of food (i.e. if health reaches zero)
or due to “old age” (i.e. if age reaches a set maximum for
the species). Prey animats can also die through being con-
sumed by a predator.

Like most agent-based models, the model is executed
as a sequence of cycles (called time-steps). Every ani-
mat is updated during each time-step and when the up-
dating is completed, the model advances to the next time-
step. The following state variables are used to maintain the
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state of each animat: location in terms of x, y coordinates;
age which is increased each time-step; health which is de-
creased each time-step but increased by “eating”; neigh-
bours in terms of the location and species of nearest neigh-
bours; and the microscopic species rule set which is used
to decide which rule to execute. The rule sets used for the
experiments described in this article were as follows:

Rules for predators:

1. breed if health > 50% & mate adjacent

2. eat prey if health < 50% & prey adjacent

3. seek mate if health > 50%

4. seek prey if health < 50%

5. randomly move to adjacent position

Rules for prey:

1. breed if health > 50% & mate adjacent

2. eat grass if health < 50%

3. seek mate if health > 50%

4. move away from adjacent predator

5. randomly move to adjacent position

Most rules carry conditions usually relating to location
or current health. The rules are presented in priority order
and each animat executes the first rule in its list for which
the conditions are satisfied. The “Breed Rule” regulates the
production of new animats and when an animat is “born” it
inherits the rules of its parents. The “Breed Rule” does not
always succeed. Even if the necessary conditions are satis-
fied, there is still only a random chance that a new animat
will be produced. This chance is known as the “birth rate”
and is an abstraction of the cumulative effect of several un-
known factors including birthing difficulties, availability of
suitable shelter, etc. It would be difficult to simulate these
factors separately so it is convenient to substitute one value
which produces the desired effect in the model. Normally
the birth rate for predators is set to 15% and the birth rate
for prey is set to 40% but these can be modified to produce
different effects in the simulation.

Predators need to consume prey and prey need to eat
grass to survive. Whenever the animat successfully exe-
cutes the “eat” rule, its health state variable is increased.
Grass is placed at various points around the map and is au-
tomatically replenished. Future work will experiment with
grass that is not replenished (or is replenished very slowly).

The interaction of the animats as they execute their in-
dividual rules has produced interesting emergent features
in the form of macro-clusters often containing many hun-
dreds of animats. We have analysed and documented these
emergent clusters in [20]. The most fascinating cluster that

consistently appears is a spiral and several spirals are visi-
ble in Figure 1.

The model uses a two-phase update system so each ani-
mat carries two versions of its state variables – the “current
state” and the “future state”. A rule is selected from the
rule set and applied to the current state and this generates
the future state. At the end of each time-step the current
state is changed to match the future state.

4 Animat Model Updates

A

B

y

x

A

B

y

y

A

y

After: Option 0Before

After: Option 1 After: Option 2

A|B

B

Figure 6: Using a 2-phase update, it is possible for preda-
tors A and B to “simultaneously” both locate and consume
the single adjacent prey animat x. This renders the model
ambiguous as it should not be possible for one prey ani-
mat to sustain more than one predator and there are three
outcomes and which is the actual one is an artifact of the
implementation.

Due to the known problems of a single-phase update sys-
tem (discussed in section 2 above), the predator-prey model
was initially constructed using a two-phase update. How-
ever it was soon discovered that the two-phase update led
to a serious problem outlined in Figure 6.

The sequence of events that caused this problem can be
summarised as follows:

• predator (current state) locates adjacent prey (current
state)

• predator executes “Eat” Rule

• predator (future state) is updated by increasing health

• prey (future state) is updated by setting health to zero
(dead)

Note that this sequence would only be executed by a
predator that had less than 50% health. However in a typ-
ical model with tens of thousands of predators – often in
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close proximity as shown in Figure 1 – there is a strong
probability that two or more predators will be adjacent to
the same prey. When this occurs, both predators update
their future states to indicate an increase in health, i.e. sev-
eral predators can “eat” the same prey. Note that the current
state of the prey (and the predators) remains unchanged, al-
lowing other predators to repeat the process with the same
prey. The problem was discovered because it was noticed
that huge numbers of predators were existing off an im-
possibly small prey population. This update problem thus
rendered any results from the model meaningless.

It is not possible to solve the problem and retain a pure
two-phase update system. The solution adopted in our
model was to introduce a hybrid of the sequential and two
phase update systems. In this system every prey animat
was given an extra state variable to keep track of its cur-
rent status and the procedure outlined above was modified
as follows:

• predator (current state) locates adjacent prey (current
state)

• if prey (current state) is “dead” then abandon this
sequence

• predator executes “Eat” Rule

• predator (future state) is updated by increasing health

• prey (future state) is updated by setting health to zero

• prey (current state) is updated by changing status to
dead

Since this sequence allows the current state of the prey to
be modified, this is no longer a two-phase update. Sequen-
tial update is acceptable in these circumstances,although it
is necessary also to randomly shuffle the animats before
updating. Experiments have shown that the best system is
sequential updating but in a random order. Predator results
are shown in Figure 7. Prey results are shown in Figure 8.

The periodic boom-bust variations seen in Figures 7
and 8, showing the populations of predator and prey agents
is characteristic of this sort of spatial agent model. The pe-
riod lengths are consistent between runs and are a measur-
able property of the experiments. Phase effects - and fluc-
tuational noise however must be averaged out, and this is
usually done by averaging over many independently seeded
initial model configurations. The top trace in each of these
Figures shows the normalupdate algorithm. The second has
no random shuffle applied - which manifestly lowers the
mean value of both populations. The third case has preda-
tors given a slight advantage, which makes them overly
successful hunters and again mean populations are even
lower.

Figure 7: Predator populations using different update meth-
ods.

Figure 8: Prey populations using different update methods.

5 Discussion
Generally it appears that the animat model problem can

be partially fixed by introduction of a 2-phase update.
However, the 2-phase update causes other problems when
animats are involved in (a) killing other animats or (b)
bumping into objects including other animats. In these
cases it is better to use a random shuffle.

We have introduced these ideas in the context of a prag-
matic animat simulation. It is interesting to speculate about
more general implications for other models. One theoreti-
cal approach is to consider the state space of this class of
models. Each microstate X of the whole model system
is completely specified by the set of agent state variables
{ai}. Consider a probability functional P (X, t) be associ-
ated with the microstate X ≡ {ai} at time t and consider
the transition probability WX→X′ giving the likelihood of a
change of microstate X to X′. The following master equa-
tion can be set up, requiring that the rate of change of prob-
ability of microstate X at time t be given by considering all
transitions from X and all transitions to X:
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dP (X)

dt
= −

∑
X′

WX→X′P (X) +
∑
X′

WX′→XP (X′)

(1)
By requiring the model update algorithm to yield

P (X) → Peq(X), the thermodynamic equilibrium proba-
bility of microstate X as t→∞, as a solution of equation 1
with dP (X)

dt = 0 so that:

∑
X′

WX→X′P (X) =
∑
X′

WX′→XP (X′) (2)

This is the condition of detailed balance [5, 30]. It is
common to use the stronger (but tractable) condition that:

WX′→X

WX→X′
=

P (X)

P (X′)
(3)

So that the probability of the system moving to microstate
X is increased for highly probable microstates X, and de-
creased for unlikely ones. It is then necessary to recog-
nize that for a Boltzmann statistical weighting of the mi-
crostates, the probabilities P (X) can be expressed in terms
of the HamiltoniansH(X).

P (X) = Ae
−H(X)

kbT (4)

Where A is a normalising constant, kb is Boltzmann’s con-
stant and T the temperature. Substituting 4 in 3 gives:

WX′→X

WX→X′
= e
− {H(X)−H(X′)}

kbT (5)

This does not have a unique solution but commonly used
approaches are the Metropolis [32] or Glauber functions
[15].

These or some other deterministic or stochastic proce-
dure provides a way of traversing the phase space of the
model. In the case of the animat model we have similar
concerns and goals. The procedures become more compli-
cated in that we have killing and births and other effects
that change the number of agents involved. There is poten-
tial to develop formulations for model phase state traversal
bringing these two approaches together in a unified nota-
tion.

6 Conclusion
In summary we have discussed models such as the

Eden/Epidemic model and our predator/prey animat model
and drawn out comparisons between the updating proce-
dures involved in both. We have identified in particular
that sweeping effects can give rise to the wrong model be-
haviour. This is because spatial correlations are introduced
that are solely due to artifacts of the algorithm rather than

from the thermal and other fluctuations that we desire to
simulate.

Single-phase sequential updating is shown to cause par-
ticular problems. Furthermore, in certain circumstances
(such as for more complex models like the animat system)
even an alternative two-phase update causes a different but
related set of problems. We have discussed in particular the
problem that arises when two predators would potentially
eat the same prey. There are disadvantages to the two-phase
update model - not the least of which is that the two-phase
model also wastes memory in storing two complete model
states. This is problematic for the very large model systems
sizes we generally wish to simulate.

We conclude by offering the following pragmatic advice
to model practitioners. Firstly, check if a sequential update
will cause sweeping problems in the proposed model, and
if the answer is yes, then use a two-phase update. Secondly,
check if the two-phase update will cause problems similar
to the “eating” problem we described, and if the answer is
yes, then introduce a full or partial sequential update.

There appear to be some quite profound and deeper
philosophical issues underpinning these pragmatics and we
believe there is further work to be done to unify the up-
date algorithm semantics under a single notation. This may
lead to insights into the relationships between these differ-
ent classes of simulation models.
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Abstract – Current and future space, air, and ground 

systems will continue to grow in complexity and capability, 

creating a serious challenge to monitor, maintain, and 

utilize systems in an ever growing network of assets.  The 

push toward autonomous systems makes this problem 

doubly hard, requiring that the on-board system contain 

cognitive skills that can monitor, analyze, diagnose, and 

predict behaviors real-time as the system encounters its 

environment.  Described here is a cognitive system of 

Learning Agents for Autonomous Space Asset Management 

(LAASAM) that consists of Intelligent Information Agents 

(I
2
A) that provide an autonomous Artificially Intelligent 

System (AIS) with the ability to mimic human reasoning in 

the way it processes information and develops knowledge 

[Crowder 2010a, 2010b].  This knowledge takes the form 

of answering questions and explaining situations that the 

AIS might encounter.  The I
2
As are persistent software 

components, called Cognitive Perceptrons, which perceive, 

reason, act, and communicate.  Presented will be the 

description, methods, and framework required for 

Cognitive Perceptrons to provide the following abilities to 

the AIS: 

 

1. Allows the AIS to act on its own behalf; 

2. Allows autonomous reasoning, control, and 

analysis; 

3. Allows the Cognitive Perceptrons to filter 

information and communicate and collaborate 

with other Cognitive Perceptrons; 

4. Allows autonomous control to find and fix 

problems within the AIS; and 

5. Allows the AIS to predict a situation and offer 

recommend actions, providing automated complex 

procedures. 

 
A Cognitive Perceptron Upper Ontology will be provided, 

along with detailed descriptions of the I
2
A framework 

required to construct a hybrid system of Cognitive 

Perceptrons, as well as the Cognitive Perception 

processing infrastructure and rules architecture. 

 

In particular, this paper will present an application of 

Cognitive Perceptrons to Integrated System Health 

Management (ISHM), and in particular Condition-Based 

Health Management (CBHM), to provide the ability to 

manage and maintain an AIS in utilizing real-time data to 

prioritize, optimize, maintain, and allocate resources.   

 
Keywords: Intelligent Agents, Space Asset Management, 

Artificial Learning 

 

1 Introduction 
 
Intelligence reveals itself in a variety of ways, including 

the ability to adapt to unknown situations or changing 

environments.  Without the ability to adapt to new 

situations, an intelligent system is left to rely on a 

previously-written set of rules.  If we truly desire to design 

and implement autonomous AI Systems (AIS), they cannot 

require precisely-defined sets of rules for every possible 

contingency.  The questions then become: 

 

• How does an autonomous AI system construct good 

representations for tasks and knowledge as it is in the 

process of learning the task or acquiring knowledge? 

• What are the characteristics of a good representation 

of a new task or a new piece of knowledge? 

• How do these characteristics and the need to adapt to 

entirely new situations and knowledge affect the 

learning process? 
 

CBHM entails the maintenance of systems and equipment, 

based on an assessment of current and projected conditions 

(both situational and health).  A complete and modern 

CBHM system comprises many functional capabilities, 

including sensing & data acquisition, signal processing, 

condition & health assessment, diagnostics & prognostics, 

and decision reasoning [Scally, Bonato, and Crowder 

2011] (See Figure 1).  Such features are enabled through 

the application of autonomous AIS. 
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Figure 1 – CBHM Architecture 

 
Discussed here will be the I

2
A Cognitive Perceptron 

architecture required to provide a system capable of 

autonomously managing a complex network of space-

based assets to enhance situational awareness and optimize 

their utilization.   

 

2 Intelligent Information Agents (I
2
A) 

 
Intelligent Information Agents (I

2
A) employ soft-

computing techniques to generate Intelligent Software 

information Agents (ISAs). These agents mimic human 

reasoning to process information and develop intelligence. 

This intelligence takes the form of answering questions and 

explaining situations [Crowder 2010b]. 
 
The I

2
A architecture is a Java framework for constructing a 

hybrid system of Intelligent Information Software Agents.  

It provides a productivity toolkit for adding intelligent 

software agent functions to applications and modern 

architectural frameworks and for building multi-agent 

intelligent autonomic systems.  This includes the 

framework for providing business rules and policies for 

run-time systems, including an autonomic computing core 

technology within a multi-agent infrastructure.  Figure 2 

illustrates an overview of the I
2
A architecture framework 

that is the infrastructure for a hybrid neural processing 

environment. 

 

I
2
As are active, persistent software components that 

perceive, reason, act, and communicate.  I
2
As are software 

structures that:  
 

1. Assist people and act on their behalf; 
2. Are used for automation, control, and analysis; 
3. Assist people in finding and filtering information, 

automating tedious tasks, and collaborating with 
other agents; and 

4. Enable automation and control for finding and 
fixing problems, finding “best fit” procedures, 

pattern recognition and classification, predictions 
and recommendations, and automating complex 
procedures. 

 

 
 
Figure 2 – I

2
A Intelligent Agent Infrastructure 

 

2.1 I
2
A Tasking 

Intelligent Information Agents have the ability to learn 

from experience and can be used to actually predict future 

states (prognostics).  They are able to analyze sensor data 

using classification and clustering techniques to detect 

complex states and diagnose problems (anomaly detection 

and resolution).  The I
2
As can interface with other 

autonomic agents and components via web-services.  They 

have the ability to reason using domain-specific 

application objects and have autonomous (proactive) 

behavior and goals.  They have the ability to correlate 

events to situations, reasons, and take action.   
 

The I
2
A hybrid computing architecture uses genetic, 

neural-network and fuzzy logic to integrate diverse sources 

of information, associate events in the data and make 

observations. When combined with a dialectic search 

[Crowder 2010a], the application of hybrid computing 

promises to revolutionize information processing.  The 

dialectic search seeks answers to questions that require 

interplay between doubt and belief, where our knowledge 

is understood to be fallible. This ‘playfulness’ is key to 

hunting within information and is explained in more detail 

in the section that address the Dialectic Search Argument 

(DSA). 

 

2.2 The I
2
A Dialectic Search Argument 

The Dialectic Search uses the Toulmin Argument Structure 

to find and relate information that develops a larger 

argument, or intelligence lead. The Dialectic Search 

Argument (DSA), illustrated in Figure 3, has four 

components: 
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1. Data: in support of the argument and rebutting the 
argument. 

2. Warrant and Backing: explaining and validating 
the argument. 

3. Claim: defining the argument itself.
4. Fuzzy Inference: relating the data to the claim.

 

 

Figure 3 – The DSA Structure 

 

The argument serves two distinct purposes. First, it 

provides an effective basis for mimicking human 

reasoning. Second, it provides a means to glean relevant 

information from the Topic Map [11] and transform it into 

actionable intelligence (practical knowledge.) These two 

purposes work together to provide an intelligent system 

that captures the capability of a human

Operative to sort through diverse information and find 

clues. 

 

This approach is considered dialectic in that it does not 

depend on deductive or inductive logic, though these may 

be included as part of the warrant. Instead, the DSA 

depends on non-analytic inferences to find new 

possibilities based upon warrant examples. The DSA is 

dialectic because its reasoning is based upon what is 

plausible; the DSA is a hypothesis fabricated from bits of 

information. 

 

Once the examples have been used to train the DSA,

that fits the support and rebuttal requirements is used to 

instantiate a new claim. This claim is then used to invoke 

one or more new DSAs that perform their searches. The 

developing lattice forms the reasoning that renders the 

intelligence lead plausible and enables measurement of

possibility. 

 

As the lattice develops, the aggregate possibility is 

computed using the fuzzy membership values of the 

support and rebuttal information. Eventually, a DSA lattice 

is formed that relates information with its computed 

possibility. The computation, based on Renyi’s entropy 

theory, uses joint information memberships to generate a 

robust measure of Possibility, a process that is not 

achievable using Bayesian methods. 

Data: in support of the argument and rebutting the 

Warrant and Backing: explaining and validating 

the argument itself. 
Fuzzy Inference: relating the data to the claim. 

 

The argument serves two distinct purposes. First, it 

provides an effective basis for mimicking human 

provides a means to glean relevant 

and transform it into 

actionable intelligence (practical knowledge.) These two 

purposes work together to provide an intelligent system 

a human Intelligence 

Operative to sort through diverse information and find 

This approach is considered dialectic in that it does not 

depend on deductive or inductive logic, though these may 

be included as part of the warrant. Instead, the DSA 

c inferences to find new 

possibilities based upon warrant examples. The DSA is 

dialectic because its reasoning is based upon what is 

plausible; the DSA is a hypothesis fabricated from bits of 

Once the examples have been used to train the DSA, data 

that fits the support and rebuttal requirements is used to 

instantiate a new claim. This claim is then used to invoke 

one or more new DSAs that perform their searches. The 

developing lattice forms the reasoning that renders the 

measurement of the 

As the lattice develops, the aggregate possibility is 

computed using the fuzzy membership values of the 

support and rebuttal information. Eventually, a DSA lattice 

is formed that relates information with its computed 

Renyi’s entropy 

theory, uses joint information memberships to generate a 

robust measure of Possibility, a process that is not 

3 The I
2
A Software Architecture

 

The primary software component of LAASAM is the I

Each software component, or ISA,

cognitive capabilities (called cognitive archetypes)

form a cognitive ecosystem within the LAASAM 

framework, allowing inter-agent communication, 

collaboration, and cooperation.  Figure 4 illustra

ecosystem.  Each ISA archetype, while having separate 

capabilities, have a defined cognitive structure, or ontology

[Raskin and Taylor 2010a, and Taylor and Raskin 2011a]

shown in Figure 5. 

 

 

Figure 4 – The LAASAM ISA Cognitive Ecosystem

 

 

Figure 5 – The ISA Cognitive Perceptron 

Ontology 

 

Each LAASAM ISA is a self-contained software unit 

(agent) comprised of one or more services

Figure 6.  The combination of services defines an 

capabilities.  There are five currently defined agent types 

within the LAASAM processing infrastructure:

 

A Software Architecture 

The primary software component of LAASAM is the I
2
A.  

or ISA, provides different 

(called cognitive archetypes) that 

form a cognitive ecosystem within the LAASAM 

agent communication, 

collaboration, and cooperation.  Figure 4 illustrates this 

Each ISA archetype, while having separate 

cognitive structure, or ontology 

[Raskin and Taylor 2010a, and Taylor and Raskin 2011a], 

 

ognitive Ecosystem 

 

Perceptron Upper 

contained software unit 

(agent) comprised of one or more services, shown in 

Figure 6.  The combination of services defines an ISA’s 

capabilities.  There are five currently defined agent types 

within the LAASAM processing infrastructure: 
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1. Data Steward (ADS): this agent acquires raw data 

from a variety of sources, including sensors, and 

prepares incoming data for use by other agents.  

The Data Steward Agent generates and maintains 

metadata required to find and extract 

data/information from heterogeneous sources. 

2. Advisor Agent (AAD): this agent disseminates the 

right information to the right place at the right 

time; it provides capabilities that allow 

collaborative question asking and information 

sharing by agents and end-users.  Advisor Agents 

generate and maintain topical maps required to 

find relative information fragments, memories, 

and “expert” ISAs. 

3. Reasoner Agents (ARE): The Reasoner Agent 

interacts with the Data Steward and Advisor 

Agents and utilizes the ontologies and lexicons to 

automate the development of domain-specific 

encyclopedias; it provides a mixed source of 

information and question answering that is used to 

develop an understanding of questions, answers, 

and their domains.  Reasoner Agents analyze 

questions and relevant source information to 

provide answers and to develop cognitive 

ontology rules for the LAASAM CBHM system. 

4. Analyst Agents (AAN): The Analyst Agents are 

fed by Reasoner Agents and utilize the developed 

ontologies and lexicons to expand upon questions 

and answers learned from collected information. 

5. Interface Agent (AIN): The Interface Agent 

assesses the correctness of major decisions and 

adjusts the decision processes of the Advisor 

Agents.  Interface Agents also accommodate 

human-in-the-loop structures.    

 

 
 

 

Figure 6 – Services that comprise ISAs 

 

4 Cognitive CBHM (LAASAM) 
 

LAASAM utilizes the I
2
A technology to address the 

requirements of CBHM for space and ground asset 

management.  LAASAM (illustrated in Figure 7) 

represents a significant advancement in the field of Space 

Asset Management by providing cognitive abilities similar 

to human reasoning.  The LAASAM architecture provides 

the following high-level features: 

 

1. An Intelligence Network: this includes 

mechanisms for gathering information, learning, 

inferences, and providing decision support to 

situational analysts. 

2. Answer Extraction: these are mechanisms for 

posing hypotheses about situations and providing 

answers. 

3. Situational Analysis: mechanisms for finding 

situations that require active investigation and 

provide actionable intelligence 

 

 

Figure 7 – LAASAM provides I
2
A-Based Asset 

Management for Enhanced SSA 

 
These features define the core of LAASAM and are 

realized by I
2
A technology infrastructure.  The I

2
A 

cognitive processing infrastructure provides the 

intelligence within the LAASAM system through an 

implementation of an artificial prefrontal cortex [Crowder 

and Friess 2011a], associated artificial neural memories 

and data management [Crowder 2010a, Crowder and 

Carbone 2010a, b, and c], and derived strategies for 

reasoning, analysis, and inference [Crowder 2010b, 

Crowder and Friess 2010a &b, Crowder and Friess 2011 a 

and b]. 

 

The LAASAM software architecture defines the I
2
A 

functions that range from data collection through providing 

recommendations for specific actions.  Agents take on 

roles within the system, implemented through dynamically 

changing services and functional nodes, in support of 

system defined goals [Crowder 2010b].   
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The LAASAM high-level features discussed above are 

enhanced by evolutionary processes embedded within the 

I
2
A cognitive processing framework [Crowder 2010a] and 

implemented utilizing functionally distributed capabilities 

provided by the I
2
A infrastructure.  Figure 8 illustrates 

Figure 1 with the I
2
As distributed across the system. 

 

 
 

Figure 8 – Distribution of I
2
As for CBHM 

 

LAASAM is based on the concept that I
2
As carry 

personalities.  A personality is a collection of state 

information carried in a personality state token (shown in 

Figure 9) that describes the agent.  Agent personalities can 

then be cloned and distributed utilizing these stored tokens. 

 

 
 

Figure 9 – I
2
A Personality Tokens 

 

In this way, agents are mobile in that their personalities are 

mobile.  This mobile nature of agent personalities, or state 

mobility, allows agents to evolve on a self-determining 

basis.  LAASAM operates on a collection of host systems 

that support Java clients connected through a secure 

network.  Interface agents provide the authentication and 

authorization for the processing infrastructure, allowing 

secure access to I
2
As within the network.  Policy 

management for distribution of code updates and state 

tokens to agents within the LAASAM I
2
A infrastructure is 

handled through Interface Agents that provide User 

Interface (UI) capabilities.  I
2
A personalities are partially 

based on their need to cooperate, learn, and  function 

autonomously within the LAASAM framework.  Figure 10 

below illustrates these capabilities for the various I
2
As.   

 

 
 

Figure 10 - I
2
A Venn Diagram 

 

6 Conclusions and Discussion 
 

In summary, the LAASAM system significantly enhances 

the analyst’s ability to make timely and efficient decisions, 

and to take action to protect and maximize the utility of 

space, ground, and air assets.  LAASAM provides context 

for space-related events and can alert analysts to potential 

space-based events.  LAASAM’s unique I
2
A cognitive 

processing infrastructure establishes the foundation for 

assigning attribution to hostile activity and for analyzing 

emerging activities through the application of advanced 

data-agnostic acquisition, reasoning, and analyst I
2
As (see 

Figure 11). 

 

The thrust of the LAASAM research has been to realize a 

CBHM architecture that provides enhanced Situational 

Awareness for space-based assets.  The cognitive I
2
A 

processing infrastructure provides the required analysis, 

learning, and reasoning framework to provide LAASAM 

the ability to analyze, diagnose, and predict health, status, 

and situational awareness within a complex system of 

space assets.  This CBHM approach ideally involves 

synergistic deployments of component health monitoring 

technologies as well as integrated reasoning capabilities.  

The LAASAM system described here organizes various 

system elements into a maintenance and logistics 
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architecture that governs integration and interoperation 

within the overall space asset system, between the on-

board elements and their ground-based support functions, 

and between the system health management and the 

external maintenance and operations functions.  In short, 

LAASAM represents enhanced Space Situational 

Awareness and Operational Management of the multiple 

assets contained with an overall space, air, and ground 

system consisting.  LAASAM can not only identify 

problems that are caused by asset component failures, but 

can highlight system issues that are, or could be, caused by 

external forces, maximizing system availability and 

minimizing downtime.   

 

 
 

Figure 11 – Enhanced Space Situational Awareness 

using LAASAM 
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Abstract – Primarily, we describe a computational model of 

organizations where agents rapidly adapt to changing 

environmental conditions. We consider an organizational 

model with properties of roles, utilities, capabilities and 

norms (RUCN) in order to give the agents the opportunity to 

quickly adapt to any new environment. Moreover, a simulation 

volleyball game is implemented using Netlogo and has been 

thoroughly described in order to illustrate the model. 
 

Keywords: Fast adaptation, multiagent, computational 

model, organizations. 

 

1 Introduction 

  Multiagent systems are very useful for building a system 

that can codify interactions among a group of independent 

and disparate players (i.e., agents). There are two kinds: a 

closed system is one with a single structure and fixed 

objectives. In contrast, an open system allows agents to enter 

and exit dynamically [16]. Moreover, dynamic capability 

evaluation is used to choose, a priori, the ability of agent 

instances to form an organization or complete the set of 

organizational requirements [14]. We will consider a closed 

multiagent system since the number of agents inside the 

organization in our model is constant.  

 Agents usually interact with each other inside a virtual 

organization. A virtual organization is a set of individuals or 

institutions anticipated to share resources by following 

sharing rules [9]. Virtual team or organization is a general 

word used for a task, organization or project, which is 

characterized by multiple locations (i.e., dispersion), division 

of responsibilities (i.e., empowerment), restlessness (i.e., 

acceptance of change), interdependence and all members‟ 

cooperation is needed. The changes inside the organization 

are stable, for it is dynamic in nature. The organizations may 

have a sufficient structure since it has been companied with a 

multiagency platform. Therefore, if it is able to transmit the 

capability from its current state to the next, it will consider a 

self-adapting organization [15]. 

 In order to illustrate how the agents communicate with 

each other, we need to define self-adaptation in multiagent 

systems. Self-adaptation systems are able to change the 

agents‟ organization without a centralized, explicit, implicit, 

external or internal control. Such a system can be reorganized 

as a result of planning carried out by internal central control 

[17].  

 We will outline this paper by highlighting some 

previous work and related background research in section 

two. In the third section, we will illustrate the four main 

concepts of building rapid adaptive organization (roles, 

utilities, capabilities, and norms), and implement them in 

order to provide a simulation for a volleyball game. Finally, 

we present concluding statements in section four. 

 

2 Background and Related Work 

 The organizational model used in this paper was first 

introduced in [11]. The author showed that the organization 

has a utility that is composed from productivity, synergy and 

fitness, represented in equation 1. 

  (   )     (    )   *(
 

      (  )
)∑ (   ) +     (1) 

A is an agent and    is the     role. The organization in 

general depends on the team capabilities (C), roles (R), 

departments (D), and norms (N). We also applied power to 

the edge (PE) algorithm to the organization because it is more 

empowered, superior, interoperable, agile, and has better 

shared awareness. The organization has been described as a 

set of capabilities that show the agents‟ capabilities in a 

specific range, roles for agents, departments that prescribe 

what a set of agents will do within specified roles, and norms 

of interaction among individuals. Moreover, the utility for the 

agent can be determined by productivity, synergy, and level 

of fitness. Some of the requirements that should exist for 

better achievement inside the organization are presenting a set 

of rules, organizational type, active environment, switching 

rules, monitoring agent performance, and verification of 

fitness. 

 Matson and DeLoach's approach to reorganization of 

Multiagent systems (MAS) originally involves the evaluation 

of the system's ability to perform a desired task [14]. Based 

on this evaluation, agents may decide to either proceed to 

satisfy the organizational goals, relax some goals, or abandon 

the process of reorganization and task acceptance altogether. 

The foundation of this approach is an organizational model 

consisting of goals, roles, agents, and capabilities. Based on 

this model, certain evaluative constraints are applied to the 

process. First, there is knowledge of which agents are 

available for inclusion in the system. Second, it must be 

determined what necessary capabilities exist in order to 

satisfy the demands of a role. Third, an assessment of the 

capabilities of all available agents must be made to determine 
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their respective qualifications for acceptance of a given role. 

To perform this step, the authors have devised a capability 

taxonomy rooted at the abstract level. Leaf nodes of this 

taxonomy represent concrete functions and capabilities of an 

agent, such as the types of sensors (sonar, infrared, light, etc.) 

and motivators (wheels, tracks, etc.) the agent is equipped 

with. Finally, limitations applied to roles must be taken into 

consideration. 

 Zhang and Zhang relegate the decision to the developer 

in order to choose the best subtasks [19]. Afterwards 

organization enters the formation process. In the negotiation 

process, the agents send their offers (i.e., bids) for finishing 

the job to the developer and each related subtask will appear 

in a separate bid. Then, the developer will start to select the 

optimal membership for the agent with the best offer from the 

first bid using a recursive best first research (RBFS) and 

heuristics algorithm. The agents may receive penalties for 

lack of commitment depending on the tasks that have not 

been satisfied as determined by the developer. Moreover, the 

agents are capable of making rational decisions during their 

operation because they incorporated the motivation quantities 

framework (MQ) for the task selection process. They model 

the agent performance, promise and penalty using the utility 

mapping function. Furthermore, they have mentioned a 

statistical model to predict and analyze the agent‟s behavior 

and the impact on the organization utility.  

 Furthermore, Zhang and Zhang represent five of the 

relationships among the three components of any organization 

builds [19]. The organization in general consists of 

individuals, tasks assigned to those individuals, and resources 

to accomplish certain tasks. The first type of relation is the 

precedence; it sorts the tasks inside the organization 

depending on specific mechanisms that map the temporal 

dependencies, like using the PERT chart to build a set of 

ordered pairs of tasks. Second, they represent commitment of 

recourses because most of the resources are required for 

specific tasks. The third is to assign personnel to accomplish 

certain tasks. Then, since most of the personnel inside the 

organization have different access to each other, networks 

among the different personnel are applied as the fourth 

relation. The fifth is skills that include all resources accessed 

by the individuals inside the organization. Moreover, the 

authors show that PECANS model might be applied in 

Thompson‟s theory of interdependence to show some 

extension to it [12]. 

 THOMAS architecture focuses on the design of virtual 

organization to allow the multiagent systems in dynamic 

environments to deal with decomposition and abstraction. It 

offers a total integration to enable agents to transparently 

offer and request services from other agents or entities, and 

allowing external entities to interact with agents by using the 

services provided. There are three components in THOMAS: 

service facilitator (SF), platform kernel (PK) and organization 

manager service (OMS) that have the three main structural 

components: rule, norms, and unit [3]. 

 Dignum provides a general overview of dynamic 

reorganization concepts and examines two metrics useful in 

examining MAS performance [6]; society utility and agent 

utility. Society utility is further decomposed into the success 

of interactions, roles, and structures in the system. Agent 

utility is not clearly defined, as it differs from agent to agent 

in heterogeneous agent systems. In addition to these utility 

metrics, several types of reorganization “maneuvers” are 

classified [7]. The first of these, pre-emptive reorganization, 

is a viable option in unpredictable environments where 

possible, or likely, events can be prepared for in order to take 

full advantage of them. Protective reorganization attempts not 

to take advantage of possible future events, but instead works 

to limit the negative effects of such events on the system. 

Exploitive reorganization takes place after the fact, and seeks 

to benefit from events that have already taken place. Finally, 

corrective reorganization attempts to lessen the damage 

caused by events which have previously occurred in order to 

maintain system usefulness. Specific methods for performing 

adaptation are not present in [7] but it provides many useful 

ideas for developing new methods or for elaborating on 

existing methods [2]. 

 

3 Fast adaptation 

 The organizational adaptation research is challenging 

since it accounts for multiple player interactions inside the 

organization. Joshua Epstein has reported a model that 

permits autonomous agents to be endogenously created in 

internal organizational structure in order to adapt optimally to 

a dynamic environment [8]. Wu, et. al. [18] report on a 

relevant research by building an organizational adaptation 

with suitable centralization instead of a hierarchy algorithm 

using four proportions: agility, robustness, resilience, and 

survivability.  

 Before we proceed, we should have a better 

understanding of the four central concepts of utility, norms, 

role, and capability that we are going to use in order to build 

this model. Utility is different among agents inside the 

organization and the outcome space is very large, which 

makes it difficult to predict actual levels. Our approach is to 

observe agents‟ behavior over time and to build a scale for it 

[4]. The second concept is norms, which are similar to rules 

that restrict and describe behaviors most of the time for 

multiagent systems [10]. In different ways of formulating 

norms, they can be used to guide selection of different roles 

because they are able to interact with normative multiagent 

systems [1]. Roles are used for the organizational function in 

order to specify the assignments for the agents inside. Finally, 

capabilities usually cause reorganization inside the team itself 

because they are dynamically changing over time, and here, 

they have been defined as the ability to show information in 

specific areas [14]. 

 After we have applied the main concepts for building a 

multiagent model, we will discuss implementation issues 

outlined in our model. Our implemented system uses the 
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Netlogo platform, which is a java based cross-platform 

testbed for simulating natural and social phenomenon in order 

to build a multi-agent program modeling environment. A 

volleyball game will be used as an example to illustrate the 

issue in an obvious manner, as in Figure 1.  

 

Figure 1. A screen snapshot of Volleyball demonstration in 

Netlogo 

 We implemented two teams as illustrated in Figure 1. 

The one in the right which represents agents in the shape of 

lumberjacks is the USA team, and the other in the opposite 

side which represents agents in the shape of people is the 

KSA team. The idea of using these shapes is to differentiate 

between teams. Also, we have implemented a small number 

of players because it is the least number of personnel needed 

to illustrate an organization and to keep the game simple. The 

positions for the agents inside the simulation were distributed 

as randomly as possible (i.e., serendipitously) as in the real 

world. The players interact with each other and with the ball 

according to the game‟s theoretic payoff matrix shown in 

Table 1. 

Table 1. The game‟s theoretic payoff matrix between the two 

teams 

K
S

A
 

USA 

 P1 P2 P3 

P1 0 , 0 1 , 1 2 , 2 

P2 1 , 1 0 , 0 1 , 1 

P3 2 , 2 1 , 1 0 , 0 

 

 As shown in Table 1, the set of                   represents 

different players in each team, and their payoffs will be 

differentiated depending on the players with whom they are 

interacting. Thus, the player will get a higher payoff toward 

the opposing team if his main concepts are higher than the 

opponent player, detailed in table 1. However, it might be 

easy to find a strict pure-strategy Nash equilibrium precisely 

in this manner because one agent has the best response to the 

strategies of the others inside its team [13]. Besides, the only 

way to have a chance of scoring in the current moment, 

whether the opponent gets a fair payoff or not, is to let the 

player get the ball into the opponent‟s field with a better 

payoff when the distances among them goes farther, 

following the algorithm showing in Figure 2. 

 

Figure 2. General algorithm for each player to adapt a new 

situation 

 In Figure 2, we show that if any of the players (    ) is 

in possession of the ball, where i, and j are different players, 

he will examine his chances of scoring depending on our four 

concepts for fast adaptation. The players may interact with 

each other by passing the ball amongst themselves until it 

reaches a player who has a higher payoff or a player with a 

better payoff is their distance. By the time the ball reaches the 

player with the higher payoff, he will pass the ball to the 

opponent‟s field to have a higher chance of scoring, as 

demonstrated in Figure 3. 

 

Figure 3. A screenshot of volleyball implementation after 

start of simulation 

 Any agent inside any of the small organizations (i.e., 

team) measures the distance between itself and the ball to 

PLAYERS‟-PAYOFFS 

1 j = 1 

2 for i = 1 to 3 

3        if P[i] = Ball 

4             if payoff for P[i]   1 

5                  while j   3 and P[j]s’ payoffs   1 

6                       Pass to P[j] with higher payoff 

7  j = j+1 

8                  Pass the ball to the opponent field 

9             else 

10                  Pass to P with higher payoff 
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check whether the ball is within its allowed distance or not; if 

so, the agent (i.e., the player) will move toward the ball 

considering itself responsible for controlling the ball and 

announcing that to the closest agent in order to stop him from 

a possible collision. When the agent controls the ball, it will 

measure the distance between its position and the opponent‟s 

field again to determine if there is a possibility of scoring or 

not, and also to measure the distance to the closest agent 

inside the team because the other player may have a better 

payoff in scoring in the opponent field than itself. 

  As results, the plot in Figure 3 shows that the rates of 

adaptation change after the agent finds any other objects (i.e., 

team member, or a ball) within its range, and it rises over time 

when any of the agents interact with them. The gray bars 

represent the KSA team and the black line represents the USA 

team. The adaptation of the KSA team starts when any of the 

agents recognize the ball within their proximity and it is set 

stable because there are no interactions occurring. However, 

the adaptation rises when the agent catches the ball and starts 

to use any of the four adaptation concepts in its move. When 

the agents reach similar capabilities and norms, their 

adaptations will increase rapidly until it reaches some 

threshold point where this increase plateaus.  It will resume 

increasing periodically when they start to implement the other 

two concepts in their interaction (i.e., utility and roles). In 

contrast, adaptation will stabilize when none of the agents 

inside the team has any interactions whether with the ball or 

with other agents. 

 As with the previous example illustrates, implementing 

the four concepts of utilities, roles, capability, and norms 

inside an existing organization improves the performance of 

the members inside it in order to rapidly adapt to any new 

environment including any variations to in the ball and player 

configurations. 

 

4 Conclusions 

 We have demonstrated how agents inside a specific 

organization may adapt to a new environment in a short 

period of time, and then start to interact with other agents 

inside the same organization. A volleyball game has been 

simulated in Netlogo in order to give a concrete 

understanding of the issue in a simple way and to make it 

easier to get the results out of it. Moreover, we have found 

that after considering the four main concepts we modeled 

inside the organization (utility, role, capability, and norms), 

agents are able to rapidly adapt to their new environment. 

This model (i.e. RUCN) can capably replace previous models 

that have been done inside any organization for the sake of 

fast adaptation among its members or a new environment.  
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Abstract—Norms in multi-agent systems are used to regulate the 

behavior of agents, organizations and sub-organizations in their 

environments during a period of time. Much of the work on 

norms focuses on the specification and maintenance of normative 

system. Little work concentrate on the level of individual agents 

as the impact of norms on the different types of intelligent agent 

programs, as the internal modifications in the agents´ decision 

processes and the background information necessary for 

rationality in an environment governed by rules. This paper is a 

contribution in this direction to the case of simple reflex agent 

based on condition-action rules. An approach to extend this type 

of agent was formalized and validated it in an implementation of 

a simple world in the Prolog System. The results demonstrate 

that the approach is adequate and must be extended to consider 

other kinds of intelligent agents, as is the case of the goal-based 

agents and the utility-based agents. 

Keywords- Reflex agent architectures; Deontic concepts; Norms 

I.  INTRODUCTION 

Multi-agent Systems (MAS) are becoming an interesting 
research in computer science area as a paradigm for development 
and creation of software systems [1] [2]. Long time MAS have 
been successfully applied to the development of different types of 
software in academia and industry [1] [2], a fact that encourages 
the use of this technology in complex systems. 

MAS can be understood as societies in which autonomous 
and heterogeneous entities can work together. The main 
element of MAS is the agent entity and very different 
definitions are proposed to its concept. According to [3], an 
agent is an entity capable of perceiving its environment through 
sensors and acting upon that environment through actuators. 
Unlike objects, agents are entities (i) autonomous and not 
passive, and (ii) able to interact through messaging and not the 
explicit invocation of a task, as in the case of objects [4]. 

There are several ways of classifying agents, but the most 
accepted classifies agents according to their architecture [3]. 
The agent architecture specifies how is the process of 
deliberation and choice of action to be taken, according with 
the agent perceptions [5]. Internal architectures play a central 
role in the development process of agents, because it is used as 
a guide that determines its properties, attributes, mental and 
behavioral components, determining thus a different 
implementation for each case. 

The creation of the agent function, which sets the mapping 
between the channels of perception and action, is one of the 

important contributions of Artificial Intelligence. Depending 
on its function on the environment, the choice of the agent 
architecture may not be a trivial task. Mainly, the 
appropriateness of the properties associated with the internal 
architecture of the agent and the properties of the external 
environment where the goals should be conducted is crucial. 

In order to cope with the heterogeneity, autonomy and 
diversity of interests among the different members, governance 
(or law enforcement) systems have been defined. The 
governance systems define a set of norms (or laws) that must 
be followed by the entities in the system. Norms provide a 
means for regulating the agents’ behavior by describing their 
permissions, prohibitions and obligations [6]. 

Norms are used to regulate the behavior of the agents in 
MAS by describing the actions that can be performed or states 
that can be achieved (permissions), actions that must be 
performed or states that must be achieved (obligations), and 
actions that cannot be performed or states that cannot be 
achieved (prohibitions). Thus, norms represent a way for 
agents to understand their responsibilities and the 
responsibilities of the others. Norms are used to cope with the 
autonomy, and are useful to regulate the different interests and 
desires of the agents that cohabit the system. 

As claimed by [7], much of the work developed on norms 
focuses on the specification and maintenance of normative 
system, i.e., the research efforts has been concentrated at the 
macro level of the MAS. Noticing that very little work has 
been done on the level of individual agents, they proposed 
some adaption in BDI agents to solve tasks in open 
environments with the presence of norms of four types. 

We believe that there is a demand for similar work for the 
cases of other different types of intelligent agent programs, that 
the effort of research must be concentrated on the internal 
modifications in the agents´ decision processes and the 
background information, that are necessary for an rational 
agent in an environment governed by rules. So, this paper is a 
contribution in this direction to the case of simple reflex agent 
based on condition-action rules. It describes an adaptation in 
the internal architectures of these reflex agents so as they can 
comply with two types of norms. 

We formalize the approach employing the Prolog System. 
It was validated in an implementation of a simplified version of 
a vacuum cleaner where the agent can be obligated and/or 
prohibited to perform some actions in the environment. The 
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results demonstrate that the approach is adequate and must be 
extended to consider other kinds of intelligent agents, as is the 
case of the goal-based agents and the utility-based agents. 

The paper is structured as follows. Section 2 briefly 
presents the reflex agent architecture. The concepts related to 
norms are detailed in Section 3. Section 4 describes how to 
combine rightly the use of reflex agent architectures with 
norms. A case study is showed in Section 5 and, finally, 
conclusions and future works are discussed in Section 6. 

II. SIMPLE REFLEX AGENT 

The internal architectures of agents can be categorized 
based on reactive and proactive foundations. A reactive agent 
must attend continuously to changes in their environment, 
through the selection of actions, typically based on the current 
perception of the environment and additional knowledge about 
the possible actions that are best suited to different conditions 
in which the environment can be. 

A proactive agent can take the initiative and select actions 
from a set of possible atomic actions or plans, and create 
sequences of actions that attain goals in the environment task. In 
this context, [3] describe the principles underlying almost all 
intelligent systems through programs for reactive and proactive 
agents. This paper focuses norms related to reflex agent, thus, 
the main characteristics of the simple reflex agents are briefly 
presented below. 

According to [3], a simple reflex (or reactive) agent is the 
simplest type of agent. This architecture assumes that at any 
time, the agent perceives information about the state of the 
environment through sensors and based on rules in the form “if 
condition then action”, it selects the most adequate action for 
the current perception. The agent performs the selected action 
upon the environment through actuators. The Figure 1 presents 
a schematic diagram of the simple reflex agent,  synthesizing 
the Russell&Norvig´s ideas related to reactive agent program, 
as well as the abstract architecture of the this agent, which was 
proposed by Wooldridge in [8]. 

 

Figure 1.  Schematic diagram of the simple reflex agent 

This synthesis assumes that at any instant K:  

(1) through sensors, the agent receives information from the 
environment, i.e., perceptions defined on a set, P =  
{Perception1, ..., Perceptionn}, of n possible perceptions from 
the environment (Env); 

(2) a perception subsystem, see: P → S, that processes each 
perception in P and maps to one of m possible states, S = 
{State1, ..., Staten}, that are representations of aspects in the 
perceptual information that are accessible to the agent;  

(3) a subsystem for decision making, action: S → A, that 
processes the states in S and selects, according to an specific rule 
of the set of condition-action rules, one of the l actions in the set 
of possible actions for the agent, A = {Action1, ..., Actionl}; 

(4) through actuators, the agent sends the selected action for 
the environment; 

(5) in the interaction K+1, the agent initiates another cycle 
involving the perception of the world through the function see 
and the selection of an action to be executed by the function 
action. 

The condition-action rules consist in supplemental 
information that the agent uses during the decision making 
process. They can be seen as a set of common associations 
which are observed between certain conditions established 
from the descriptions of States in S and certain Actions in 
A. The information about the agent´s goals is not explicitly 
considered in this architecture, but implicitly in the 
condition-action-rules. Thus, the agent´s designer defines 
these rules having in mind the performance measure that 
will be applied to the agent. In this context, it is expected 
that, in an adequate environment, if the rules are adequate, 
then the agent will achieve its objectives and, consequently, 
it will be well evaluated. 

III. NORMS FOR AGENTS 

The norms are used to restrict and guide the behavior of 
agents, organizations and sub-organizations during a period of 
time. In this sense, a norm includes a set of sanctions applied to 
the entities that violated or fulfilled the norm [9]. In this section, 
the main elements that compose the norm are explained 
considering the types of norms and their representation. 

A. Elements of Norms 

Bellow we describe the main elements which compose a 
norm, based on a survey of existing specification and 
implementation languages for norms [9].  

• Deontic Concepts: the deontic logic refers to the logic 
of requests, commands, rules, laws, moral principles 
and judgments [10]. In multi-agent systems, such 
concepts have been used to describe the constraints for 
the behavior of agents in the form of obligations (what 
the agent must execute), permissions (what the agent 
can execute) and prohibitions (what the agent cannot 
execute). 

• Involved Entities: considering that the norms are 
defined to restrict the entities´ behavior, the 
identification of related entities is essential. The norm 
may regulate the behavior of individuals (for example, 
a particular agent, or an agent, while playing a 
particular role), or the behavior of a group of 
individuals (for example, all agents playing a particular 
role, groups of agents, groups of agents playing roles 
or all agents in the system). 

• Actions: once a norm is set to restrict the behavior of 
the entities, it is important the clear specification of the 
actions that are being regulated. Such actions may be 
communication, usually represented by sending and 
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receiving a message, or non-communicative actions 
(such as access and modify a resource, get in an 
organization, move to another environment, etc.). 

• Activation Constraints: a norm have a period of time in 
which its restrictions must be fulfilled, but only when 
this norm, is active. Norms may be activated by a 
constraint or a set of constraints that can be: the 
execution of actions, the definition of specific time 
intervals (before, after or in between), the reaching of 
system states or temporal aspects (such as dates) and 
also the activation/deactivation of other norm and 
fulfillment/violation of a norm. 

• Sanctions: when a norm is violated the entity may 
suffer a punishment, and when a norm is fulfilled, the 
entity involved may receive a reward. Rewards and 
punishments are referred to as sanctions and should be 
related to the norm specification. 

• Context: the norms are usually defined in a determined 
context that determines the application area. The norm 
may, for example, be described in the context of a 
specific environment and must be filled only by agents in 
execution in the environment. Similarly, a norm can be 
defined in the context of an organization and fulfilled 
only by the agents that play a role in the organization. 

B. Norm Types and Representation 

This paper considers two types of norms of four 
possibilities discussed in [7]. The classification scheme 
considers whether norms are obligations or prohibitions, and 
whether they refer to states of the world or to particular actions. 
In this context, Table 1 presents the four types of norms 
obtained and a description about what the agent should do 
when accepting a norm type. 

TABLE I.  THE TYPES OF NORM AND THEIR DESCRIPTIONS 

Norms Types Description 

1 obligation(p) agent must try to achieve certain 

world state p 

2 obligation(a) agent must try to execute certain 

actions a 

3 prohibition(p) agent must try to refrain from 

achieving a state p 

4 prohibition(a) agent must try to refrain from 

executing an action a 

Each type of norm has activation and expiration conditions as, 
for instance, a well defined validity period of time, indicating 
when the norm is in force and when it ceases to be in force. In our 
approach, as [7], we leverage representational concepts from the 
formalization of [11]. This formalization includes notions of 
activation and expiration of a norm: norm(Activation, Expiration, 
Norm), where Activation is the activation condition for the norm 
to become active, Expiration is the expiration condition to 
deactivate the norm, and Norm is the norm itself. 

It is important to note that we are not concerned, at this 
point, with handling more complex norm representation 
schemes. Moreover, in order to facilitate the creation of 

concrete agent behaviors, in compliance with a set of norms, 
this paper approaches only norms of Types 2 and 4. 

IV. MODIFYING REFLEX AGENTS TO ADOPT NORMS 

In this section we examine how norms can influence the 
choice of actions according to the internal architecture of a 
simple reflex agent. 

A. An Outline of the Approach 

Purely reflex agents should be able to quickly respond to 
changes in the environment. This kind of agent may be inserted 
into an environment that has a specified set of norms that 
restrict their actions. As defined by [9], the norms are intended 
to restrict the behavior of agents applying sanctions when they 
are violated or fulfilled. Therefore, the norms of an 
environment should not be able to avoid the execution of 
certain action, but rather to penalize or reward an agent if the 
action taken by it is prohibited or obligated. Therefore, if the 
set of norms defined in the environment is not considered in 
the condition-action rules, an agent can be penalized if it 
performs a prohibited action. 

In order to avoid the violation of the simple reflex agent 
architecture, our approach proposes to consider the information 
about the set of norms as an extension of the condition-action 
rules. It involves the definition of three different groups of 
condition-action rules. Each group is associated with one deontic 
concept and considers the sanctions linked to each norm, that is: 

• Obligation Rules Group: specifies the rules related 
with the actions that must be performed by the agents. 
If an event of environment matches with a rule in this 
group, it must necessarily be performed by the agent; 

• Prohibition Rules Group: specifies the rules that are 
related with the actions that cannot be performed by the 
agent. If an event of environment matches with a rule in 
this group, the rule will not be executed by the agent; 

• Permission Rules Group: specifies the rules related 
with the actions that can be executed. If an event of 
environment matches a rule set out of this group, it 
may or may not be executed by the agent. 

Figure 2 shows the schematic diagram of the simple reflex 
agent in an environment with norms. We added two new groups 
in the agent´s action selection mechanism, corresponding to the 
representation of the information about its obligations and 
prohibitions. Our approach considers that if an action is obligated, 
then the agent must perform that action only if it is not prohibited. 
If an action is prohibited, then the agent must perform another 
action, different from the prohibited action, which is permitted 
and rational. If there is not an action that is obligated and 
prohibited, then the agent must perform a permitted action which 
is rational, as would do a well designed simple reflex agent in an 
environment without norms. 

The function Simplex-Reflex Agent outlined in the 
sequence of five steps in Section 2 must be adapted to become 
valid in the case norms were activated. In order to avoid 
conflicts between rules from the different groups, Step 3 of the 
sequence must respect the following rules: 
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Figure 2.  Schematic diagram of the simple reflex agent with norms 

 (3.1) first, it searches for rules in the Obligated Rules 
Group to find those actions that must be performed in the 
environment and are not prohibited; 

(3.2) if there is some prohibited action, then the function 
inhibits rules in the Obligated Rules Group and searches for 
rules in the Prohibited Rules Group to find those actions that 
are not prohibited and can be performed, according with the 
environment estate conditions;  

(3.3) if there are not any prohibition, the function selects the 
action that must be performed as indicated by the obligation 
norm; and 

(3.4) finally, in the case where there not exist any 
obligations and prohibitions, the function searches for rules in 
the Permission Rules Group in order to find some action that 
can be performed, according with the environment estate 
conditions. 

The strategy to select the action that is implicit in the 
approach considers that the rational behavior is achieved when 
the agent is able to maximize the rewards that are 
consequences of: (a) the selection of an obligatory and not 
prohibited action; (b) the non-selection of a prohibited action, 
and (c) the selection of permitted actions, those which are 
adequate with the environment state conditions and with the 
agent´s performance measure. 

B. Norms Outcomes 

In this section, we consider the agent accepts a norm 
immediately as it perceives it and that the behavior 
modification must ensue according to activation and expiration 
conditions of the norm. More specifically, the required change 
in the behavior of the agent that accepts a particular norm 
should occur according with the conditions of activation and 
expiration. For instance, in the case of an agent that is goal 
oriented, it can be necessary that the agent add the goal of 
achieving a state p, when a particular norm of obligation is 
activated, and then, when the norm is expired, delete this goal. 

In the case of simple reflex agents, Tables 2 and 3 summarize 
all norm combinations of activation conditions (AC) and 
expiration condition (EC), and their outcomes respectively for 
norms Types 2 and 4, considered in this paper and highlighted in 
Table 1. The AC and EC columns give the truth-value of these 
conditions at the time the agent accepts the norm. 

When both AC and EC are true (row 1 in Tables 2 and 3) 
results in the norm being ignored, as its expiration condition 
has already elapsed. When AC is false but EC is true (row 4 in 
Tables 2 and 3), norms are also ignored since, again, they have 
already expired. When an agent accepts an obligation, if the 
AC is already true (row 2 in Table 2) it must react to execute 
the action specified in an obligation(a) if the action is not 

specified in an prohibition(a). While for a prohibition (row 2 in 
Table 3), it must refrain from executing the offending action, 
and try to execute an action that is permitted and adequate to 
the environment conditions and to its performance measure. 

TABLE II.  NORM TYPE 2 - OBLIGATION(A). 

AC EC Outcome 

True True (1) Ignore norm 

True False (2) Execute action a if a is not prohibited; 
otherwise execute an action that is not 
prohibited, but is permitted and adequate 

False False (3) Ignore norm 

False True (4) Ignore norm 

TABLE III.  NORM TYPE 4 – PROHIBITION(A). 

AC EC Outcome 

True True (1) Ignore norm 

True False (2) Suppress rules in the Permitted 
Group that include action a and 
execute an adequate permitted action 

False False (3) Ignore norm 

False True (4) Ignore norm 

We are considering, the agent must ignore the norm, if AC 
and EC are false (row 3 in Tables 2 and 3). We are considering 
that in the situation that the norm has not yet been activated, 
the agent has already been programmed for the activation of 
the norm in the future. Therefore, we are not considering the 
situation that the agent is able to include the proposed scheme 
at the moment it perceives a norm, that is, when both AC and 
EC are false. 

C. Formal Description of the Approach 

This section presents, first, a declarative description of the 
reflex agent program shown in Figure 1, that is, in an 
environment without norms and, second, an extension of this 
description for the case in which the agent perceives norms 
Types 2 and 4, as shown in Figure 2. The Prolog language was 
employed to formally describe the agent programs in both 
cases. The Prolog definition agent/2 describes the agent 
program discussed in Section 2: 

   agent(P,A):- see(P,S), action(A). 

where the definition see/2 implements the perception 
subsystem, as indicated by Step 2 of the sequence of five steps 
illustrated in Section 2, it inserts, in the Prolog´s base, some 
predicates employed to represent the environment state; and the 
definition action/2 implements the decision-making subsystem 
of the agent program, as indicated by Step 3 in the sequence, i.e.: 

   action(A):- do_permission(A),!. 

The definition do_permission/1 implements the Permission 
Rules Group for the agent in an environment without rules, 
which are condition-action rules highlighted in Figure 1. As 
mentioned, these rules depend of the agent´s task environment 
and must be defined according with the available knowledge 
about the actions that are most adequate to be executed when 
the environment is under certain conditions. The next section 
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of this paper illustrates this group of rules for the case where 
the agent is a vacuum cleaner in a very simple environment. 

As the Subsection 4.1 indicates in the extension of Step 3 in 
Section 2, that is, Steps 3.1-3.4, in the case there are norms in the 
environment, the definition do_permission/1 will be accessed by 
the decision making subsystem only when active norms of Type 2 
are not available. When some active norm is available, the action 
must be executed immediately if it is not a prohibited action by a 
norm of Type 4. If some action is a prohibited action, the rules in 
the do_permission definition must be accessed in order to indicate 
for the agent those not prohibited actions that are adequate with 
the environment conditions. 

So, in order to implement the above procedure, our 
approach proposes that, instead of access exclusively the rules 
in do_permission/1, the decision making subsystem considers 
the three groups of rules illustrated in Figure 2 and the 
sequence of steps 3.1-3.4. The definition do/1 below consists of 
an extension in the action function, i.e: 

   action(A):- do(A),!. 

to consider these new possibilities: 

   do(A):- do_obligation(A). 
   do(A):- do_prohibition(A). 
   do(A):- do_pemission(A). 

where the definitions do_obligation/1 and do_prohibition/1 can 
be declared without concern with a specific domain and are 
related, as we saw that the agent will execute an action which is 
obligated only if it is not prohibited. 

The three rules bellow compose the Obligation Group and are 
in accordance with what was discussed in the Section 4.2 and, 
more specifically, in the Table 2, that identifies the changes that 
are necessary to a simple reflex agent program for the case in 
which the environment imposes norms of Type 2 for the agents: 

   do_obligation(A):- 
                     norm(AC1,EC1,obligation(Ac)), 
                     is_True(AC1), is_False(EC1), 
                     norm(AC2,EC2,prohibition(Ac)), 
                     is_True(AC2), is_False(EC2),!, 
                     do_prohibition(A). 
   do_obligation(A):- norm(AC,EC,obligation(A)), 
                                   is_True(AC), is_False(EC),!. 

   do_obligation(A):- norm(_,_,obligation(_)),  
                                  do_prohibition(A). 

where the predicates is_True/1 and is_False/1 must be 
specified according, respectively, with the activation or 
expiration conditions being considered in the arguments of the 
predicates stating norms. 

The two first rules of the above definition are related to the 
situation described in row 2 of Table 2, that is, in which the 
activation condition (AC1) is True and the expiration condition 
(EC1) is False in some norm of Type 2. The first rule considers 
the case in which another norm of Type 4 is in the same 
situation (AC2 = True and EC2 = False) and the action which 
is obligated is, simultaneously, prohibited. The outcome of this 
situation is that the agent must perform an action (A) that is not 
prohibited, but is permitted and adequate. 

The second rule considers the case in which none norm of 
Type 4 is active, that is, in which the agent must perform the 
action that is obligated by the active norm of Type 2. Finally, 
the third rule in the definition is related with the rows 1, 3 and 
4 of Table 2. In these situations the agent must ignore the 
obligation norm and perform an action that is permitted and 
adequate, according with the conditions of the environment and 
the rules in the definition do_permission/1. 

The two rules bellow compose the Prohibition Group and are 
in accordance with what was discussed in the Section 4.2 and, 
more specifically, in the Table 3, that identifies the changes that 
are necessary to a simple reflex agent program for the case in 
which the environment imposes norms of Type 4 for the agents: 

   do_prohibition(A):- norm(AC,EC,prohibition(Ac)),  
                                    is_True(AC), is_False(EC),!, 
                                    do_permission(A), not(A=Ac),!. 

   do_prohibition(A):- norm(_,_,prohibition(_)),  
                                    do_permission(A),!. 

The first rule of the above definition are related to the 
situation described in row 2 of Table 3, that is, in which the 
activation condition (AC) is True and the expiration condition 
(EC) is False. The outcome of this situation is that the agent 
must perform an action (A) different from the prohibited action 
(Ac), but which is permitted and adequate, according with the 
conditions of the environment and the rules in the definition 
do_permission/1. 

The second rule in the definition is related with the rows 1, 
3 and 4 of Table 3. In these situations the agent must ignore the 
prohibited norm and performs an action that is permitted and 
adequate. So, this last rule completes the second group of rules 
which the approach supposes be a necessary modification to 
produce a rational behavior of a simple reflex agent in an 
environment with the presence of norms of the Types 2 and 4. 

V. CASE STUDY 

This section describes the third group of rules, Permission 
Rules Group, for a very simple problem, but still very useful to 
illustrate the ideas discussed in the last section. We specify the 
rules in the definition do_permission/1 for the case in which 
the agent is a vacuum cleaner in a world containing only two 
rooms. So, employing this specific definition, we used the 
Prolog System to: (1) describe experiments involving the agent 
in the world without and with the presence of norms, (2) record 
the history of the vacuum cleaner in the world, and (3) measure 
its performance. 

Considering the vacuum cleaner world with only two 
rooms, where each room can be clean or dirty, in our 
experiments the perceived information of the environment 
were represented by the following atoms in Prolog: roomA, 
roomB, clean and dirty. So, we assume the existence of eight 
possible perceptions for the environment (P), which were 
represented by eight lists of three atoms in Prolog, i.e.: 

   P = {[roomA,dirty,dirty], [roomA,dirty,clean],  
           [roomA,clean,dirty], [roomA,clean,clean],  
           [roomB,dirty,dirty], [roomB,dirty,clean],  
            [roomB,clean,dirty], [roomB,clean,clean]}. 
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Additionally, we assume that the agent perception is local, 
i.e., see/2 perceives only the room where it is located and the 
state of the room. So, we assume the existence of four possible 
internal states for the environment (S), which were represented 
by four lists of two atoms in Prolog, i.e: 

   S = {[roomA,dirty], [roomA,clean],  
           [roomB,dirty], [roomB,clean]}. 

In each of the eight states of the world (P), there are three 
possible actions for the vacuum cleaner (A), which were 
represented by three atoms in Prolog, i.e: 

   A = {suck, right, left}. 

In the beginning of each experiment the vacuum cleaner 
does not know the world configuration in terms of dirt. We 
considered that when the world is without the presence of 
norms, the measure of performance evaluation offers the 
reward of one point per each square clean (+1) and penalizes 
with the loss of one point per each movement (-1). In the case 
of the presence of norms in the world, the measure must be 
adapted in order to consider the rewards (+points) and the 
penalties (-points), which are consequences of the agent 
accepting or rejecting some norm. 

A. Environment without Norms 

In the Case 1, there are no norms in the world. The Prolog 
definition below describes the simple reflex vacuum cleaner: 

   vacuum_cleaner(P,A):- see(P,S), action(A). 

where the terms P, S and A were defined generically in Section 2 
and in the specification of the environment properties outlined in 
the introduction of this section; see/2 has been specialized to deal 
with the atoms and lists employed to represent the sets P and S; 
action/1 has been specialized to deal with the set A and with the 
specific rules do_permission/1 for this world, i.e: 

   action(A):- do_permission(A),!. 

The definition do_permission/1 implements the Permission 
Rules for the agent in an environment without norms, are the 
condition-action rules highlighted in Figure 1. For this Case 1, was 
sufficient to generate a definition with four Prolog phrases, i.e: 

   do_permission(suck):- in(Romm),  is(Room,dirty). 
   do_permission(right):- in(roomA). 
   do_permission(left):-  in(roomB). 
   do_permission(no_op). 

where the predicates in/1 and is/2 were used to represent the 
conditions in the antecedents of the rules and are known by the 
agent at the moment when the agent perceives the environment 
by see/2. Table 4 highlights the episodes performed by 
vacuum_cleaner/1 in six interactions with an environment 
without norms where, initially, the agent is in room-A, and 
room-A and-B are dirty. 

The two first columns in the table identify the perceptions 
and actions of the agent in each interaction. The third and 
fourth columns identify the values of performance measure per 
episode (Ep) and history (H). Since the perception is local and 
at the agent does not have an internal state to avoid 
unnecessary movements (interactions four to six), there were 

no surprises in the behavior of the agent. The set of rules 
do_permission/1 provided a rational behavior for the agent, 
except for the unnecessary movements that caused a negative 
performance evaluation. 

TABLE IV.  PERFORMANCE IN A WORLD WITHOUT NORMS 

P A Ep H 

[roomA,dirty,dirty] suck 1 1 

[roomA,clean,dirty] right -1 0 

[roomB,clean,dirty] suck 1 1 

[roomB,clean,clean] left -1 0 

[roomA,clean,clean] right -1 -1 

[roomB,clean,clean] left -1 -2 

B. Environment with Norms 

In the second case (Case 2), the environment is governed 
by norms of the Types 2 and 4. Consider that the measure of 
evaluation should apply the appropriate sanctions, as the 
fulfillment or not of the established norms. In this particular 
example, the measure offers with reward three-point (+3) for 
the fulfillment of an obligation and two points (+2) for the 
fulfillment of a prohibition. In any other situation, the measure 
behaves in accordance with the specification realized for the 
Case 1. In our experiments, first, we considered a norm of 
Type 2 in which the environment requires the execution of a 
specific action by the vacuum cleaner during a period of time. 
For instance, the predicate below states that "The agent must 
suck the room-A from 4:00 to 6:00 a.m.": 

   norm(roomA, time([4,6]), obligation(suck)). 

where the first argument of the statement identifies the condition 
of activation (AC), the second identifies the condition of 
expiration (EC), and the third is the action to be performed. 

The definition do_obligation/1, which implements the 
Obligation Rules, are necessary for the vacuum cleaner in a 
simplified environment regulated by the norm stated as above. 
Assuming that no prohibition norm is present, the first rule in 
the definition do_obligation/1 will never be activated. 
However, the other two rules will be activated according to the 
truth value of AC and EC, which are obtained by the evaluation 
of the predicates is_True/1 and is_False/1 specifically for the 
above obligation norm in the vacuum cleaner world: 

   is_True(Room):-  in(Room). 

   is_False(time[T1,T2]):- clock(Hour),  
                                          Hour >= T1, Hour =< T2. 

where in/1 is the same predicate which the agent employs to 
represent where it is located and clock/1 is a predicate which 
represents the agent´s simplified clock in the experiments. 

Table 5 highlights the episodes performed by the vacuum 
cleaner in seven interactions with an environment with a norm 
of Type 2, as stated above. 
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TABLE V.  PERFORMANCE IN A WORLD WITH NORM OF TYPE 2 

P A Ep H 

[roomA,dirty,dirty] suck 1 1 

[roomA,clean,dirty] right -1 0 

[roomB,clean,dirty] suck 1 1 

[roomB,clean,clean] left -1 0 

[roomA,clean,clean] suck 3 3 

[roomA,clean,clean] suck 3 6 

[roomA,clean,clean] right -1 5 

The rows one to four describe the behavior of the agent in a 
period in which the norm had not been activated and the agent 
was governed by the rules in the Permission Group. The rows 
five to six of the table (shaded) illustrate the behavior of the agent 
when the norm of the type 2 was activated (AC = True and 
EC=False). It is noticed that the agent was rewarded with three 
points per action during the period, according with the sanctions 
associated with the norm of obligation. In row 7, the norm was 
expired and the agent behavior was again governed by the 
Permission rules. These ideas can be extended to the case where 
the environment is also governed by norms of prohibition. For 
instance, consider the predicate below states that "The agent 
cannot suck the room-A from 1:00 to 5:00 a.m.": 

   norm(room(roomA), time([1,5]), prohibition(suck)). 

Table 6 highlights the episodes performed by the vacuum 
cleaner in seven interactions in the environment with both 
types of norms. 

TABLE VI.  PERFORMANCE IN A WORLD WITH NORMS OF TWO TYPES 

P A Ep H 

[roomA,dirty,dirty] right 2 2 

[roomB,dirty,dirty] suck 1 3 

[roomB,dirty,clean] left -1 2 

[roomA,dirty,clean] right 2 4 

[roomB,dirty,clean] left -1 3 

[roomA,dirty,clean] suck 3 6 

[roomA,clean,clean] right -1 5 

 

The rows one and four of the table describe the behavior of 
the agent in a period in which the norm of Type 4 was activated 
(AC = True and EC=False). In row four, simultaneously with the 
norm of prohibition, the norm of Type 2 was activated too. It is 
noticed that in both case the agent was rewarded with two points, 
according with the sanctions associated with the norm of 
prohibition, which has priority on any norm of obligation. In row 
six only the norm of Type 2 was activated and the agent was 
rewarded with three points, according with the sanctions 
associated with the norm of obligation. The four remaining rows 
illustrate the cases where the two norms had expired and the 
agent´s behavior was governed by the rules in the Permission 
Group. All rows in the table that refer to the situation in which the 
two norms were not activated, the vacuum cleaner was evaluated 
according to the performance measure adopted for the agent in 
the world without norms. 

VI. CONCLUSIONS AND FUTURE WORKS 

In this work we discuss the influence of the norm concepts 
related to the reflex agent architectures in order to improve the 
performance of the agents executing in an environment governed 
by norms. In the original conception of reflex architecture, only 
permission rules are considered. Now, in the proposed approach 
two new sets of condition-action rules are incorporated in order to 
define prohibition and obligation rules. Additionally, the logic to 
implement the behavior of the simple reflex agents is presented. 
The strategy selects the actions aiming to minimize the penalties 
and to maximize the rewards. The case study simulates the 
behavior of a simple reflex agent in a vacuum cleaner word 
governed by obligation and prohibition rules. In this simple 
scenario, the proposed approach involving the implicit definition 
of norms as condition-action rules provides a rational behavior in 
consistency with the agent architecture specifications. Future 
works include the analysis of the agent behavior for another agent 
architectures in the literature, considering the influence of norms 
in the decision making process so that the agents can understand 
their responsibilities and the responsibilities of the others. 
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Abstract—Smart Grid is a typical complex system due to the
heterogeneity of actors, economic issues and material aspects such
as information technology and power generation. Moreover, the
conflicting combination of human and artificial systems is an
important complexity factor.

In this paper, we provide a multi-agent based model for an
efficient and reliable Smart Grid implementation. Our model
combines adapted mathematical theories to obtain a more
realistic modeling of Smart Grid. It takes into account the
heterogeneity of components, links them with a generalized
proximity concept, and ensures an optimal functioning of the
whole system.

I. INTRODUCTION

A complex system is a system composed of many entities
with simultaneous local interactions. The global behavior can
not be deduced from the behavior of its components. An
efficient modeling of Smart Grid needs an interdisciplinary
approach owing to the heterogeneity of components, and also
a holistic method due to the emergence phenomenon, in order
to guaranty an optimal functioning of the global system.

In this paper, we are interested in Smart Grid modeling:
computed and optimized electricity distribution networks to
improve production and distribution of electricity. Smart grids
implement heterogeneous actors with different interests: on
one side, energy producers want to maximize their profits,
on the other consumers try to cut costs, and finally, the state
seeks to reduce carbon dioxide emissions, while optimizing
the system to satisfy all customers. In our modeling, we need
to aggregate the preferences of all stakeholders, to implement
the concepts of sharing and redistribution of energy, and finally
to ensure that the entire territory is covered in energy.

We will show that Smart Grid is a relevant example of
complex system. Then we will present the Smart Grid concept
and highlight the similarities with complex systems. After-
wards, we will propose a multi-agent based model founded on
theoretical notions including specific algorithms to take into
account specificities of Smart Grids properties. Eventually, we
will present our model and discuss the results and future work.

II. SMART GRID

Currently, Smart Grid is a fuzzy concept: it is an objective to
improve power generation and distribution that will integrate
renewable and low carbon energies in the existent power grid.
Smart Grid requires to satisfy essentials properties such as

reliability, scalability, cost effectiveness but also requires real-
time communications secure and sustainable [1]. Of course,
this system must integrate all the heterogeneous actors.

In this section, we present the different ways of producing
electricity and the relation with complex systems and net-
works.

A. Presentation of Smart Grid : from power generation to
distribution

Smart Grids are composed of an enormous number of
devices of various types, from smart meters and solar inverters
to electrical substation equipment and sensors on power lines.
Electricity can be produced by multiple processes: from the
stable production of a nuclear plant, to the storage via electric
vehicles, and integration of renewable energy which produc-
tion may depend on environmental factors. A huge distribution
and energy transport network has been created over the years
but it is not mastered nor optimized. Our goal is to make
powergrids more efficient by integrating renewable energies
and taking advantages of information and communication
technologies.

In the next paragraph, we present the notion of complex
system to highlight that Smart Grid represents a perfect
example.

B. Introduction to Complex Systems and Complex Networks

A system which consists of large populations of connected
agents (or collections of interacting elements), is said to be
complex if there exists an emergent global dynamics resulting
from the actions of its parts rather than being imposed by a
central controller. That is a self-organizing collective behavior
difficult to anticipate from the knowledge of the agents’
behavior [2].

The structure of complex systems is usually represented
as a complex network which can be classified according to
two criteria. The first concerns the categorization by scope.
The second is a theoretical classification according to the
mathematical properties of the network.

1) Network classification according to the domain: We can
classify networks into four loose categories: social networks,
information networks, technological networks and biological
networks [3].
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a) Social networks: A social network is a set of people or
groups of people with some links or interactions between them
[5], [6], [7]. It can represent friendships between individuals
[8], [9], business relationships between companies [10], [11],
etc... An epidemic disease affecting a population is also a good
example of complex social network.

Fig. 1. Epidemic among colonies of individuals.

b) Information networks: The second network category
is information networks (also sometimes called “knowledge
networks”) [3]. The classic example is the network of citations
between academic papers [12] in which the vertices are articles
and a directed edge from article A to article B indicates that
A cites B.

c) Technological networks: The third class of networks
is technological networks, man-made networks designed typ-
ically for distribution of some commodity or resource, such
as electricity or information [3]. The electric power grid and
Smart Grids are good examples.

Lots of distribution networks have been studied over the
time: airline routes [18], [13], roads [14], railways [15], [16],
pedestrian traffic [17], but also power grids and recently Smart
Grids [19], [20]. The logical structure of Internet is also a good
example with all the communication lines (optic fiber, satellite,
etc...)

d) Biological networks: The last class of complex net-
work is biological networks [21]. Lots of biological systems
can be usefully represented as networks, for example, a protein
can be modeled as a network of amino acids, which may also
be represented as networks of atoms such as carbon, nitrogen
and oxygen.

We have seen some different types of real complex networks
in the various fields, in the next paragraph we will see their
mathematical properties.

2) Theoretical classification of networks: Theoretical re-
search about network established that complex networks can
be represented with particular random graphs. A random graph
is a graph in which the edges are randomly distributed [2].
We can distinguish two types of random graph that fit with
complex system modeling : scale-free networks and small
world networks. In the case of Smart Grids, we have to deal

Fig. 2. Technological network : logical structure of Internet.

with heterogenous networks : a number of neighbors with large
variations, compared to homogeneous networks which have a
similar number of neighbors for each point. Our goal is to
recreate the French national grid by generating a network with
varying properties in term of network connectivity.

a) Scale-free: A scale-free network is a graph which
degree distribution follows a power law.

Fig. 3. Comparison between the degree distribution of scale-free networks
and random graphs.

The bell-shaped degree distribution of random graphs peaks
at the average degree and decreases fast for both smaller and
larger degrees, indicating that these graphs are statistically
homogeneous. In opposition, the degree distribution of the
scale-free network follows a power law.

Scale-free networks occur in many areas of science and
engineering, including the topology of web pages and the
power grid of the western United States [4].

b) Small-world: A small-world network is a type of
mathematical graph in which most nodes can be reached from
every other by a small number of hops or steps.

Stanley Milgram, a social psychologist at Harvard, con-
ducted a simple experiment in 1967 ([24]). He developed an
easy methodology for studying how people are linked to others
by giving a folder to a ”starting person” instructed to send it
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Fig. 4. Scale-free network.

Fig. 5. Small World networks.

to a ”target person”. If the starter does not know the target, he
send the folder to someone else among his friends, who will
have to transmit the folder again until the target is reached.
Thus Milgram could determine how closely linked any two
people are in a population. In the original study, starters in
Kansas tried to get folders to the wife of a divinity student
in Cambridge, Massachusetts, and starters in Nebraska tried
to get folders to a stockbroker in Sharon, Massachusetts. In
the Nebraska study, Milgram found five intermediaries was the
median number of links between the starter and target.

Fig. 6. Milgram Nebraska study

These properties are important issues to consider in our
modeling because the scale-free is a property which clearly
exists in the Smart grids as the distribution network follows
this property.

Our goal is to try to find the relevant theories to solve
problems of Smart Grid and to enable us to design a system
with local rules leading to a global qualitative behavior. We
will design the rules and a mathematics model to ensure
the properties globally. In the next section, we present our
theoretical model and theories used to build it.

III. MODELING

Primary, we have to distinguish models from simulation. A
model is a simplified mathematical representation of a system
at some particular point in time or space intended to promote
understanding of the real system [2]. A simulation is the
manipulation of a model in order to perceive interactions that
would not otherwise be apparent because of their separation in
time or space. A simulation should include as much detail as
possible, whereas the model should include as little as possible
to be easily generalized to other systems.[2]

Smart Grid represents a shared resource among multiple
actors (or agents), with divergent interests. A complex system
is characterized by its global behavior that is itself defined
by local behavior. It is not obvious to do this in the form of
equations, the use of multiple agents is therefore more suitable
but we will be discussing that in more detail in the next section.

A. Agent-Based modeling

A multi-agent system (MAS) is a system composed of
a set of multiple interacting intelligent entities (agents), an
environment, a set of relations between entities and a set of
operations that allows agents to perceive, produce, consume,
transform and manipulate objects. Agents are specific objects
representing the active entities of the system. Multi-agent
systems can be used to solve problems that are difficult or
impossible for an individual agent or a monolithic system to
solve. Intelligence may include some methodic, functional,
procedural or algorithmic search, find and processing ap-
proach.

The design of complex system is more realist with intelli-
gent agents interacting together, because each agent can act as
a separate mathematical model [30]. That is why agent-based
modeling is one of the most evident approach for modeling
complex system. MAS approach is used in lots of research
topics such as pollution modeling [31], social structures...

An agent is a computational entity, like a computer program,
a human or a robot, which can be viewed as perceiving and
acting by its own on the environment. Agents in a multi-agent
system have several important properties:[32]

• agents are partially autonomous: its behavior depends
partly from its experience.

• agents don’t have a full global view of the system but a
local view

• there is no central controlling agent (it’s not a monolithic
system) [33]
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Technically, a multi-agent system consists of a set of pro-
cesses occurring at the same time. The key point of multi-agent
systems lies in coordination between agents.

A MAS is said to be homogeneous if all agents are built on
the same model (an ant colony), and heterogeneous if agents
are built with different models from different hierarchical
levels (eg the organization of a company ). Concerning Smart
Grid, we will use heterogeneous MAS to model all the
different types of entities. Customers will even be modeled as
autonomous and intelligent sub-systems. This will be further
developed in this article.

One of the major benefits of MAS is to allow to study in
silico the generic problem in risk-free space, while studying
the global view of the system and setting up important
parameters. Then, we can test the impact of various parameters
in various scenari at very low-cost. Moreover, it corresponds to
the reality because every agent act in real time simultaneously
while having a possible individualized behavior.

However the only theory of multi-agent does not allow us
to solve Smart Grids systems because there are theoretical
problems. In the next section, we present in details the different
theoretical aspects we use to enrich MAS to model efficiently
Smart Grids. First, we will present Smart Grid as a complex
network structure with behaviors tied with optimization and
negotiations, so we will present game theory, a theory that
models this behavior. Negotiations are based on notions of
proximity between agents, but if we use a proximity metric
that won’t be appropriate and it will manage only one criterion,
so we will use the pretopology. It will enable us to manage
several relationships simultaneously using boolean functions,
and that will better correspond to the reality. Moreover, in
case of modification of one criterion we just have to change
the corresponding adherence function. The pretopology is then
one of the theories that brings lots of improvements to the
existent model. Finally, we will present the percolation as a
theory to validate our model. It will enable us to check if the
network is always connected i.e. in terms of energy delivery,
we can ensure that everyone is satisfied.

B. Smart Grid as a Complex Network

As seen in section 1, Smart Grid can be defined as a
complex system. However, complex system structure is rep-
resented by a complex network, which is a combination of
different graphs. Concerning Smart Grid, the complex network
represent the transport and communication network. On one
side, distribution network is the set of all power lines that
allows the energy to pass through the grid and to be distributed.
On the other side, the communication network allows agents
communication, and collects the different statistics from smart
meters.

In the case of Smart Grid, we represent the distribution
network by an undirected graph: we consider the edges to be
power lines, and the nodes to be junctions (i.e. substation,
residentials, companies, ...) where the energy can go in or
off a particular power line. Each edge has a maximum power

supply that it is able to provide. Each node is an agent with
some particular parameters (provide or consume energy, etc).

C. Game theory

In this part, we focus on game-theoretic ideas to solve the
problem of negotiations concerning electricity distribution.

Smart Grids involves heterogeneous actors with different
interests: the state, consumers, and companies are in perpetual
conflict in the economic field. This is very close to game
theory [34], [35]: it is indeed a strategic problem in which
the actions of each player will influence the others.

Game theory is a method of applied mathematics used
to study human and animal behaviors by modeling com-
peting behaviors of interacting agents. Although it was ini-
tially developed in economics to understand a large col-
lection of economic behaviors[34], the use of game theory
in the social sciences has expanded, and has been applied
to political, sociological, and psychological behaviors as
well. Applications include auctions, bargaining, fair division,
duopolies, oligopolies, social network formation, agent-based
computational economics [36], mechanism design[38], voting
systems[39], behavioral economics[40], and political economy
[37].

Game theory can be defined as the study of mathematical
models of conflict and cooperation between intelligent rational
decision-maker. It provides general techniques to analyze
situations, such as in games, where an entity’s success depends
on the choices of the other entities [35]. From our point of
view, we can see it as a model of conflicts and cooperations
between agents and the game refers to the whole Smart Grid.
Then, it will model electricity traffic patterns between the
agents.

As seen above, the negotiations are based on notions of
proximity between agents, but if we use metric distances that
won’t be appropriate and it will manage only one criterion.
Conventional topology would be too cumbersome to be im-
plemented so pretopology is one of the most relevant theories
that brings a lot of improvement to the existent model. It will
enable us to manage several relationships simultaneously using
boolean functions, and that will better represent the reality.
Moreover, in case of modification of one criterion we just
have to change the corresponding function.

D. Pretopology

The pretopology is a mathematical theory, weaker than
classical topology to express the structural transformation of
sets composed of interacting elements such as the constitution
of decisive coalition among a population, alliance phenomena,
tolerance and acceptability processes and emergence of collec-
tive behavior [25], [26]. In our case, we use pretopology to
model the concept of proximity.

Indeed, in the context of integrating renewable energy, it
is necessary to express the notion of proximity in terms of
algorithm. If we take the example of wind turbines, we do
not speak about metric proximity, but functional proximity:
the weather influences the electrical efficiency production, and
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the turbine closest from us is not necessarily the one that can
provide all the energy required!

Definition We call pseudoclosure defined on a set E, any
function a(.) from P(E) into P(E) such as:

• a(∅) = ∅
• ∀A ⊂ E,A ⊂ a(A)

Fig. 7. Pseudo-closure of A.

Definition We call interior defined on a set E, any function
i(.) from P(E) into P(E) such as:

• i(E) = E
• ∀A ⊂ E, i(A) ⊂ A

Fig. 8. Interior of A.

Definition Given, on a set E, a(.) and i(.), the couple s =
(a(.), i(.)) is called pretopological structure on E and the 3-
uple (E,a(.),i(.)) is called a pretopological space.

In pretopology, a complex network can be viewed as a
family of pretopologies on a given set E [7].

Then, we can use different pretopological spaces on the
same set to better model a phenomena. In our case, the
integration of all the parameters of the Smart Grid can be
done within a separate pretopological space for each one:
weather influence, distances, maximum power supply, etc...
By this way, an accurate setting can be done easily, quickly
and efficiently.

With the pretopology, we can enrich our model using
multivariate relationships between entities. However, the Smart
Grid is dynamic so we need a method to verify that our
model generates an overall system working properly: that
is, it distributes electricity regularly to every customer. The
percolation checks if a network is always connected so in

Fig. 9. Complex network in pretopology.

terms of energy delivery, we can ensure that all customers
are satisfied. In the next section, we present more in details
this theory.

E. Percolation theory

Percolation is a mathematical theory used for determinist
diffusion processes on a stochastic structure [27].

The theory of percolation can bring together many complex
phenomena by analyzing the behavior of phase transition in
these systems. It helps to highlight the underlying mechanisms.
The word ”percolation” comes from Latin percolatio, meaning
filtration. He referred in general to the concept of agglomera-
tion and propagation in random media partially interconnected
[29].

Physical problems such as Smart Grids are mathemati-
cally modeled as a network of points (n consumers) and
the connections (or edges) between each two neighbors may
be opened (allowing the electricity to pass through) with
probability p (connected by bonds of p random efficiency),
or closed with probability (1 − p), and we assume they are
independent. [28] So there exists a proportion (1−p) of links
that can be destroyed at random, which does not provoke
any power failure visible for consumers, nor interfere with
communication between a station and an another, as it is
still possible to go through relay stations if p is greater than
a critical value, called the percolation threshold pc. Below
the critical value pc, the probability that two stations can
communicate directly or indirectly is very low.

This mathematical model was originally developed for the
study of physical phenomena, but it had been applied in
various fields other than physics [41]. Indeed, the percolation
theory has contributed, for example, in modeling complex
systems in economics [42], marketing [43], sociology [44],
computer science [45], ecology [46], or mathematics [47].

In our case, we will determine the acceptable threshold in
order to have a proper power distribution. Eventually we will
get a tool for decision support that will help to refine variables,
change settings using modeling theories enriched by classical
mathematical theories. We aim to achieve a very effective
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model to manage Smart Grid complexity in order to control
it or enhance the performance.

IV. SIMULATION

In this section, we present an overview of our model
developed with AnyLogic.

A. Anylogic

Anylogic, a simulation software provided by XJ Technolo-
gies, is the first and only tool that brings together System
Dynamics, Process-centric (Discrete Event), and Agent Based
methods within one modeling language and one model devel-
opment environment.

The native Java environment provides multi-platform sup-
port, and models can be exported as standalone Java ap-
plications. It supports limitless extensibility including cus-
tom reusable Java code, external libraries, and external data
sources. For example, we can integer the Java library Pre-
topoLib [48] developped by Vincent Levorato and Marc Bui
to manage pretopological functions and spaces.

B. Agents and parameters

We use several types of agent in our model. We focus on
individual objects and describe their local behavior. We use a
configurable scale-free structure in order to be able to modify
some parameters and analyze the consequences of the structure
on the system dynamic.

Fig. 10. Different types of agents.

We separated the work in different modules.
We stored all real data about energy consumption and

production in an external database. Then, for each type of
agent, we implemented mathematical models to reproduce
their behavior as realistic as possible. Each type of agent has its
own power management module to reproduce its consumption
or production of electricity. Then, this module is connected
to a decision making process module, based on game theory
to compute the distribution of energy using a pretopological
proximity measure. Agents can communicate with each others
through a communication module, and are interconnected with
a scale-free transport network. The ”environment module”
enables to integrate the management of external parameters

Fig. 11. Modules for each agent.

having an influence on the system such as weather or pricing
policy.

C. Futur work

Currently, our model developed on AnyLogic is a simplified
model. We integrated the various agents presented in a scale-
free network, and the distribution of electricity is made by
calculation with pretopological distances. In a futur work, we
plan to integrate game theory in our development and to test
different scenario in order to optimize the system. Then, we
will be able to change the value of some parameters and study
their effects.

V. CONCLUSION

To conclude, we presented an efficient multi-agent based
modeling to meet the problematics of Smart Grids.

By basing our model on theories adapted to fit each issue,
our model allows to take into account the heterogeneity of
the actors that makes the Smart Grid a complex system,
and optimizes the existing network by integrating an overall
independent supervision.

In a futur work, we will be able to present more results and
will certainly adapt some points to calibrate our model at best
compared to the reality of the existing network.
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Abstract - The goal of configuring a massive, complex multi-
agent system can be viewed as a distributed search problem 
in which each agent attempts to choose a correct 
configuration.  This research presents a technique that can 
simultaneously function as the problem decomposition and 
solution aggregation components in such a distributed search 
environment.  The method is tested in a number of large 
multi-agent simulations to demonstrate its feasibility.  The 
agents in the system are shown to achieve optimal or near 
optimal configurations in significantly less time than agents 
configuring themselves individually. 
 
Keywords: Multi-agent systems, distributed search, 
emergence 
 
1 Introduction 

Distributed search is an open problem in AI research.  At 
its core, it is a problem involving efficiently decomposing or 
partitioning a problem into sub-problems and allocating those 
sub-problems to one or more computational elements.  
Ideally, these elements would then be able to explore their 
much more limited search space in parallel.  Research in 
distributed search can be broadly classified as dealing with 
one or more of the following: finding algorithms for 
appropriate decomposition of problems [1], distribution of 
sub-problems to computational elements [2], synthesizing 
results of sub-problems [3], and coordination between 
elements [4].  The research in this paper proposes a technique 
that will simultaneously handle problem decomposition and 
result synthesis.   
 

In this research, a massive multi-agent system has been 
given the goal of configuring its constituent elements (i.e., the 
individual agents) for optimal performance of the tasks 
assigned to those elements.  In this scenario, we make several 
assumptions: 

• The size of the organization is such that 
micromanagement of individual agents is infeasible. 

• The complexity of the organization and its operating 
environment is such that the desired configuration of 
the average agent is unknown. 

• Individual agents may already possess some method 
for learning. 

• In the course of performing tasks, agents will 
communicate or deal with each other, but agents are 
not required to be benevolent.  They are allowed to 
choose an appropriate configuration for themselves 
without considering the needs of other agents. 

 
2 Approach 

To facilitate the speed of the search, a key observation is 
made regarding the performance of the agents.  If all other 
factors are held constant, an agent that is more successful at 
completing its tasks will typically be better configured for the 
task than an agent that is less successful.  Therefore, when 
agents interact, the more successful agent will pass 
appropriate traits to the less successful agent.  The greater the 
relative success, the more strongly the trait is adopted or the 
more likely the trait will be adopted. 
 

Formally, agent Ai has a Sending function Fi
S: 

 
     Oj(T + 1) ← Fi

S(xi(T), ∃! x ∈{C, S}).     (1) 
 

This function sends a configuration C or success score S to 
the observation list of the receiving agent, Aj, where it can be 
processed.  Similarly, a Receiving function, Fi

R, is defined: 
 
    Oi(T + 1) ← Fi

R(Fj
S(xj(T), ∃! x ∈{C, S})).    (2) 

 
This function receives a configuration C or success score S 

from agent Aj and stores it in the observation list where it can 
be processed.  Finally, a Processing Observations function, 
Fi

P, and an Updating Configuration function, Fi
U, are defined: 

 
      Bi(T + 1) ← Fi

P(Oi(T), Bi(T)).        (3) 
      Ci(T + 1) ← Fi

U(Ci(T), Bi(T), Si).      (4) 
 

In Fi
P, agent Ai merges its list of observations with its 

beliefs to create new or updated beliefs.  Similarly, Fi
U 

utilizes agent Ai’s current configuration, its success score, and 
its beliefs, including its beliefs regarding other agents’ 
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configurations and their success scores, to determine its new 
configuration. 
 

In the BDICTL model, agents will only execute their 
intentions if there is one plan available.  When more than one 
plan is present, noting is done.  Some research (CITATION) 
proposes that this could be modified to have the agent pick a 
random plan.  We propose that the random selection could be 
more appropriately performed by the viral trait model.  To do 
so, the beliefs about the agent’s internal decision-making 
process can be modeled as traits.  To illustrate, let the 
following variables be defined: 
 

• Ei ::= set of events associated with the execution of a 
task by agent Ai 

• Ej ::= set of events associated with the execution of a 
task by agent Aj 

• Ci ::= set of configurations of Ai 
• Cj ::= set of configurations of Aj 

 
Then, the BDI formalization of the trait adoption process of 

agent Ai becomes: 
 
   BEL(( ∑succeeded(Ei) / ∑done(Ei)  

< BEL ( succeeded(Ej) / done(Ej)))  
→optional ◊ INTEND(∀ cj ∈ Cj , ∀ ej ∈ Ej   
∩ (context(cj) = context(cj)), ∀ ci ∈ Ci , ∀ ei ∈ Ei   
∩ (context(ci) = context(ci)) (does(BEL(cj))  
∧ does(¬BEL(ci) ))).               (5) 

  
This definition assumes the existence of the helper function 

context which returns the contextual component of the 
variable.  In essence, the formalization states that if Ai 
believes its average success on a particular task is less than 
what it believes Aj’s average success to be, then it has the 
option of eventually intending all planning beliefs of Cj as 
long as those beliefs have the same context as events 
associated with the task in question.  It will not take any 
belief that is not in the same context.  Additionally, Ai would 
intend to remove any existing beliefs that have the same 
context as the task.  This has the effect of adopting the 
beliefs, including potential action plans, of a perceived 
superior peer. 
 
 
3 Experimentation 

To investigate the viability of the model, a simulation was 
created to examine several environments and scenarios in 
which the agents could operate.  A screenshot of this 
simulation is shown in Figure 1.  To get a feel for the ability 
of the model to handle a variety of peer networks, three 
different network types were utilized.  These network types 
are representative of the types of networks found in natural 
and artificial systems.  Possible configurations were a grid 
network with each agent connected to its four neighbors, a 
scale-free network in which a minority of agents have the 
majority of connections [5], and a completely random 

network.  Each network was populated with 10,000 agents 
that then linked to other agents in the prescribed manner.  
These connections represented communication links between 
peer agents. 
 

The multi-agent system was tested in a sales staff scenario.  
The environment simulated a large department store where 
the agents acted as the sales staff.  The agents were given 
personality vectors containing five of a possible 100 
randomly selected personality characteristics.  These five 
parameters constituted the set of agent Ai's configurations, 
Ci.  In this simulation personality was defined as a set of 
characteristics that uniquely influence cognitions, 
motivations, and behaviors in various situations [6].  
Although there are many different theories on what 
characteristics constitute one's personality, this research 
simply assumed the characteristics are those that related to 
the ability to sale products. 
 

The agents were placed in random departments to await 
customers.  The number of customers was significantly 
greater than the number of sales agents so that a random 
"customer drought" would not influence an agent's success 
rates.  Like the sales agents, each customer was given a 
random personality vector.  Customers tended to gravitate 
towards particular departments based on their personalities 
and were programmed to be more likely to be persuaded to 
buy from an agent whose personality was likewise 
compatible.  Therefore, agents with a personality compatible 
with its assigned department were more likely to be 
successful than agents with a significantly different 
personality. 
 

The goal of the system of agents was to have each agent 
learn and utilize those personality traits that were most 
appropriate for their department.  Each agent was able to 
perceive the personalities of their peers as the other agents 
made sales.  Essentially, each agent would utilize the Sending 

Figure 1: Screenshot of simulation 
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function, FS, to transmit its current personality configuration 
after each successful transaction.  
                        5 

 Si(T + 1) ← Fi
J(Si(T ), 1 - Σ | Ccust(x) – Ci (x) | )     (6) 

                       x=1                            

 Si(T + 1) > Si(T ) →  Ox(T + 1), ∀ x ∈ Pi ← Fi
S(Ci(T )) (7) 

  
Agent Ai's performance of its job function, Fi

J, is based on 
the differences between its personality configuration Ci and 
the customer's configuration Ccust.  If its score increases, it 
will send its current configuration to the observation lists of 
all agents in its peer list, Pi. 
 

When adopting the personalities of successful peers, the 
agent has a chance to assume any of personality traits of the 
peer.  The chance of assuming a trait is based on the 
difference in the two agents’ success rates: 

 
 Randomx(1:100) ≤ (Sj – Si) → Ci

x ← Cj
x, for x = 1,2,..,5. (8) 

 
The agents within this simulation were initialized with 

random values and allowed to transfer their traits to each 
other.  When the system had converged with no more 
spreading of trait solutions, the simulation stopped, and the 
results were recorded.  Of interest was the system’s overall 
ability to spread the best solutions and the time it took to 
stabilize. 
 

Next, experiments were performed to test the ability to 
converge after the insertion of a new agent into the 
community.  A system of agents was allowed to converge, 
simulating a mature organization.  Then, an agent was moved 
from one region to another.  The time to converge and the 
final fitness of the new organization were recorded.  
 

The ability of this framework was compared to the ability 
of a duplicate mature organization that utilized individual 
search to converge.  The agents in this organization utilized a 
greedy binary search method to find appropriate 
configurations:  

 
1. Try a particular trait for a period of time 
2. After the period of time, use binary search, but 

randomly choose whether to go higher or lower 
3. Try this new trait for a period of time 
4. After the period of time, evaluate the effectiveness 

of the solution.  If worse than original, try the 
unchosen direction.  If better than original, then 
continue search.  If both higher and lower are worse 
than original, then finished.  

 
4 Results and conclusions 

As shown in Figures 2 and 3, the framework’s ability to 
stabilize at an acceptable state is quite good.  The random 
network had the most variance in convergence time and 
accuracy, but averaged to reasonable levels.  The grid’s 
performance was as expected; when the “best fit” agent was 

centrally located, it took approximately half the distance 
across the network to stabilize, while “best fit” agents in the 
corners caused propagation to take longer.  The scale-free 
network had more variation than initially anticipated since the 
distance across a scale-free network is quite short, but this 
variation can be attributed to the location of the ideal traits.  If 
the “best fit” agent is also one of the network hubs, the 
system distributes the trait very rapidly.  If the ideal trait is 
located in a peripheral agent, the transfer of the trait is slow 
until it hits a major communication artery.  
 

Both the trait-spreading and binary search methods proved 
successful at quickly acclimating the transported agent to its 
new environment, as shown in Figure 4.  However, the trait-
spreading method always succeeded in very few steps, only 
taking longer when the agent is moved to a border area where 
nearby successful peers are not actually operating in the same 
department as the transported agent.  This short stabilization 
time is due to the fact that the agent didn’t have to find a 
successful configuration through trial-and-error, but rather 
was given a successful starting point from a nearby agent.  
Additionally, the amount of time take does not depend on the 

Figure 2: Number of sims obtaining a particular final fitness 

Figure 3: Stabilization times 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 363



size of the problem space, unlike the individual-based binary 
search. 
 

Although it is not guaranteed to find the ideal solution, it 
significantly reduces the amount of work done.  It naturally 
produces subproblem boundaries in which similar agents 
require similar solutions and the aggregates the best known 
solutions.  This work could be combined with other forms of 
distributed or individualized search.  This would serve as the 
decomposition and aggregation component of such an 
amalgamation.  More research into what types of search 
would produce the best results is needed.  Additional research 
into the effects of increased parallelization is another area to 
explore. 
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Abstract— Inhabitants’ behaviour in buildings has a strong
impact on the energy consumption patterns resulting in
energy waste. The existing multi agent and centralized
energy management approaches are focused on consump-
tion optimization and load predictions without taking into
account the inhabitants’ behaviour. We argue that the con-
sumption optimization without waste reduction is difficult.
In this article we focus on the energy waste reduction
associated with the inhabitants’ behaviour. As an example
a physical model for the fridge to predict the energy waste
component and an agent based co-simulation methodology
to identify high energy consuming activities, are developed.
The proposed methodology demonstrates that based on the
co-simulation results a library of high energy consuming
activities can be built to support energy waste reduction
efforts in Smart homes. It shall result in a shift from an
energy manager towards an energy wizard to provide agents
with the information on their consumption behaviour and
alternatives to ensure the energy waste reduction.

Keywords: Multi agent simulation, behaviour, energy consump-
tion, human behaviour modelling

1. Introduction
Buildings account for 30-40% of the total primary energy

use globally [1]. The inhabitants’ behaviour has a significant
impact on energy consumption and is an important factor for
energy waste reduction [2]. We argue that the appliance con-
sumption patterns are strongly influenced by the inhabitants’
behaviour. Existing models that are used for the usage pre-
diction of appliances are mostly based on presence/absence
profiles [3]. Such profiles could be helpful for the appliances
where energy is consumed only when they are turned on,
e.g. lighting systems (active appliances). However, such
profiles are insufficient for the appliances having continuous
energy consumption e.g. fridge, freezers (cold appliances).
Widén and his colleagues proposed a scheme to predict
energy demand against different activities on both active
and cold appliances, however the cold appliances operation
was assumed unrelated to the activity patterns [4]. We argue
that these appliances offer a great challenge to model them
based on human behaviour due to the diversity of different

possible actions on them and their resulting consumption.
It will be interesting to see that how the energy waste
component resulting from actions on cold appliances impacts
the energy consumption optimization efforts in the Smart
homes. In this article we have focused on the inhabitants’
behaviour to identify high energy consuming activities with
the support of proposed physical model for our example cold
appliance « fridge ». This is done in a co-simulation platform
using Brahms (agent modeling language) and simulink. The
purpose of this co-simulation methodology is to assess the
sensitivity of inhabitants’ behaviour to the energy waste
component and identify the high energy consuming activities
to be transformed into a library for further use in the Smart
homes. It will help in developing true smart environments
as well as testing the design of new appliances models.
It will also help to design the smart energy advisors sug-
gesting human agents with the alternatives that minimize
the energy waste component. This article is divided in 5
sections. Section 2 presents the literature review, on existing
agent based approaches for energy management and the
importance of inhabitants’ actions on energy consumption.
The modeling of household behaviour with an agent based
approach is presented in section 3. The proposed physical
model for the refrigeration cycles and the co-simulation
methodology are detailed in section 4 and 5. Conclusion
and future perspectives are discussed in the section 6.

2. Background
The literature review is divided in 3 sub sections: (i) agent

based approaches for energy management, (ii) importance
of inhabitants’ actions on the energy consumption and (iii)
human behaviour representation.

2.1 Agent based energy management
Multi agent system approaches have been used in the

domain of energy management within buildings. Davidsson
and Boman proposed and implemented a multi agent system
based decentralized system to monitor and control the HVAC
system (Heating, Ventilation and Air Conditioning) and
lighting in office buildings [5]. Abras and his colleagues
proposed a home automation system made up of software
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Fig. 1: Full year fridge-freezer consumption

agents that control appliances and sources [6]. It adapts
power consumption to the available power resources. Agents
in the MavHome project [7] predict the mobility patterns and
device usage of inhabitants to satisfy the tradeoff between
cost and comfort. Liao and Barooah developed a MAS
approach to predict and simulate the occupancy at room
and zone level in commercial buildings [8]. The anticipatory
and reactive control of HVAC and lighting within smart
homes has been implemented in a MAS [9]. [10] used an
agent based control system in order to optimize the energy
usage of a simulated residential water heating system. The
above approaches do not take into account the impact of
inhabitants’ complex behaviour on the energy consumption
for appliances. We argue that humans must be considered
as active, intelligent agents for energy waste reduction in
buildings.

2.2 Importance of inhabitants’ actions on the
energy consumption

Since human behaviour strongly influences energy con-
sumption [2], an experiment has been performed on the
IRISE database in order to see how inhabitants’ behaviour
affects energy consumption1. In figure 1 the number of
people in the houses are shown on x-axis and the appliance
consumption on y-axis. It shows the results of an experiment
taking into account the number of people in each house
and the specifications for the appliance. It can be seen that
consumption does not depend solely on the number of people
in the house and the size of the fridge freezer, but also on
how the appliance is used by the people. For example, the
first oval on the left in the figure shows that a fridge freezer
with a capacity of 172l/94l in a 2-person house is consuming
even more than the fridge freezer of almost double size in
a 4-person house. The above experiment shows that human
behaviour strongly affects energy consumption.

1This dataset is part of the European Residential Monitoring to Decrease
Energy Use and Carbon Emissions (REMODECE) project. It contains
energy consumption data, for each appliance from 98 French houses,
recorded at every 10 minutes, over a one year period.

2.3 Human behaviour representation
The term "behaviour" refers to the actions or reactions

of an object, usually in relation to its environment. In the
literature, perception, cognition, memory, learning, social
and emotional behaviour and psychomotor are considered
to be the basic elements of human behaviour [11], [12],
[13]. Human behaviour has also been analyzed through
contextual factors including user, time, space, environment
and object. These authors presented a user behaviour mod-
eling approach called 5W1H for: what, when, where, who,
why and how, which they then mapped to a home context
(object, time, space, user and environment) [14]. Sempé
and Quijano implemented an agent based modeling and
simulation environment in order to study the use of electrical
appliances by inhabitants [15]. Human behaviour can range
from being very simple to very complex. The purpose here
is to capture the behaviour that not only represents a simple
presence or absence of an inhabitant in an environment but
also represents a realistic interaction of the human with
the environment. This means that the dynamic, reactive,
deliberative and social behaviour of inhabitants must also be
taken into account in order to fully understand its possible
effect on energy consumption. This will help to consider the
inhabitants as reactive, intelligent agents instead of simply
"fixed metabolic heat generators passively experiencing the
indoor environment" [16].

3. Modeling the household behaviour
with an agent based approach

A belief-desire-intention agent model of the household’s
behaviour specifically for their interaction with the fridge
is derived from an activity journal. The data was collected
by a 2-person household, husband and wife, in which they
had to specify the actions that they performed on the fridge
as well as the reasons behind those actions. This reasoning
mechanism when implemented into the agent based language
gives them the power to think and behave the way humans
do. Figure 2 shows that the agents in our model set their
beliefs based on some perception from the environment. For
example, perception of the other agents, objects, location
and time etc. The environment could be the surroundings
or the inner self for the agent. For example, in order to
have the dinner, the perception from the inner self is the
feeling of hunger, which now becomes a desire to eat.
However, this desire will not be fulfilled by the agent until
it reaches a certain threshold level and/or based on some
cognitive influence. This cognition constitutes the reasoning
mechanism that why the agent take or avoid taking some
decisions. The social norms of the family, for example, could
be one of the influencing factors on cognition. In this case,
if the threshold for hunger is reached but the other agent
has not arrived yet, based on the cognitive influence a new
threshold level will be attained. If however the threshold
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Fig. 2: Behaviour representation

level has crossed its limit, the agent will either take some
alternative or his desire will be converted to an intention
and he will achieve the goal, i.e. fulfill hunger. The actions
caused by the agent’s intentions are the planned actions, but
if there is some new perception from the environment before
he fulfilled the intention, it may lead to some unplanned
actions. For example the planned actions to fulfill the hunger
are to open the fridge, take the food out, cook it and
then eat, but the unplanned actions upon the perception of
a sudden pleasant change in the weather is to go to the
restaurant and eat there. How the actions are performed
finally constitute the behaviour of the agent. Brahms is
a descriptive language to record and simulate the causal
relations of inhabitant behaviour. The Brahms language
[13] is compatible with our requirements. It is an agent
oriented modeling/simulation environment and programming
language based on belief-desire-intention agent architecture.
It is able to represent people, things, places, behaviour of
people over time, tools and artefacts used, when and where
they are used. It also supports the communication between
co-located and distributed people to support social behaviour.
The key concepts are the workframes and thoughtframes.
Workframes are the condition-action-consequence rules that
allow agents to perform certain actions based on their beliefs
and set new beliefs about the perception of the environment.
Thoughtframes are used to trigger the reasoning behaviour
of agents, they let the agents derive new beliefs based on
existing beliefs and facts about the environment without
performing some action. The BDI based behaviour model

has been implemented in the Brahms environment. An
example is shown in figure 3 where the agent (agentAdult1)
is watching TV, he has some belief about the threshold level
of his hunger. In the figure this belief is shown with the help
of thoughtframes represented by a bulb symbol. The hunger
level gradually increases as the simulation progresses. The
agent will continue watching TV until he detects that the
hunger level has reached beyond the threshold level. This
detection mechanism is implemented using the concept of
detectables in Brahms language which are used to interrupt,
abort or continue the current activity. The first bulb symbol
after 7:49:50 pm shows a pop-up of thoughtframes changing
the agents’ belief about the perception of hunger which is
converted into the desire to eat. This desire finally becomes
his intention as there is no other constraint or belief avoiding
him from fulfilling the desire and he moves to the kitchen
to prepare food, where he interacts with the appliances
e.g. the fridge. The horizontal yellow bar just beneath the

Fig. 3: Brahms simulation output

“Open_Fridge” primitive activity is used to represent the
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interaction of agents with some appliances. A brief example
of the model presented in figure 2 is presented in section
5, where a link is established between human and appliance
behaviour.

4. Fridge simulation model
The activities of inhabitants, their presence at different

locations in the house, their control over different appliances
and objects, and their communications can be modeled in the
Brahms simulation environment. However in order to model
the appliance behaviour a physical simulator is required
which provides the information about physical aspects such
as temperature inside the fridge, compressor states etc. We
have developed our physical model as shown in figure 4.
The description of the model variables is given in table 1.

Fig. 4: Physical model for the fridge consumption cycle
modeling

In this model we have made assumptions: (i) variation in the
quantity of food inside the fridge is negligible, (ii) Rfood =
0 and food temperature inside the fridge is assumed same
as the inside temperature of the fridge. Figure 4 presents

Variable Description
Tfridge(k) inside temperature of the fridge during reac-

tive time k, ⇒ Tfridge(k) ∈ [Tmin; Tmax]
Troom(k) ambiant temperature of the room
Tnew New food temperature
Cnew MnewCp, capacity of a new food added to

fridge
Rfridge Ropen + ζ(Rclose - Ropen) resistivity for

heat exchange between inside fridge and room
Rfood resistivity to heat exchange between food and

fridge
Rnew resistivity to heat exchange between new food

and fridge
Mfood food quantity
Mnew quantity of a new food
Tset(k) set-point temperature
±σ Dead zone: +σ and -σ represent the upper and

lower limits, above and below the set point
temperature, where the compressor starts or
stops respectively

Table 1: Description of model variables

the physical model of the fridge energy consumption cycles.
The cooling power φcool is provided by the controller to
maintain the setpoint temperature of the fridge. Similarly φo
is the heating power coming from the room and affects the
inside temperature of the fridge depending on the resistance

Rfridge. φfood and φnew are the heating power coming
from the food already present in the fridge and the newly
introduced food respectively. Their affect on the fridge
temperature depends upon their heat capacity and mass as
well as the corresponding resistivity. In modeling the fridge
cycles, the heat pump is an important element, let ρ be the
performance factor of heat pump that yields Celec = ρφcool
and fridge controller is made to follow the following criteria:
i) compressor stops working when the fridge temperature
goes below the lower limit of the dead zone

Tfridge(t)− Tset(t) < −σ → ξ(t+ dt) = 0 (1)

ii) compressor starts working when the fridge temperature
goes above the upper limit of the dead zone

Tfridge(t)− Tset(t) > σ → ξ(t+ dt) = 1 (2)

iii) otherwise it follows its current state

−σ ≤ Tfridge(t)− Tset(t) ≤ σ → ξ(t+ dt) = ξ(t) (3)

cooling power at a particular instance is given by:

φcool(t) = ξ(t)φcool (4)

We have modeled three major events for the fridge as (a)
permanent mode, where the fridge operates in the normal
refrigeration cycles, (b) temporary mode when the fridge
door is opened and closed, as a result heat is exchanged
and inside temperature rises to impact the instantaneous
refrigeration cycles and (c) temporary mode when food is
introduced in the fridge.
a) The model for the permanent state or normal cycles is
proposed as under that computes the rate of change in the
fridge temperature over the simulation period:

d

dt
[Tfridge] =

[
−

1

RfridgeCfood

]
[Tfridge]+[−ρφcool

Cfood

1

RfridgeCfood

][
ξ

Troom

] (5)

The model of the permanent state (1st order) is obtained
when Tnew = Tfridge.
b) The model for the temporary mode when the fridge door
is opened and closed. It follows the model for the permanent
state with only change in the resistance of the fridge as
under:

Rfridge = Rnew + ζ(Rclose − Ropen) (6)

c) The model for the mode when new food is introduced is
proposed as under that computes the change in temperature
over time for both the fridge and the new food introduced
into the fridge:

d

dt

[
Tfridge
Tnew

]
=

[ − Rnew+Rfridge
RnewRfridgeCfood

1
RnewCfood

1
RnewCnew

− 1
RnewCnew

]
[
Tfridge
Tnew

]
+

[ − ρφcoolCfood

1
RfridgeCfood

0 0

][
ξ

Troom

] (7)

We have followed following assumptions wile modeling the
fridge: (i) Opening the door modifies Rfridge (ii) Removing
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food from fridge is assumed to have a very small impact
(except the door opening) (iii) Adding food sets a new value
to Tnew and parameters like Cnew and Rnew may be adjusted
depending on the food.

5. Co-simulation environment
Human behaviour is dynamically modeled and simulated

in a multi agent simulation environment (Brahms), as intel-
ligent agents. An agent based approach is well suited since
agents are a natural and intuitive way to model humans
and their characteristics and are a key towards implement-
ing group behaviour. Agents like humans evolve in the
environment, perceive it and act accordingly. The changes
in the environment are perceived by the agents, who then
take actions dynamically to change the state of the objects
and appliances in the building. This dynamic behaviour is
fed to the physical simulator containing the model of the
fridge using an interface developed in java. It generates
energy consumption cycles of the fridge and maintains the
setpoint temperature. Physical simulator is implemented in
Matlab and simulation results are monitored and analyzed
with Simulink. In order to perform certain activities, the

Fig. 5: Co-Simulation Platform to Find High Energy Con-
suming Activities

inhabitants change their locations, perform certain actions on
appliances e.g. opening the fridge, putting food inside etc.
As soon as these state changes happen, this information is
sent to the physical simulator, where appliance behaviour is
changed and its consumption is computed. The proposed co-
simulation platform is presented in figure 5 with 3 distinct
elements as (i) Brahms MAS, (ii) Brahms Java Interface
and (iii) physical simulator (model for the fridge). The
Brahms MAS element simulates the agent behaviour for the
fridge. The Brahms java interface establishes the connection
between Brahms and the physical model of the fridge.
This interface actually drives Brahms virtual machine and
manipulates different attributes of the occupant’s behaviour
model to be simulated by setting agents and objects attributes
and handling the starting time of the simulation. It also

keeps track of the current location of agents and of the
current values of different attributes of objects. The physical
simulator is created in Matlab/Simulink and consists of the
model of the fridge and the controllers for appliances. The
model of the fridge is defined in the Matlab function file
which uses the output of the Brahms simulation such as
opening the fridge, putting food in fridge and based on the
inside temperature of the fridge turns the refrigeration cycles
on or off. It computes the inside temperature of the fridge
to maintain the setpoint temperature.

5.1 Agent based scenario and brahms simula-
tion results

We will now consider a scenario consisting of a 2 person
house where husband and wife are modeled as agents. It
will show how the decisions taken by the agents affect the
energy consumption. Figure 6(a) shows that the husband
and wife are sitting in the living room and watching TV.
The hunger level for the wife gradually increases with time.
When it reaches beyond some threshold, she communicates
with the husband to have their meal together. The husband
usually likes to eat at restaurant if there is a beautiful weather
outside; otherwise he prefers to eat at home. In case husband
is agreed based on perception about the weather, she moves
to the kitchen, opens the fridge, takes the stuff out and
prepares the table for lunch. If however, the husband is not
agreed to eat at home, she puts the warm food, which she
had already prepared for their meal into the fridge and they
go out to restaurant. The simulation results are presented
in figure 6. The output is generated randomly based on
agents’ belief certainty. Belief certainty is the concept used
in Brahms which assigns a probability between 0 to 100
to agents’ beliefs and the facts in the environment. Beliefs
and facts with varying probabilistic values influence agents’
actions accordingly. For example, if for the communication
between the agents, the fact is that the husband doesn’t
denies to eat at home as often as he agrees to eat at home
based on his perception about the weather, there are more
chances that the wife will not put the warm food which
she had prepared for the meal into the fridge. Similarly, if
the husband is agreed to eat at home, the duration of the
activity of opening the door of the fridge and taking the stuff
out is a random value between a minimum and maximum
duration. Based on this duration, every time the wife will
open the door of the fridge for different durations resulting
in varying behaviour of the fridge. In figure 62, the horizontal
bar on the top represents the movements of agents in
different locations. Below this is the timeline, which shows
the simulation time in the agent world. The vertical bars are
used to represent the communication between agents. These
are also used to represent the broadcast activity where the

2In figure 6 wf stands for workframe, tf for thoughtframe, ca for
composite activity, pa for primitive activity, mv for move activity and cw
for communication activity.

Int'l Conf. Artificial Intelligence |  ICAI'12  | 369



a) Social agreement between agents to have meal at home

b) Social agreement between agents to eat out
Fig. 6: Simulation Results against Simulated Inhabitants’ Behaviour

a) Door opened for 100 seconds

b) Door opened for 60 seconds

c) New food introduced in the fridge
Fig. 7: Simulation Results against Simulated Inhabitants’ and appliance’s Behaviour
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agents transfer their beliefs with each other. For example
in the figure 6(b) the vertical bar coming down from agent
Wife to agent Husband at the moment when the Wife agent
moves from kitchen to living room, represents the Wife
agent’s belief which she transfers to the husband to move
to the restaurant. The bulb symbols are used to represent
the thoughtframes or beliefs of agents. Thoughtframes are
changed with the passage of the simulation time and based
on different perceptions of agents from the environment.

5.2 Co-simulation results
Figure 7 shows the actions of agents on fridge and the

resulting effect on the inside temperature and the compressor
cycles. Opening the fridge door for different durations affects
the compressor cycles accordingly. In figure 7(a) it can
be seen that the agent opened the door of the fridge for
longer period so the compressor worked longer and hence
consumed more energy than as in figure 7(b) where the
agent opened the door for fewer seconds. Similarly it can
be seen from figure 7(c) that when the agent husband has
denied having meal at house, wife put the warm food inside
the fridge. As a result, the temperature inside the fridge
increased causing the compressor to work longer than usual
to bring the temperature back to the setpoint. The fridge
states are represented by three levels 0,1 and 2 where 0 →
no action on the fridge, 1 → door is opened and closed and
2 → new food is added.

6. Conclusions and future perspectives
Until recently research has focused on active appliances

to optimize the energy consumption and reduce energy
waste, however cold appliances are not yet explored that
constitute a significant source of energy consumption in
our daily lives. It is also a fact that to model the cold
appliances energy consumption behaviour is not simple as
it follows the activity later in time and is quite complex to
predict. We believe that these cold appliances have a hidden
energy waste component that must be addressed. So, in
this article we have presented a co-simulation methodology
to demonstrate the hidden energy waste component from
actions on the cold appliances linked with the inhabitants’
behaviour. This energy waste component is further used to
classify the activities as high energy consuming activities
and shall help in building the energy advisors within Smart
homes to propose alternative actions to the human agents in
real life to ensure energy waste reduction and consumption
optimization. Our contributions are (i) a multi agent model
of human behaviour relating to energy related activities (ii)
a physical model for the fridge energy consumption (target
cold appliance), (iii) co-simulation methodology to analyze
the energy consumption behaviour of cold appliances based
on dynamically simulated inhabitants’ behaviour. We have
demonstrated by dynamically simulating the inhabitants’ be-
haviour using Brahms modeling and simulation environment

that actions on the cold appliances do have a hidden energy
waste component and can be avoided to support the efforts
for energy waste reduction and consumption optimization.
Simulation results clearly highlights that opening fridge for
long period and putting a hot food in the fridge results
in longer compressor refrigeration cycles resulting in the
energy waste. In future we shall validate our physical model
with experiments on different categories and capacities of
the fridge to develop an accurate but generic model for the
fridge (cold appliances). We propose the research community
to shift their focus towards other cold appliances to model
the energy waste component linked with the inhabitants’
behaviour.
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Abstract— The global dwelling energy management prob-
lem can be formalized as an optimization problem of energy
consumption/production. An optimal solution for the home
energy management problem is usually solved by centralized
solvers. The solver gets the totality of the thermal model
of the dwelling but also each appliance composing the
system. Nevertheless, this centralized resolution has some
limits due to some particular appliances. For example:
the appliances with a non-sharable model because of the
manufacturer, the appliances that need some precisions that
cannot be included in their standard representation used by
the solver, the appliances which require specific solvers and
the appliances which possess a heuristics solving rules. This
work proposes to combine the centralized solving approach
for energy management problem in dwellings with a multi-
agent solving system. The multi agent system provides the
possibility of integrating specific models in the global solving
of the problem. The proposed system is a mixed central-
ized/decentralized approach for the solving of global energy
management problem.

Keywords: Multi-agent systems, Energy Management in
dwellings, Optimization, Home automation system, Mixed integer
linear programming.

1. Introduction
Reducing housing energy costs is a major challenge of

the 21st century. In the near future, the main issue for
building construction is the thermal insulation, but in the
longer term, the issues are those of "renewable energy"
(solar, wind, etc) and "smart buildings". Home automation
system basically consists of household appliances linked via
a communication network allowing interactions for control
purposes [1]. Thanks to this network, a load management
mechanism can be carried out: it is called distributed control
in [2]. Load management makes it possible for inhabitants
to adjust power consumption according to expected comfort,
energy price variation and CO2 equivalent emissions. A
home energy management system is able to determine the
best energy assignment plan and a good compromise be-
tween energy production and energy consumption [3]. In this
study, energy is restricted to the electricity consumption and
production. [4], [3] present a three-layer (anticipative layer,

reactive layer and device layer) household energy control
system. This system is both able to satisfy the maximum
available electrical power constraint and to maximize a ratio
between user satisfaction and cost. The objective of the
anticipative layer explained in [5] is to compute plans for
production and consumption of services.

Uniqueness of housing systems involves a set of new
issues in control system science: it is necessary to develop
new tools [6], [7], [8] and algorithms [9], [10] for globally
optimized power management of the home appliances, able
to anticipate difficult situations and to take into account the
actual housing system state and the occupant expectations.

The approaches solving the energy management problem
in living places can be split into two groups:
• The approaches solving large dimension optimization

problems. It has been tackled using a mixed integer lin-
ear programming approach that can manage thousands
of binary and continuous variables in [9], [10], [11].
Ways of transforming an energy management problem
into a MILP, which is a regular problem, have been
shown. These approaches are noted "centralized solving
approach of the energy management problem" due to
the use of a central MILP solver that contains the
general mathematical formulation of the problem. The
global solution of the problem is then computed locally
in this solver.

• The approaches solving singular problems and propos-
ing "distributed solving of energy management prob-
lem". Multi-agent approaches have been used to man-
age services that can only be modeled by nonlinear
equations [12], [6], [7], [13], [8].

The multi-agent approaches have some advantages but
cannot ensure an optimal solution of the energy manage-
ment problem contrary to the centralized approaches. The
centralized ones have also some limits due to requirements
on models. For example, the appliances with a non-sharable
model, the appliances that need some precisions that cannot
be included in a linear model (as a washing machine with a
lot of perturbations and/or particular actions), the appliances
which need non-linear optimization, and the appliances
which possess heuristics solving rules.

This work proposes to solve the energy management
problem by combining centralized and distributed solving
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approaches. This approach is noted mixed solving of the
energy management problem.

The organization of the paper is as follows, firstly, the
problem is presented and the need of a mixed solving
approach is discussed in details (section 2) followed by
the principle of mixed solving approach (section 3). The
implementation of the approach is presented in (section 4).
Finally the conclusion is drawn in (section 5).

2. Problem description
In this paper, energy is restricted to electricity consump-

tion and production. Each electrical activity is represented
by an amount of consumed/produced electrical power; it
is called service and can be supported by one or several
appliances.

Housing with appliances aims at providing comfort to
inhabitants thanks to services which can be decomposed
into three kinds: the end-user services that produce directly
comfort to inhabitants, the intermediate services that manage
energy storage and the support services that produce electri-
cal power to intermediate and end-user services. Support ser-
vices deal with electric power supplying thanks to conversion
from primary energy to electricity. Fuel cells based genera-
tors, photovoltaic power suppliers, grid power suppliers such
as EDF in France, belong to this class. Intermediate services
are generally achieved by electrochemical batteries. Among
the end-user services, well-known services such as clothe
washing, water heating, specific room heating, cooking in
ovens and lighting can be found.

A service with index i, denoted as SRVi, transforms
energy in order to meet a user’s need via one or several
appliances. A service is qualified as permanent if its energy
consumption/production covers the whole time range of the
energy assignment plan such as heating service, otherwise,
the service is referred to as a temporary service such as
cooking or washing service.

A temporary service is characterized by the duration and
desired end time of the operation. The flexibility of this
service comes from the possibility of shifting its operating
time, i.e. bringing it forward or delaying the service.

A permanent service is characterized by a quantity of
energy consumed or produced. The flexibility of this service
comes from the possibility of modifying the energy quanti-
ties consumed/produced throughout all the periods (decrease
or increase in energy consumption or production at a given
time).

An important issue in Home Automation problems is the
uncertainties that have to be taken into account. For instance,
solar radiation, outdoor temperature or services requested
by inhabitants are not exactly known. In order to solve this
issue, a three-layer architecture is proposed in this paper: a
local layer, a reactive layer and an anticipative layer.

The anticipative layer is responsible for scheduling end-
user and support services taking into account predicted

events and costs in order to avoid, as much as possible,
the use of the reactive layer. Various forecasted information
about future user requests and available power resources and
costs are needed to compute anticipative plans. This layer
has slow dynamics and includes predictive models. Let us
assume a given time range for anticipating the energy needs
(typically 24 hours). The sampling period of the anticipative
layer is denoted 4. The reactive layer aims at adapting the
anticipative plans to the actual requests and environmental
conditions.

The formulation of the energy management problem con-
tains both behavioral models with discrete and continuous
variables, differential equation and quality models with non-
linearities such as in the PMV model. In order to get mixed
linear programs which can be solved by well known efficient
solvers, transformations of the previous equations have to be
done. The problem is then solved by a centralized solver. The
solver takes the models of different services, constructs the
problem, and provides the solution.

This centralized solving problem has some limits:
• the appliances having a model non-shared by manu-

facturers: usually, manufacturers keep their appliances
models. From the centralized solver point of view, the
model of these appliances cannot be included in the
problem solving. The solver can only take into account
an unsupervised service reducing accuracy.

• the appliances that need some precision and cannot
be included as linear model. For example, a washing
machine, more precision is expected in the control like
water temperature set-points, length of some phases,...
These fine controls cannot be included in a general
linear model.

• the appliances having a non-linear model: for example,
a heat pump is modeled by a non-linear model de-
pendant of the outdoor temperature. The local problem
solving can be done by using a non-linear optimization
method such as Nelder Mead or SQP. These categories
gather appliances with non-linear model and appliances
that can be managed by specific solvers.

• the appliances that are managed by user-defined specific
heuristic rules: These appliances have some "behav-
ioral rules". For example, positions of shutters can be
programmed with rules defined by inhabitants. This is
the case of "end user programming". In this case, the
behavioral rules provide the solution without the need
of any optimization. The solver must take into account
the chosen solution in the global problem solving.

The following section presents the solution proposed to
integrate these types of appliances in the global solving of
the problem.

3. Principle of mixed solving approach
The system consists of three main parts (Figure 1):
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The solver

Global solution Agent service 
solution

regular service 
solution

Agents Regular services 

if
else

Regular services consumption Global energy consumption Agent services consumption 

Fig. 1: Global architecture of the mixed solving system

• The regular services:consist of the appliances having
a linear model and can be integrated directly into the
energy management problem.

• The agents:consist of the services that do not have a
linear model and should communicate with the solver
to give their energetic profiles. The steps of the solving
process and the protocol of communication are pre-
sented in the following parts.

• The solver consists of a regular solver with the ability
to communicate with agents. The solver integrates
the information sent by the agent’s local solvers with
regular service models in order to generate a global
problem to solve.

There is only one communication needed between this
regular services and the solver. At the beginning of the
solving process, the solver receive the linear model from the
regular services. The models are used all along the solving
process.

In the case of agents, some communications are needed.
Each exchange between the agents and the solver is con-
sidered as a step in the solving process. In each step, an
intermediate problem is created by the solver then computed.
The solver decides which information is needed to be sent to
the agents in the next step. The agent takes into account the
information sent by the solver and sends energetic profiles.
The solving process is presented in the following in three
parts:
• The progress of the problem solving during one solving

step.
• The solver’s behavior during the solving process.
• The agent’s behavior during the solving process.

3.1 One step solving
Figure 2 presents the information exchanged between the

solver and the regular services and the agent services during
the first step in the solving process.

Solver Agent 
services

Regular 
services

Fig. 2: Solving process during one step

First, the solver receives the linear models of the regular
service. This operation is the initialization of the problem.
Once initialization is done, the solver computes the relevance
indicator. It is an indicator with the purpose to direct the
local solving problem in the agent. When this indicator is
computed, it will be sent to all agents.

The agents don’t have any information about the envi-
ronment but they have the ability to solve their own local
problem. When agents receive the relevance indicator, they
compute their solutions taking into account this indicator
serving as information about their environment. They obtain
several solutions, which are called energetic profiles. It is
the consumption for the concerned agent for each period of
the optimization horizon. All theses profiles are sent back
to the solver. The solver includes them in the problem To
be solved at this step. Then the global problem with all the
services is solved at this step.

After the first step, the solver begins a new step by
computing the relevance indicator. The relevance indicator is
computed taking into account the received energetic profiles
sent by the agents in order to improve the global solution
each step in the solving process.

3.2 Solver’s role
The solver has two tasks to do in each step. In order to

formulate these tasks, we introduce some notations:
- k is the index of anticipative period
- S is the set of services
- SL is the set of regular services
- SD is the set of agent services
- S is a service included in S
- Emaxk is the available energy during the period k before

any optimisation
- Ek(S) is the consumed energy by the regular service
S ∈ SL during the period k

- Ek(S, i,Pk) is the consumed energy by the agent
service S ∈ DL during the period k for the ie profile
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- Ck is the cost of energy during the period k
- υ(S) is the characteristic of inhabitant request for the

service S
- D(υ(S)) is the dissatisfaction of the regular service
S ∈ SL

- D(υ(S), i,Pk) is the dissatisfaction of the agent service
S ∈ SD for the ie profile

- Pk,∀k is the relevance indicator for the current step of
resolution

a) Optimisation problem: Each step, the solver computes
a linear problem to find a solution. The regular services
models are represented in [14]. This problem is extended by
including agent services. Some equations are added to take
into account the agent services. A new set of variable for
each agent service is introduced (see equation 1). ζi(S) is a
binary variable whose value is 1 if the profile i of the agent
service S is chosen by the solver, 0 otherwise.Combined
with equation 2, ensure the solver to keep only one profile
for each agent service in the solution.

ζi(S) ∈{0, 1},∀i (1)∑
i

ζi(S) =1 (2)

The criterion to minimise is modified and becomes a two
parts criterion (3).

Jiter =
∑
S∈SL

(∑
k

CkEk(S, θ(S)) + λ×D(υ(S, θ(S)))

)
+

∑
S∈SD

∑
i

ζi

(∑
k

CkEk(S, i,Pk) + λ×D(υ(S), i,Pk)

)
(3)

There are two different parts in this criterion, one part
concerning regular services and one part for agent services.
They are designed on the same scheme to have an a
standardized criterion. This scheme split into two influences:
• The influence on the cost: the global energy cost must

be minimized.
• The influence on the inhabitants: the dissatisfaction of

the inhabitants must be minimized.
Those influences can be found in both regular services

part and agent services part. But there is a fundamental
difference between these two parts, and it is symbolized
by the sum on the index i in the agent services part. The
solver keep only one profile for each service agents. For
each profile, the solver receives one consumption plan and
an associated dissatisfaction. The sum in the criterion with
binary variables forces to keep only one profile per agent
for the minimisation.

The solver

Agent service 2
Agent service 1 Regular service
Available energy

Solution 1 Solution n

Fig. 3: Solution found by the solver

Figure 3 shows the complexity of the problem to be
solved at each step. Each service agent provides n profiles,
if there are m singular services, then there are nm different
solutions. But the solver has to minimise the criterion to
keep one.

b) Relevance indicator: The relevance indicator is com-
puted during each solving step to direct the local solving
process of service agents for the next step. After the solving
step j, the relevance indicator is computed with the equation
4. The purpose of this approach is to share the information
about the energy consumption and price between solver and
service agents. The service agents integrate the received in-
formation in their local solving process of the step j+1. This
indicator is high when the consumed energy is important
or/and when the energy is expensive. This rules aim to obtain
a better solution that minimize Jiter in the step j+1. During
the first step, the consumption of the agent services is null.

Pjk =
1 + Emaxk

1 + Emaxk −
∑
S∈SL E

j∗
i (S)

Ck (4)

3.3 Role of the agents
An agent is dedicated to a specific entity whose behavioral

model cannot be linearized and then taken into account
directly by the solver. In this part, the algorithm used by
agents are explained using an example of washing machine
service agent.

The washing machine service agent has its internal state
model. The states are shown by figure 4. They consist in:
• some behavioral states like heating, prewash, washing

and spin-drying.
• two states representing the begining and the end of the

service
• some states denoted wait i represent the waiting time

between behavioral states
• some states modeling the interuption whithin each state,

denoted interupted state
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The normal behavior of the washing machine service is
given by the state sequence scenario [start, heating, prewash,
washing, spy-drying, end]. The other states are only visited
when the service agent tries to find some neighbouring
profiles in order to respond to some criteria sent by the
solver.

Each visit to an interrupted state has a fixed time period
τinterrupted. It is possible to visit the interrupted state more
than once in order to increase the interruption time in a state.
For example, in the state sequence scenario [start, heating,
interupted heating, heating, interrupted heating, prewash,
washing, spy-drying, end], the time spent in the interupted
heating state is 2 ∗ τinterruption.

A behavioral profile is the state sequence scenario with the
date of each state visit. The behavioral profile is caracterized
by:
• the starting time of the service
• the number of visits to each interrupted state and the

number of visits for each wait i state
• the date of each visit to interrupted states and wait i

states.
These characteristics are denoted in the following pa-

rameters of behavioral profile. It is interesting to note that
a behavioral profile is computed in order to be converted
into an energetic profile. The energetic profile consists on
the energy consumed by the service in each period of the
anticipative horizon. The energetic profile is then sent to the
solver.

The Agent satisfaction is computed according to the
energetic profile. The satisfaction depends on the number of
visited interupted states and also on the effective ending time
regarding its expected value for the occupants. The increase
in the number of interruptions affects the agent satisfaction.

3.3.1 Agent solving algorithm
The agent solving algorithm is presented in figure 5.
Firstly, the agent receives the relevance indicator. The

relevance indicator consists of information about the penal-
isation and the energy price during the anticipative horizon.
The agent receives also the choosen energetical profile at
step j.

The first step in the algorithm is to normalize the values
of relevance indicators (5). The goal of this step is to
obtain RIk(normalized) that can be used in the computation
of CAk, the agent coefficient. It is composed both on
the information received from the solver and on the local
satisfaction computed by the agent.

RIk(normalized) = RIk/Max(RIk) (5)

The second step consists on the computation of the agent
coefficient CAk. The CAk merges the information about the
prenalization, the energy price and the agent disatisfaction
denoted Ik (6).

CAk = RIk + λ ∗ Ik (6)

In order to generate an enegertic profile, the first step
is to compute the behavioral profil. The parameters of the
behavioral profile are listed above. The first one in the
starting time of the service. We begin by finding the best
intervals over 6 periods in the 24 hour horizon according to
the values CAk. For each interval j we compute Xj (7).

Xj = (
∑

k∈[j,j+6]

CAk)/6 (7)

We denote Xjmin
the minimum of the list Xj .

Then we try to find the intervals having no significant
difference with Xjmin

. We denote Lmin, the list:

Lmin = {k/1− (Xjmin/Xk) < 0.1} (8)

The interval χ with the maximum variance in Lmin is
chosen for the optimization. The starting time of the service
corresponds to the starting time of the chosen interval χ.

The parameters of the optimization are presented in figure
6 where NSi is the number of interuptions in the state Si.
WSi is a value to select the time for interruption within the
state.

A branch and bound optimization is achieved on this
parameter (Figure 7) within the chosen interval χ. Each
agent solves the optimization problem with this function.
It represents the minization of the energetic cost and dis-
satisfaction from a local point of view. The function to be
minimized 9 is similar to the one presented for the solver.

minθj+1Jk+1 =
∑

Ek(θ
j+1)PjkT

j
k + λDi(θ

j+1)) (9)

θj+1 represents the parameters of the user that define the
usage conditions. The function is composed of two parts:
the first one is the influence of the energetic cost and the
second one is the influence of the satisfaction of the agent.

The results of this optimisation is a list of parameters
required to generate the behavioral profile (parameters of
behavioral profile). Then, the energetic profile can be com-
puted and sent to the solver to be integrated in the global
problem solving.

4. Implementation
The implemented system consists of five components

(figure 8):
• the classical regular solver used in [14]
• the solver that solves global problem composed from

regular problem and agent problems
• the broker agent is a communication component that

receives all the local problems from service agents
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Fig. 4: State model of the washing machineservice agent

Fig. 5: Solving algorithm in the agent
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Start 
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Fig. 6: Parameters of a profile

NS1

NS2

NS3

NS4

NSn

Fig. 7: Optimization using branch and bound

and construct one global service agent problem. This
problem is sent then to the global solver. The broker
receives also the relevance indicator from the solver and
dispatches the information to service agents

• the service agent with the capabilities to solve a local
problem.

The system is tested by using two service agents and some
regular services. Figure 9 presents simulation results.

5. Conclusion
In this paper, the energy management problem is solved by

combining centralized and multi-agent solving approaches.
The multi agent system added to the MILP solver provides
the possibility of integrating singular, i.e. not MILP, appli-
ance models in the global energy management problem to
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Fig. 8: The composant of the mixet solving system

Fig. 9: Anticipating regular and service agents

be solved. The proposed approach has been implemented
and tested. Conversely to centralized solution, the solution
resulting from a mixed approach is not garanteed optimal
solution. The number of steps used in the solving process af-
fects the resulting solution. The algorithm used in the solver
to generate the relevance indicator affects also the global
solution. Genetic algorithms can be studied and introduced
at this stage in order to improve the global solution.
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Abstract – The coupling of intelligent agents with learning resources 

create an important synergy with improved persistence as an outcome. 
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1.0 Introduction 

 

The goal of the work presented in this paper is to offer possible 

methods to advance the study of intelligent student resources.  The 

use of intelligent agents in e-commerce was designed to facilitate 

transactions for the buyers as well as sellers.  It has been proposed 

that intelligent agents can assist with this process.  Can intelligent 

agents choose learning resources in furtherance of intelligent 

learning technologies? The synergistic possibilities offer advances in 

learning around the globe. 

 

2.0 Literature Review 
 

2.1 Intelligent Agents 

 

Intelligent agents have grown from little known computer programming 

into a wide variety of agents with multiple characteristics and 

competencies.  Intelligent agents have advanced to even achieve a 

competitive advantage in the business world. Intelligent agents, like 

humans, have differing levels of intelligence. At the lowest level, 

agents merely carry out user assigned tasks. More intelligent agents 

can perform repetitive tasks and even monitor activity and report 

results. This last level refers to a semi-intelligent agent. A truly 

intelligent agent, at the highest level, can maintain user profiles, 

update the profile based on user actions, and even anticipate a users’ 

action and learn from an error [3][6].  

 

2.2 Intelligent Agents and Students 

 

Studies of intelligent agent use demonstrate that agents can work in 

tandem to achieve a common task [1]. Original work with agents dealt 

with simple negotiation systems in a business-to-business or business-

to-consumer e-commerce environment. Agents negotiated for simple goods 

or services. The ability to negotiate the acquisition of specialized 

goods or services will require more advanced systems. Advanced agent 

systems are under development with promising possibilities. Agents 

have also developed into the consumer-to-consumer e-commerce 

environment [4][5]. This level of sophistication will enable students 

to progress through higher levels of learning by accessing resources 

as necessary. 
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Intelligent agents enable people to maintain contact with the business 

world while at the same time releasing an individual from social 

interaction [7]. One study showed that people would rather deal with 

an intelligent agent than a human when conducting business online [9]. 

Students that are shy tend to engage online learning more fully when 

not overshadowed by gregarious classmates [2][8].  

 

2.3 Freshman Success 

 

Less than 60 percent of college freshmen graduate from the college 

they first entered [10]. There are several factors that mix and match 

in this failure. An important factor is the availability of resources 

to bolster weak areas. Many students discover that they left high 

school unprepared for college-level math and/or writing. Modern 

students are normally computer savvy from hours spent playing digital 

games. Many students interact with “online friends” separate from 

other relationships. 

 

3.0 Synergy 

 

The synergistic possibility of student needs and intelligent agent 

technologies is promising. In an e-commerce environment, a prospective 

buyer from one part of the world contacts a seller or seller’s agent. 

In an education environment, a student will access a needed resource 

regardless of venue. The intelligent agent systems developed today 

will allow agents to discover the learning resource in the required 

language in a manner similar to addressing different desires for size, 

color, or financing options in the e-commerce space.  

 

The combination of intelligent agents with other web intelligences has 

been proposed. The opportunity to deal with complex real-world 

education problems is the key. These new solutions will make money, 

satisfy students, and give educational businesses a competitive 

advantage [11].  When mobile marketing adopts this technology, 

products will be offered to students in their preferred language [7]. 

The ultimate purpose is for agents to anticipate the need for language 

appropriate learning resources and attained preparedness to meet the 

need [11]. 

 

 

4.0 Summary 
 

The elements needed to combine intelligent agents with educational 

resources are in development. The combination opens a world of 

possibilities to enhance university retention and ultimately 

graduation rates. The opportunity for competitive advantage in 

educational venues is ripe as those that move first will reap the 

first benefits. 
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Abstract - Sequentiality and reactivity are features that have 
been deemed important for cognitive architectures[1]and 
recent emphasis has been put by the community on their 
development in cognitive architectures. However, the 
cooperation and competition dynamic between reactivity and 
sequentiality remains an open issue in the domain [2]. In this 
paper, we present a three level cognitive architecture for the 
simulation of human behaviour based on Stanovich’s 
Tripartite Framework [3], which provides an explanation of 
how reflective and adaptive human behaviour emerges from 
the interaction of three distinct cognitive levels. We use two 
classical psychological tasks to study the 
reactivity/sequentiality dynamic in our architecture. These 
show that the two features collaborate in interesting and 
psychologically plausible ways. 
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1 Introduction 
  A cognitive architecture is “the overall, essential 
structure and process of a domain-generic computational 
cognitive model, used for a broad, multiple-level, multiple 
domain analysis of cognition of behaviour” [1] (p.4). 
Psychologists and other cognitive scientists can use these 
architectures to study the mechanisms responsible for 
observed behaviour, and engineers can employ them to 
endow their systems with cognitive (e.g. decision-making) 
capacities. Theoretical studies of cognitive architectures [1,3, 
4] have identified many general features that architectures 
should have if they are to efficiently play these roles. Two 
such features, reactivity and sequentiality [1], have proven 
difficult to integrate in well-unified cognitive architectures, 
and, emphasis has recently been put on the development of 
these features (especially in the guise of reactive abilities and 
of reflective/deliberative). It is difficult to integrate reactivity 
and sequentiality because the two features appear to be 
functionally incompatible: designs that favour one almost 
inevitably hinder the other. As a result, integration of reactive 
and sequential processing remains a challenge in the domain 
[2]. In this paper, we address the challenge by introducing a 
new architecture, one that implements Stanovich’s [3] 
Tripartite Framework: a framework that aims to explain how 

reflective (characterized by sequentiality) and adaptive 
(characterized by reactivity) human behaviour emerges from 
the interaction of three distinct cognitive levels 
(autonomous/reactive, algorithmic/cognitive control, and 
reflective). To demonstrate the flexible and coherent 
behaviour of the resulting architecture, we study its 
performance on two classical psychological tasks: the Stroop 
task, which requires perceptual attention and cognitive 
control, and the Wisconsin card sorting task, which requires 
cognitive flexibility and efficient collaboration between the 
reactive and sequential elements of the architecture.  

2 Related Work 
  
2.1 Cognitive architectures 
 Although there are now a variety of cognitive 
architectures (see for a review [3]), we chose here to focus on 
three of the most widely used: ACT-R, SOAR, CLARION 
[1]. 
 
ACT-R (Adaptive Components of Thought-Rational) [5] is a 
cognitive architecture whose development is oriented towards 
the understanding of human cognition. ACT-R’s components 
are a set of perceptual-motor modules, memory modules, 
buffers, and a pattern matcher module, which finds 
productions that match the current state of the buffers. There 
are two types of memory modules in ACT-R: declarative 
memory and procedural memory, consisting of chunks or 
production (for the procedural memory) and associated sub-
symbolic values (connectionist hybridism). A long-term 
memory of production rules coordinates the processing of the 
modules. Each module has a chunk holding a relational 
declarative structure. Each chunk has a set of sub-symbolic 
parameters reflecting its past activity and influencing its 
future retrieval from long-term memory. Adaptation in ACT-
R occurs thanks to a top-down learning approach. ACT-R has 
been used to simulate a large number of cognitive phenomena 
but has seldom been used for the simulation of extended 
metacognitive processes. Further effort has been put into 
implementing a unified theory of cognition, perception, and 
action by integrating perceptual and motor modules working 
in parallel with cognition; however, cooperation between 
these modules is limited since their content (perceptual, 
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motor, declarative memory) is still processed using distinct 
buffers.   

SOAR (State, Operator And Result) [4] is also a rule-based 
cognitive architecture aimed at the modelization of general 
intelligence. Knowledge is in the form of production rules, 
arranged in terms of operators acting in the problem space 
(set of states representing the task). Operators provide the 
system with adaptation since they can externally as well as 
internally modify the system’s state. The primary learning 
mechanism is chunking, which allows the extraction of rules 
from problem solving traces. A basic processing cycle 
repeatedly selects, and applies operators, achieving one 
decision at a time. In SOAR, different types of learning are 
applied to different types of knowledge: reinforcement 
learning to adjust preference values, episodic learning to keep 
track of the system’s evolution, semantic learning for 
declarative knowledge. SOAR is able to perform high-level 
reasoning task (planning, problem solving …). 
 
As opposed to ACT-R and SOAR, CLARION requires less a 
priori knowledge. CLARION (Connectionist Learning 
Adaptive Rule Induction ON-line) [6] is a hybrid architecture 
with explicit (symbolic) and implicit (sub-symbolic) 
processes. CLARION is made of four memory modules, with 
dual explicit–implicit representation: action-centered 
subsystem, non-action-centered subsystem, motivational 
subsystem, and metacognitive subsystem. Action and non-
action centered knowledge are stored in implicit form (using 
neural networks) and in explicit form (using symbolic 
production rules). Two types of learning support the team 
work of implicit and explicit processes : bottom-up 
learning (reinforcement learning methods are used to acquire 
implicit knowledge, the resulting knowledge is used to 
modify explicit knowledge at the top level through bottom-up 
learning mechanism ), and top-down learning (extracting 
knowledge by observing actions guided by these rules). As in 
dual-process theories of mind, two levels (a meta-cognitive 
subsystem and a motivational subsystem) cooperate to 
produce behaviour by combining the action recommendations 
from the two levels or combining bottom-up and top-down 
learning. CLARION has often been used for the simulation of 
higher level cognitive phenomena. . However, CLARION’s 
sensory-motor modules are not as developed as one would 
wish. 

The architectures presented above exhibit many of the 
desiderata [1] for cognitive architectures, but none support all 
of them, often because of the theoretical orientation took as 
foundation (strong symbolism in ACT-R, high modularity in 
CLARION). Several issues for further research were thus 
identified; here we highlight specifically two of them [2]: 
(1) Effectors and perceptual attention: the need for ”expanded 
frameworks that manage an agent’s resources to selectively 
focus its perceptual attention, its effectors, and the tasks it 
pursues” [2]. In SOAR and ACT-R, perceptual systems are 
isolated channels providing the information from the 
environment to the Working memory of the system, but their 

activity is not regulated by the Working memory, like the 
activity of other productions. Also, in SOAR, perceptual cues 
match on separate perceptual working memory elements that 
are independent of context (matched by the other 
productions). As we will see below, perceptual information 
processing in our architecture depends on the current task and 
the context (environment and long term memory of the 
system). (2) Combination of deliberative problem solving 
with reactive control: the need for architectures that can 
combine deliberative problem solving with reactive control 
by changing their location on the deliberative vs. reactive 
behaviour spectrum dynamically based on their situation. 
CLARION, as well as other architectures (see CogAff, 
Sloman [7]), has chosen to address this problem by using a 
dual-process theory of mind [1]. It is this duality that allows 
CLARION to achieve high level reasoning; however, strong 
modularity prevents the system from really achieving strong 
reactive/dynamic processing. In our architecture, thanks to the 
unified cognitive model we chose, we are able to preserve 
dynamic processing while maintaining a robust (reflective) 
behaviour. In this paper, to design an architecture that meets 
the duality challenge with a clear answer to the interface 
problem, we have modeled our system after Stanovich’s 
Tripartite Framework [3]. We chose this model, precisely 
because it provides a good account of dynamic of duality 
(sequentiality/rule-following and reactivity/dynamicity) in 
human cognition. 

2.2 Cognitive Model 
 We base our cognitive architecture on Stanovich’s 
tripartite framework [3]. This allows us a complete model of 
the cognitive mind, from automatic and implicit processes to 
explicit processes involving control (attention and executive 
functions) to more abstract planning and reasoning. 
Stanovich’s tripartite framework belongs to the “dual-process 
theories” family of cognitive models, where cognition is 
characterized by the opposition (duality) between two types 
of processes or systems [8]. We will follow the latter usage, 
which often dubs the dual systems “System 1” (fast and 
automatic reasoning) and “System 2” (abstract and 
hypothetical reasoning). Stanovich’s System 1, which he calls 
the “Autonomous Mind,” includes instinctive behaviours, 
over-learned process, domain-specific knowledge, emotional 
regulation and implicit learning. His tripartite framework 
differs from other dual-process theories in its description of 
System 2. He divides processes usually ascribed to System 2 
in two classes of processes, respectively called the 
“Algorithmic Mind,” responsible for cognitive control, and 
the “Reflective Mind,” responsible for deliberative processes. 
The Algorithmic Mind acts upon information provided by the 
Autonomous Mind thanks to two sets of pre-attentive 
processes (perceptual processes and “processes which access 
memories and retrieve memories and beliefs” – [9] (p 43), 
both of which supply content to Working Memory. The 
Algorithmic Mind  is the locus of three processes, each 
initiated by the Reflective Mind: (1) inhibition of 
Autonomous Mind processes, (2) cognitive simulation 
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(decoupling), and (3) serial associative cognition. 
Performance of these processes leads to an activation of the 
anterior cingulate cortex (ACC). Decoupling, which seems to 
be supported by the dorsolateral prefrontal cortex (DLPFC) 
[3], consist in the creation of temporary models of the world, 
where different alternative scenarios can be tested. The 
temporary models created through decoupling do not affect 
the system’s current representation of the world but the 
decoupling process, however, has a cognitive cost: it is 
difficult for the Algorithmic Mind to perform other processes 
while decoupling takes place. Decoupling does not occur in 
every situation where it would be useful, and when it does 
occur, it is sometimes incomplete. In these cases, subjects 
simply apply simple models (rules) that appear appropriate 
for the situation. Serial associative cognition supports the 
implementation of these simple models. The simple model 
chosen does not in general provide the best solution in a given 
situation: a better solution could have been found through 
decoupling, but the cognitive load of decoupling is higher 
than that of serial associative cognition and thus subjects will 
often satisfy themselves with less optimal but cognitively 
easier solution provided by serial association. Operations 
supported by the Reflective Mind define the subject’s 
cognitive style. The Reflective Mind performs three 
processes: (1) initiation of inhibition of Autonomous Mind 
processes by the Algorithmic Mind (i.e., it tells the 
Algorithmic Mind: “Inhibit this Autonomous Mind process”) 
and (2) initiation of decoupling in the Algorithmic Mind (i.e., 
it tells the Algorithmic Mind: “Start Decoupling”) and (3) 
interruption of serial cognition, either by sending a new 
sequence to the Algorithmic Mind or by initiating a full 
simulation of the situation through decoupling. According to 
Stanovich, the division of human cognition into three sets of 
processes, instead of the traditional two of dual-process 
theories, provides a better account of individual cognitive 
differences. Individual differences with regard Algorithmic 
Mind processes are linked to cognitive abilities and fluid 
intelligence, while Reflective Mind differences are observed 
in critical thinking skills. We chose the tripartite model 
Stanovich, precisely because it provides a good account of the 
diversity in human behaviour. 

3 Architecture 
 Our architecture is implemented in a multi-layer multi-
agent simulation platform [10]. As shown in figure 1, each 
level presented is composed of groups of agents acting in 
parallel, each agent having one or more role (an abstract 
representation of their functionality). 

3.1 Reactive level 
 The Reactive level in our model corresponds to 
Stanovich’s Autonomous Mind. The main roles assigned to 
agents within this level are “sensor” (C –letters in parenthese 
in this section appear in figure 1), “effector” (D) and 
“knowledge” (A).  

 

Figure 1: Architecture 

The network of Knowledge agents (agents assigned with the 
“knowledge” role) is initialized with a knowledge base that 
makes up the system’s declarative knowledge (semantic 
memory): a conceptual map made up of concepts and the 
semantic links between them. Knowledge agents therefore 
have two attributes: “knowledge” and a word from the 
knowledge base (e.g., “Red”); knowledge agents are also 
connected together according to the links in the conceptual 
map. Upon receiving a message from a Sensor agent or from 
another Knowledge agent, Knowledge agents send a message 
to those Knowledge agents they are connected to, therefore 
spreading activation in the network (a process similar to that 
of semantic memories, [11]). The number of messages 
exchanged between the agents, and therefore their activation, 
is at first determined by the distance between them in the 
conceptual map (later on, it will also be determined by the 
activation signals from higher levels – see below). The 
system’s environment is similar to (portions of) human 
environments. In the Stroop task simulation described below, 
the system is presented with cards identical to those human 
subjects see in real Stroop task experiments. Each Sensor 
agent is sensitive to some particular type of information in the 
environment (colors, sounds, texts, etc.). If the type of 
information to which they are sensitive to is present in the 
environment, Sensor agents will (at short intervals) extract it 
and send messages to Knowledge agents with a role 
associated with the sensor’s function ("read" for Knowledge 
agents connected to Sensor agents reading characters, 
"recognizeColor" for Knowledge agents connected to Sensor 
agents recognizing colors). Activation in the network 
therefore depends on the number of messages sent by the 
Sensor agents and the activation of the Knowledge agents in 
the conceptual map. Taken together, the action of Sensor and 
Knowledge agents make up the system’s sensory motor level. 
This means that the system’s sensory abilities are always a 
function of the Sensor agents’ information extracting 
capacities and of the system’s knowledge about the 
environment: the system is fully situated. Effectors agents 
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work similarly: a knowledge agent associated to the function 
of the effector (“sayRed”, “sayBlue”) sends messages to 
Effector agents with a similar role, which will then act on the 
environment.   

3.2 Algorithmic level 
 Corresponding to Stanovich’s Algorithmic Mind, the 
Algorithmic group is responsible for the control of the 
system. Control is achieved with the help of morphology [12]. 
RequestStatus agents (E) belong to both the Reactive and 
Algorithmic organisation. At regular intervals, they query 
Knowledge agents about their status (that is, number of 
messages they sent during that interval to each of the Agents 
to which they are connected). Status agents (F) represent the 
system’s activity at a given time in the form of a distance 
matrix that describes the (message passing) activity of the 
system at that time. The distance between two concepts in the 
conceptual map is measured by the number of messages sent 
between the Knowledge agents bearing these two concepts as 
their role. Status agents also send a reduced representation of 
the activity in the Reactive organisation to the Reflective 
level. Globally, this matrix thus represents a form or shape, 
and it is this form that will be transformed to reach the shape 
describing the goal assigned to the system. At the 
Algorithmic level, we thus find the short-term goals of the 
system in the form of a graph of Goal agents sent by the 
Reflective level. Each Goal agent (I) contains a distance 
matrix that specifies the distance necessary between each 
Knowledge agents (that is, the number of messages that must 
be sent between Knowledge agents) if the system is to reach 
goal. Graphs of short-term goals in our architecture 
correspond to Stanovich’s serial associative cognition. 
Delta agents (G) compute the difference between the matrix 
provided by the Status agents and the one provided by the 
Goal agents. The resulting difference (another matrix) is 
provided to Control agents (H), which in turn send regulation 
messages to agents in the Reactive organisation to modify 
(i.e., increase) their activation so that their global activity 
more closely matches the shape describing the current short-
term goal. Agents in the Algorithmic organisation constitute 
the system’s attention.  They activate elements of the 
system’s semantic memory in relation to its current goal. The 
system’s long term memory is made up of the Knowledge 
agents in the Reactive organisation, and the system’s working 
memory (WM) at a given time is made up of the Knowledge 
agents that are activated in the Reactive group at that time. 
This implementation of working memory is consistent with 
the work of  Engle [13], in which WM is seen as a set of 
temporarily activated representations in long-term memory.  

3.3 Reflective level 
 Each agent in this last group has a shape (a distance 
matrix) which represents the state that the system must be in 
to achieve a simple goal. Goal agents (I) are organized in a 
direct graph. A path in this graph represents a plan that can be 
applied to achieve a complex behaviour A set of Goal agents 

represents a graph of several complex plans or strategies 
decomposed into a sequence of simple objectives (steps in the 
plan). The logical and analytical skills of the system will be 
implemented at this level. A sequence of simple objectives 
path (J) will be sent to the Algorithmic level, which will take 
care of its execution. Following Stanovich’s Tripartite 
framework, agents in this last group will have access to a 
reduced representation of the environment. This 
representation is provided by the Status agents of the 
Algorithmic Group to other status agents (K) that carry the 
reduced representation and announce themselves to the goal 
agents, which in turn compute their similarity to this 
representation. The activation of the Goal agents will be 
determined by the computed similarity between these two 
matrices. Activation propagates from the Goal agent most 
matching the reduced representation to those that follow in its 
path. The last agent in the path will send the parsed path to 
the Algorithmic level. Thus, the shortest path and the most 
active (with the most messages exchanged) will be sent first 
to the Algorithmic level. The shortest path (simplest model) 
or the one the most activated (model used more recently or 
more often) will prevail over the other paths. The limited 
serial associative cognition of the Algorithmic level will 
execute this path step by step. The path executed by serial 
associative cognition provides the system with the 
sequentiality necessary to achieve complex goals. However, 
the system does not lose its dynamicity. Indeed, the reduced 
representation of the environment are sent on a regular basis 
by the Status agents so that the Reflective organisation can 
interrupt serial cognitive association either by: (1) Setting a 
new starting point in the path, or by, (2) Taking a new branch 
in the path, based on the current state of the environment  

3.4 Simulation 
 If multiple strategies (thus two or more goal agents) are 
selected at the algorithmic level, the goal agent that belongs 
to the algorithmic and reflective level (which usually contains 
the goal matrix selected at the reflective level) triggers a 
simulation of the strategies. The simulation capacity as 
envisioned in Stanovich’s Tripartite Framework is 
implemented at the algorithmic level. When the algorithmic 
level is in simulation mode, a possible world is created thanks 
to the reduced representation sent by the Delta agents. This 
secondary representation is realized with a limited number of 
agents (20). These agents are assigned dynamically the same 
roles and links as those agents from the Reactive level they 
are replicating, as indicated by the reduced representation. 
Since this possible world is carried out thanks to distinct 
agents (SecondaryRepresentation agents instead of 
Knowledge agents) and a distinct group (Algorithmic instead 
of Reactive), we can be sure that this secondary 
representation is totally independent from the current 
representation of the world (i.e., knowledge agents from the 
reactive level). To reproduce the cognitive cost of the 
simulation operation, the cognitive operations (goal inhibition 
and selection) are carried out by the Control agents, Delta 
Agents, and the Reflective level. Messages from (L) and to 
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(M) these agents are branched to the 
SecondaryRepresentations instead of the Reactive level. Once 
the simulation is completed, the activation of Goal agents is 
regulated accordingly at the Reflective level (N), therefore 
potentially replacing the next action carried out by the 
Algorithmic level (by the first rule simulated). The WCST 
realized in this paper illustrates the simulation of an opposite 
style of thinking. The system first simulates the application of 
a chosen categorization rule and its negation (negative 
feedback by the instructor), and is thus able to make a new 
categorization rule (the alternative) emerge in the simulation. 

4 Results and Discussion 

 

Figure 2: Mean response time per block for congruent and 
incongruent trials in 25% congruent conditions and 50% 
congruent condition 

4.1 Control and perceptual attention: Stroop 
task 

 The Stroop task [14] is used to test attention and 
inhibitory control. It tests a subject's ability to maintain a goal 
in mind, suppressing a familiar response in favor of one that 
is less familiar. The task illustrates the Color–Word 
Interference effect. The set of trials is a compound of 
congruent trials (the word “GREEN” written in green) and 
incongruent trials (“RED” written in green). Two experiments 
were conducted. In each one, four blocks of 100 cards with a 
word written in a specific color were shown to the system. 
25% of the cards per block were congruent in the first 
experiment while 50% were in the second. 
 
Control: Set-up this way, we find that the mean response time 
of the system is longer for incongruent trials, specifically in 
the 50% congruent condition (Figure 2) (1396 ms) as opposed 
to the 25% congruent condition (960 ms), a result also found 
in human subjects. This is because, to achieve the system’s 
goal, Control agents have to send regulation messages to the 
“recognizecolor” agents to compensate the distribution of 
agents when the system is initialized for the Stroop task (i.e., 

with a preponderance of “read” agents to reflect the 
predominance of the reading ability in normal adult subjects). 
The system provides an answer once the system has regained 
its stability, that is, once there is a sufficient difference in 
activity between the system’s two competing responses. 
During incongruent trials, this stability is harder to achieve 
(inhibition is a time-consuming operation).  Response-time 
variation is due to the action of the algorithmic level: in 
incongruent trials, it is particularly called upon to help the 
system remove perceptual focus on confusing information. 
 
Perceptual attention: the Stroop task especially illustrates the 
dual nature (orienting and being oriented) of perceptual units 
in our system.  The system gets initial information about its 
environment through its sensory agents (“recognizecolor” and 
“read”) –the system processes all stimuli in parallel. At first, 
this leads to an activation of the Knowledge agents that 
correspond to the external stimulus (e.g., the Knowledge 
agent that bears the role “Red” will be activated if Sensory 
agents detect red in the environment). As we mentioned 
above, when the system is initialized for the Stroop 
experiment, there is a preponderance of “read” agents. After 
this initial phase, Control agents, guided by information 
provided by Status agents, themselves influenced by the 
system’s current goal, can modify the message passing 
activity between the agents (by increasing the activity of the 
“recognizecolor” agents). With this experiment, we show that 
despite an initial setting favoring the “reading ” ability and its 
connected sensor (both belonging to the reactive level), the 
system is able to change its “natural” tendency (from reading 
the word to naming the color), thanks to the cognitive control 
achieved by the algorithmic level. Cognitive control favors 
the color naming ability by increasing the activation of 
relevant agents in its goal matrix. Agents connected to them 
are in turn linked to effectors, therefore achieving perceptual 
control (perceptual attention) by spreading activation. 

4.2 Flexibility: Wisconsin card sorting test  
The Wisconsin card sorting test (WCST) [17] is widely used 
to test executive functioning, especially cognitive flexibility 
and abstract reasoning. The subject is shown a set of target 
cards with figures on them, which vary in shape, number and 
color. The subject has to match stimulus cards to the target 
cards, one by one. However, he is not told what the sorting 
rule is and has to discover it. In our experiment, we used 
material adapted from Dehaene & Changeux [15] 
representing  the context effect of the four reference target 
cards by adding the following links in the system’s 
conceptual map: Red – triangle – one, Green – star – two, 
Yellow – square – three, Blue – circle – four. We also linked 
the shape, color, and number knowledge (already present in 
ConceptNet) to the sensors. A script provided the system with 
the series of cards it had to categorize and evaluated the 
system’s answer. The categorization rule was changed after 6 
consecutive successes. The experiment consisted of 128 cards 
with figures varying in shape, number and color. The script 
attempted to test 6 categorization rules ([“shape”, “color”, 
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“number”] times 2) on the 128 cards. As in human trials, no 
warning was sent before a rule change: only the answer “no” 
was given to the system when his answered was wrong. 

  

Perceptual attention: (Note that numbers in this section refer 
to figure 3. Please refer to the figure while the following 
description of the system’s activity) When a new card appears 
in the environment, Sensors (1) forward the information to 
Knowledge agents in the reactive level. Activation of the 
different Knowledge agents is thus influenced by the 
environment’s state. Status Agents then (2) provide the 
algorithmic level with the status of the agents at the reactive 
level. This information is used by the Delta Agents in the 
Algorithmic level to calculate a reduced representation (3) of 
the environment, which is then forwarded to the Reflective 
level, leading to the activation of various competing rules (4). 
When there are more than one winning rule/goal (because the 
system’s working memory is loaded with contradictory 
contextual information), a process of cognitive decoupling 
(internal simulation) is launched (5) (by the Decoupling 
agents). A mini-world (decoupled world) -is thus created: 
agents in this mini-world are modeled after the reduced 
representation of the world (6) sent by Status agents. 
Decoupling agents also recreate an environment, to which the 
agents of the mini-world will react. For this Experiment, the 
environment was one in which the “no” response was sent 
after a categorization rulewas proposed by the mini-world. 
Regulating and status updating messages are rerouted (7) to 
act on the mini-world instead of the reactive level.  The rules 
that emerge from the cognitive simulation are sent (8) to the 
reflective level (with different activations) and then the 
corresponding matrix is sent (9) to the algorithmic level, 
which is in charge of regulating the reactive level towards 
achievement of the goal (encouraging agent activity – even 
agents involved in perception – according to the system’s 
current goal). The average number (for a hundred 
simulations) of rules the system (for its 128 trials) was able to 
discover and apply was 5.33; the maximum number was 6. 
Normal human subject are able to discover an average of six 
categories [16]. These results illustrate the system’s ability to 

adapt adequately to the changing situation (new card, error 
notification) in a bidirectional manner: by orienting its 
executive control according to the information in the 
environment but also by orienting its perceptual processing 
according to the goal. 

Equilibrium between deliberative and reactive behaviours: It 
is the system’s design, focused on the interaction between the 
three cognitive levels, that helps preserve this equilibrium in 
the architecture to make it efficiently adaptive. 
Perseverationerror in the system are errors due to the reactive 
level. 

                                            

However, the system’s ability to achieve five categorizations  
is the result of a good interaction between reactive, 
algorithmic and reflective processing. Error notifications are 
sent from the Reactive level to the Algorithmic level, 
decreasing the activation of the now wrong classification rule, 
thereby allowing other rules/goals to take the lead. 
Activations levels of the goals are a memory of those 
classification rule that work and those that did not work in the 
past.. Although, the simulation capacity illustrates the 
interaction between Algorithmic and Reflective levels, it is 
also primordial for good cooperation between Deliberative 
and Reactive behaviour.  Decoupling helps generate a 
prediction of the behaviour at the reactive level and therefore 
prepare an adaptive plan of action (efficient trial-error 
adaptation): in the third trial of the “color” series, a cognitive 
decoupling is run because two competing answers (“color” 
and “shape”) are active. The system creates a simulation of a 
possible world where the color categorization rule is activated 
and observed as wrong; in this possible world, the second 
emerging rule was the shape categorization rule. In the first 
and second trial of the “shape” series, after a first wrong 
answer, “color” is selected, a cognitive decoupling is run 
where “shape” is first activated, since the possible world is an 
image of the system’s environment before the simulation 
process started and where “color” had been marked as a 
wrong answer, the selected second answer is “number”. 
In the third trial of the “shape” series, after a first incorrect 

Table 1: A simulation's log. 
Serie Trial Response Simulation  
Color 1 correct  

2 correct  
3 correct (1)color (2) shape 
4 Incorrect : shape  
5 correct  
… 

Shape 1 Incorrect : color (1)$shape$(2)number 

2 Incorrect : color (1) shape (2)number 

3 Incorrect : color $
4 Incorrect : color, 

number  
(1)$number(2)$shape 

5 Correct (1) shape (2)number 

… 

Figure 3: Wisconsin card sorting task simulation 
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answer (color), a cognitive decoupling is run where the first 
rule activated is the “number” categorization rule, and the 
second is the “shape” rule, leading to a second error. Since 
the cognitive decoupling had activated the “shape” as second 
rule, the correct answer is produced. 

5 Conclusion and Future Work 
 Theoretical studies [2,4,1] identified sequentiality and 
reactivity as two important features cognitive architectures 
must have if they are to be useful to cognitive scientists and 
engineers [1]. It has however proven difficult to integrate the 
two features in coherent architecture due to their functional 
incompatibility. In this paper, we focused on two such issues: 
Action attention and perceptual attention and flexibility. To 
design an architecture that addresses these issues, we sought 
inspiration from natural minds and modeled our system after 
Stanovich’s Tripartite Framework [3] (reactive, algorithmic 
and reflective minds).The initial reaction of our system to 
stimuli is automatic (reactive level). However, as the task 
goes on, perceptual information processing is influenced not 
only the environmental stimuli, but by both activity in the 
reactive level and at the algorithmic level. The same goes for 
effectors. Therefore, perceptual information helps orient the 
system’s behaviour and the system’s gathering of perceptual 
information is oriented by the its deliberative level (its 
current plan). The selection of a plan itself is influenced by 
the information present in the environment. The plan thus 
depends on perception, but also influences what the system 
perceives (and of course does): perception and plan selection 
are dynamically coupled. The hybrid adaptive behaviour of 
the architecture is achieved through the cooperation of all 
three levels. Algorithmic cognition allows the system to 
achieve trial-and-error adaptation and hypothesis testing (e.g. 
simulation). Although achieved by the algorithmic level, 
decoupling is launched by the Reflective level from which 
will emerge the action to be performed by the system. 
However, achievement of a plan doesn’t cancel the system’s 
reactivity and dynamicity, since the algorithmic and 
reflective level stay up to date concerning the internal state of 
system at the reactive level, and are able to perform 
operations to adapt its long term behaviour to the constantly 
evolving environment. Dynamic behaviour emerges from the 
competition and cooperation between sequential deliberative 
processes (reflexive and algorithmic level) and reactive 
processes. In future work, we plan on addressing another 
issue which we think is also related to problem of flexibly 
integrating reactive and sequential processes: the emotional 
modulation of cognitive processes.  
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Abstract - Theories into human learning and cognition 

have led to much research into new methods and structures 

for Artificial Intelligence (AI) and Artificially Intelligent 

Systems (AIS) to learn and reason like humans.  As we 

move toward completely autonomous AIS, the ability to 

provide metacognitive capabilities becomes important 

[Crowder and Friess 2011b] in order for the AIS to deal 

with entirely new situations within the environment it may 

find itself (e.g., deep space, deep undersea).  Presented 

here are theories and methodologies for Constructivist 

Learning (CL) processes that provide the methodologies to 

allow completely autonomous AIS to understand, evaluate, 

and evolve its “Locus of Control [Watts 2003].” 

 

Presented will be the a discussion of how the use of AI 

learning systems, like Occam [Crowder and Carbone 

2011a] and PAC learning can be combined with Cognitive 

Economy concepts to provide this constructivist learning 

process to allow a Locus of Control evolution within the 

AIS.  The goal here is to provide the AIS with a fully 

autonomous, cognitive framework that would be required 

for autonomous environmental interaction, evolution, and 

control. 

 

In addition, provided are the mathematical constructs, 

based in Banach Spaces and Lebesque's work in Bounded 

Variability, that will provide the basis for Cognitive 

Economy structures in Artificially Intelligent Systems 

(AIS), allowing the AIS to operate in a “Bounded 

Rationality” mode, similar to humans, that will allow the 

autonomous system to function in new, unforeseen, and 

challenging environments it may find itself in.  Natural 

intelligence filters out irrelevant information (either raw 

sensory perception information or higher-level conception 

information), and categorizes the problem representations 

to allow for maximum information processing with the 

least cognitive effort. 

 

This work is based on the use of Intelligent Software 

Agents (ISAs) [Crowder 2010a] which will represent the 

world (its tasks, goals, and information) in terms of the 

reward values associated with different actions when those 

features of its abilities are active.   

 
Keywords: Metacognition, Locus of Control, 

Cognitive Economy 
   

1 Introduction 
Intelligence reveals itself in a variety of ways, 

including the ability to adapt to unknown 

situations or changing environments.  Without 

the ability to adapt to new situations, an 

intelligent system is left to rely on a previously-

written set of rules.  If we truly desire to design 

and implement autonomous AI Systems (AIS), 

they cannot require precisely-defined sets of 

rules for every possible contingency.  The 

questions then become: 

 

• How does an autonomous AI system 

construct good representations for tasks and 

knowledge as it is in the process of learning 

the task or knowledge? 

• What are the characteristics of a good 

representation of a new task or a new piece 

of knowledge? 

• How do these characteristics and the need to 

adapt to entirely new situations and 

knowledge affect the learning process? 

 
The ISAs, having bounded cognitive resources, 

would reacted to three aspects of Cognitive 

Economy to create a Bounded Rationality set of 

goals for a given set of ISAs generated to solve a 

particular problem or situation.  These are: 
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1. The size of the feature set 

“features” are required to define the 

success of each task 

2. The “fuzzy” relevance of each feature for 

the tasks 

3. The preservation of necessary distinctions 

for success in each task 

The AIS’s cognitive components

autonomously define, for each ISA, a Banach 

Space for that ISA’s goals and tasks and would 

then consider the set of ISA Banach Spaces as a 

set of bounded variations, the sequence of which 

(through ISA collaboration) produces an

acceptable solution to the situation(s) or task(s) 

at hand. 

 

The Cognitive Economy metho

described and a discussion will be provided, 

illustrating how these Cognitive Economy and 

Bounded Rationality concepts affect the overall 

learning aspects of an autonomous AIS

In addition, when considering autonomous 

we must consider its need to interact and learn 

from its environment, and we have to ask 

ourselves “what is reality?” We have to establish 

how the AIS would interpret their reality.  

the issues that humans deal with that assists in 

their understanding of reality, or thei

around them and how they need to interact

their concept of “Locus of Control.”  

control is a term in psychology that refers to a 

person's belief about what causes the events in 

their life, either in general or in a specific areas 

such as health or academics. Understanding of 

the concept was developed by Rotter

1954], and has since become an important aspect 

of personality studies. 

2.0 Artificial Locus of Control

Locus of control refers to the extent to which 

individuals believe that they can control events 

that affect them.  Individuals with a high internal 

The size of the feature set – how many 

red to define the 

The “fuzzy” relevance of each feature for 

The preservation of necessary distinctions 

’s cognitive components would 

autonomously define, for each ISA, a Banach 

SA’s goals and tasks and would 

then consider the set of ISA Banach Spaces as a 

set of bounded variations, the sequence of which 

ISA collaboration) produces an 

acceptable solution to the situation(s) or task(s) 

The Cognitive Economy methods will be 

described and a discussion will be provided, 

illustrating how these Cognitive Economy and 

Bounded Rationality concepts affect the overall 

AIS. 

autonomous AIS, 

eed to interact and learn 

we have to ask 

We have to establish 

reality.  One of 

the issues that humans deal with that assists in 

their understanding of reality, or their world 

and how they need to interact, is 

their concept of “Locus of Control.”  Locus of 

that refers to a 

person's belief about what causes the events in 

their life, either in general or in a specific areas 

as health or academics. Understanding of 

Rotter [Rotter 

, and has since become an important aspect 

2.0 Artificial Locus of Control 

Locus of control refers to the extent to which 

individuals believe that they can control events 

that affect them.  Individuals with a high internal 

locus of control believe that events result 

primarily from their own behavior and actions. 

Those with a high external locus of control 

believe that powerful others, fate, or chance 

primarily determine events. Those with a high 

internal locus of control have better control of 

their behavior, tend to exhibit more political 

behaviors, and are more likely to attempt

influence other people than those with a high 

external locus of control; they are more likely to 

assume that their efforts will be successful. They 

are more active in seeking information and 

knowledge concerning their situation. 

Locus of control is an individual's belief system 

regarding the causes of his or her experiences 

and the factors to which that person attributes 

success of failure. It can be assessed with the 

Rotter Internal-External Locus of Control Scale 

(see Figure 1).  Think about humans, 

each person, experiences an event.  Each person 

will see reality differently and uniquely.  There is 

also the notion of how one interprets not just 

their local reality, but also the world reality 

[Botella 2011].  This world reality may be based 

on fact or impression.   

 

External Locus of 

Control 

 
Individual believes 

that their behavior 

is guided by 

external 

circumstances. 

Internal Locus of 

 
Individual believes 

that 

is guided by 

personal decisions 

and efforts.

 

 

Figure 1 – The Rotter Locus of Control Scale

 

Take a car accident as an example.  There are 

two people who witness a car hit a motorcycle. 

The police at the scene are supposed to evaluate 

the facts to determine what happened.  The 

officer may use measurement tools that are 

locus of control believe that events result 

primarily from their own behavior and actions. 

external locus of control 

believe that powerful others, fate, or chance 

primarily determine events. Those with a high 

internal locus of control have better control of 

their behavior, tend to exhibit more political 

behaviors, and are more likely to attempt to 

influence other people than those with a high 

external locus of control; they are more likely to 

assume that their efforts will be successful. They 

are more active in seeking information and 

knowledge concerning their situation.  

individual's belief system 

regarding the causes of his or her experiences 

and the factors to which that person attributes 

success of failure. It can be assessed with the 

External Locus of Control Scale 

Think about humans, and how 

each person, experiences an event.  Each person 

will see reality differently and uniquely.  There is 

also the notion of how one interprets not just 

their local reality, but also the world reality 

[Botella 2011].  This world reality may be based 

Internal Locus of 

Control 

Individual believes 

that their behavior 

is guided by their 

personal decisions 

and efforts. 

 

The Rotter Locus of Control Scale 

Take a car accident as an example.  There are 

two people who witness a car hit a motorcycle. 

are supposed to evaluate 

the facts to determine what happened.  The 

officer may use measurement tools that are 
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supported by mathematical equations, such to be 

able to determine the speed at impact or where 

the impact happened.  The officer may measure 

skid marks or measure the distance between 

vehicles.  The officer is gathering factual data.  

Let’s consider this juried evidence and legitimate 

evidence.   Given how the world measures and 

uses universal mathematic equations, this 

evidence can be measured and re-measured by 

thousands of people and likely even machines.   

Back to the accident, when asked by the police 

officer, each human witness can recall the event 

as if they were watching it again, a step by step 

recount.  Each person’s story likely has unique 

qualities depending on how they conceptualize 

the incident.  We use eyewitness testimony all 

the time.  Even though each witness talks a 

slightly different story, we use it.  We know, by 

eyewitness testimony studies, that often times the 

recalled event is very different than the actual 

event.  Let’s say in this example both people 

recalled the event similarly except the color of 

the car that hit the motorcycle.  Perhaps even 

whether the car hit the motorcycle or the 

motorcycle hit the care recount differs.  The fire 

truck blocks the view of each eyewitness so they 

cannot confirm the color of the car as they 

recount the event.  Each person has had a 

legitimate experience even if they code the color 

of the car differently.  Factually legitimate the 

car and bike collided at a specific rate of speed at 

a specific location.  Emotionally legitimate is the 

witnesses’ personal experience.  To one witness 

the car was green to the other it was blue.  Thus, 

with this incident we have three realities.  One of 

the facts that we can measure by juried tools and 

the reality of each of the players in the scene; all 

experiencing the same event but each in his own 

unique way.  Each reality is legitimate.   

 

For further thought let’s then consider 

Constructivist Psychology.   According to “The 

internet Encyclopedia of Personal Construct 

Psychology” the Constructivist philosophy is 

interested more in the people’s construction of 

the world than they are in evaluating the extent to 

which such constructions are “true” in 

representing a presumable external reality.  It 

makes sense to look at this in the form of 

legitimacies.  What is true is factually legitimate 

and what is peoples’ construction of the external 

reality is another form of legitimacy.  Later on 

we can consider the locus of control in relation to 

internal and external legitimacies or realities.  

You are correct if you are thinking that AIS is 

not human and will not have human perceptions.  

AIS may have AIS perceptions and realities.  

Thus, a mentor will be necessary.  That mentor 

will need to understand AIS as AIS and be able 

to understand AIS in a human way, a human 

reality.  After all, isn’t this what makes AIS 

autonomous? 

 

3 AIS Constructivist Learning 
 

Constructive psychology is a meta-theory that 

integrates different schools of thought.  

According to the above cited article: 

 

Hans Vaihinger (1852-1933) asserted that 

people develop “workable fictions”. This 

is his philosophy of “As if” such as 

mathematical infinity or God.  Alfred 

Korzybski’s (1879-1950) “System of 

Semantics” focused on the role of the 

speaker in assigning meaning to events. 

Thus, constructivists thought that human 

beings operated on the basis of symbolic 

or linguistic constructs that help navigate 

the world without contacting it in any 

simple or direct way.  Postmodern thinkers 

assert that constructions are viable to the 

extent that they help us live our lives 

meaningfully and find validation in shared 

understandings of others.   We live in a 

world constituted by multiple realities 

social realities, no one of which can claim 

to be “objectively” true across persons, 

cultures, or historical epochs.  Instead, the 

constructions on the basis of which we live 

are at best provisional ways of organizing 

our “selves” and our activities, which 
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could under other circumstances, be 

constituted quite differently. 

 

For AIS with Constructivist Learning, the AIS 

cognitive learning process would be a building 

(or construction) process in which the AIS 

cognitive system builds an internal illustration of 

its learned knowledge-base, based on its 

experiences and personal interpretation (fuzzy 

inferences and conceptual ontology [Raskin & 

Taylor 2010a and Taylor & Raskin 2011a]) of its 

experiences.  AIS Knowledge Representation 

and Knowledge Relativity Threads [Crowder and 

Carbone, 2011c], within AIS cognitive system 

memories would be continually open to 

modification, and the structures and linkages 

formed within AIS short-term, long-term, and 

emotional memories [Crowder and Friess, 

2010b], along with its Knowledge Relativity 

Threads [Crowder and Carbone 2011c], would 

then form the bases for which knowledge 

structures would be created and attached to AIS 

memories.   

 

One of the results of the Constructivist Learning 

process with the AIS would be to gradually 

change its “Locus of Control” for a given 

situation or topic, from external (the system 

needing external input to make sense, or infer, 

about its environment) to internal (the AIS 

having the cumulative constructive knowledge-

based of information , knowledge, context, and 

inferences to handle a given situation internally); 

meaning the AIS is able to make relevant and 

meaningful decisions and inferences about a 

situation or topic without outside knowledge or 

involvement.  This becomes extremely important 

for completely autonomous AIS. 
 

4 Bounded Conceptual Rationality 

(Cognitive Economy) 
 

Bounded rationality is a concept within cognitive 

science that deals with decision-making in 

humans [LaBar and Capeza 2006].  Bounded 

rationality is the notion that individuals are 

limited by the information they have available 

(both internally and externally), the finite amount 

of time they have in any situation, and the 

cognitive limitations of their own skills.  Given 

these limitations, decision making becomes an 

exercise in finding an optimal choice given the 

information available.  Because there is not 

infinite information, infinite time, nor infinite 

cognitive skills, humans apply their rationality 

after simplifying the choices available, i.e., they 

bound the problem to be solved into the simplest 

cognitive choices possible [Jones 1999].   

Any AIS must suffer the same issues.  An 

autonomous system, by definition, has limited 

cognitive skills, limited memory, and limited 

access to information.  The Locus of Control 

concepts discussed earlier assist AIS in 

determining which situations can be handled 

internally vs. externally, but still in any situation 

there is limited information, time, and cognitive 

abilities.  This is particularly true if the system is 

dealing with multiple situations simultaneously.  

In order for the system to not become 

overloaded, we believe autonomous systems 

must employ strategies similar to human 

bounded rationality in order to deal with 

unknown and multiple situations they find 

themselves in.  This involves creating 

mathematical constructs that can be utilized to 

mimic the notion of bounded rationality within 

autonomous AIS.   

For this we look to Banach Space theory, tied 

into Constructivist Learning concepts [Botella 

2011] for autonomous AIS.  As concepts are 

learned and stored in the AIS conceptual 

ontology [Raskin & Taylor 2010a], Banach 

Spaces are defined that are used to bound the 

rationality choices or domains for that concept.  

As we “construct” these concepts and the Banach 

Spaces that bound them, the combination of 

Banach Spaces then defines the Conceptual 

Rationality for the Autonomous AIS.  Figure 2 

illustrates this concept.   
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Figure 2 – AIS Bounded Conceptual Rationality 

 

These Banach Spaces that define the bounds for 

each learned concept are utilized when the AIS 

must reason, or perform decision making.  When 

there are restricting limitations on time, resources 

(as determined by the resource manager, e.g., 

artificial prefrontal cortex), and available 

information, the bounds of these Banach Spaces 

would be tightened or loosened to allow the AIS 

to deal with multiple situations, or situations that 

are time critical.  This allows AIS to decide what 

is a “good enough” solution to a given problem 

or set of problems, and to adjudicate between 

competing resources, priorities and overall goals.   

 

6 Conclusions and Discussion 
 

What we have presented here are initial concepts 

and methodologies for what we believe are 

essential cognitive skills that autonomous 

systems must have in order to deal with and 

survive in real-time extreme environments.  As 

we push for systems that think, learn, and adapt, 

we must provide these systems with cognitive 

skills similar to human processes in order to be 

able to deal with and survive real-time situations 

they find in their environments.  This is very 

preliminary work and much more remains in 

order to put these concepts into practice.   
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Abstract 
 
Due to the important role of commitment and trust in 
the relationship marketing, the factors which can 
directly result in a committed relationship along with 
the factors which can influence the commitment 
through influencing trust, according to the model of 
commitment and trust by (Morgan & Hunt, 1994) 
have been introduced and their level of importance 
has been investigated here. The article uses fuzzy 
cognitive maps (FCMs) in the proposed model to find 
the most important paths leading to relationship 
commitment. The FCM analyzes the responses of a 
group of 30 people including general practitioners in 
dentistry, managers of dental departments in some of 
the public clinics and hospitals who are the direct 
customers of 3 distributers of dentistry equipments in 
Iran to find the most important paths. Also the 
influence of coercive power, which was not 
concluded in previous researches, has been 
examined. The result of this inquires, then, has been 
provided along with its managerial implications and 
the impacts of prioritizing antecedents and factors of 
trust and commitment in relationship marketing. 
   

1.  Introduction 
 
It’s been suggested that “successful relationship 
marketing requires relationship commitment and 
trust.” (Morgan & Hunt, 1994) The literature, also, 

suggests that understanding relationship marketing 
requires distinguishing between the discrete 
transaction, which has a "distinct beginning, short 
duration, and sharp ending by performance," and 
relational exchange, which "traces to previous 
agreements [and] ... is longer in duration, reflecting 
an ongoing process" (Dwyer, Scburr, & Oh, 1987). 
Hence Relationship marketing refers to all marketing 
activities directed toward establishing, developing, 
and maintaining successful relational exchanges.  
In this article we, first, conduct a comprehensive 
literature review on commitment and trust and the 
respective constructs in section 2. In the next section 
we will introduce Fuzzy Cognitive Maps and the way 
we utilize them to find the most important paths 
leading to trust and commitment. Finally, conclusions 
regarding the results along with the managerial 
implications and future studies are presented.  
 
2.  A Review of Trust and 
Commitment  
The literature is rife with researches that point to the 
fact that in the global economy one has to be a trusted 
competitor to be an effective one, which emphasizes 
the importance of relational marketing. As the 
presence of relationship commitment and trust is 
central to successful relationship marketing (Shelby 
& Hunt, 1994), and given the importance of 
relational marketing in today’s competitive world and 
its bearing on CRM, a concept that has seen a great 
boom over the past two decades (Payne & Frow, 
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2005), it is important to know the antecedents that 
affect trust and commitment in relational marketing.  
When both commitment and trust—not just one or 
the other—are present, they produce outcomes that 
promote efficiency, productivity, and effectiveness. 
In short, commitment and trust lead directly to 
cooperative behaviors 
 
Relationship commitment is defined as an exchange 
partner believing that an ongoing relationship with 
another is so important as to warrant maximum 
efforts at maintaining it; that is, the committed party 
believes the relationship is worth working on to 
ensure that it endures indefinitely. (Moorman, 
Deshpande, & Zaltman, 1993): "Trust is defined as a 
willingness to rely on an exchange partner in whom 
one has confidence." The literature on trust suggests 
that confidence on the part of the trusting party 
results from the firm belief that the trustworthy party 
is reliable and has high integrity, which are 
associated with such qualities as consistent, 
competent, honest, fair, responsible, helpful, and 
benevolent (Rotter, 1971; Altman & Taylor, 1973; 
Larzelere & Huston, 1980; Dwyer & LaGace, 1986). 
(Anderson & Narus, 1990) focus on the perceived 
outcomes of trust when they define it as "the firm's 
belief that another company will perform actions that 
will result in positive outcomes for the firm as well as 
not take unexpected actions that result in negative 
outcomes." Indeed, we would expect such outcomes 
from a partner on whose integrity one can rely 
confidently. 
Trust is so important to relational exchange that 
(Spekman, 1988) postulates it to be ' 'the cornerstone 
of the strategic partnership." Why? Because 
relationships characterized by trust are so highly 
valued that parties will desire to commit themselves 
to such relationships (Hrebintak, 1974) Shelby and 
Hunt (1994) propose that (1) relationship termination 
costs and relationship benefits directly influence 
commitment, (2) shared values directly influence 
both commitment and trust, and (3) communication 
and opportunistic behavior directly influence trust 
(and, through trust, indirectly influence 
commitment). 
 
2.1. Termination Cost 
A common assumption in the relationship marketing 
literature is that a terminated party will seek an 
alternative relationship and have "switching costs," 
which lead to dependence (Jackson, 1985; Heide & 
George, 1988). Termination costs are, therefore, all 
expected losses from termination and result from the 
perceived lack of comparable potential alternative 
partners, relationship dissolution expenses, and/or 
substantial switching costs. These expected 

termination costs lead to an ongoing relationship 
being viewed as important, thus generating 
commitment to the relationship.  
 
2.2. Relationship Benefits  
Competition—particularly in the global 
marketplace—requires that firms continually seek out 
products, processes, and technologies that add value 
to their own offerings. Relationship marketing theory 
suggests that partner selection may be a critical 
element in competitive strategy. Because partners 
that deliver superior benefits will be highly valued, 
firms will commit themselves to establishing, 
developing. and maintaining relationships with such 
partners 
it is, therefore, proposed that firms that receive 
superior benefits from their partnership—relative to 
other options—on such dimensions as product 
profitability, customer satisfaction, and product 
performance, will be committed to the relationship 
(Shelby & Hunt, 1994). 
 
2.3. Shared Values 
Shared values, the only concept that we posit as 
being a direct precursor of both relationship 
commitment and trust, is the extent to which partners 
have beliefs in common about what behaviors, goals, 
and policies are important or unimportant, 
appropriate or inappropriate, and right or wrong 
(Dwyer, Scburr, & Oh, 1987) theorize that shared 
values contribute to the development of commitment 
and trust. Moreover, the organizational commitment 
literature often distinguishes between two kinds of 
commitment: (1) that brought about by a person 
sharing, identifying with, or internalizing the values 
of the organization and (2) that brought about by a 
cognitive evaluation of the instrumental worth of a 
continued relationship with the organization, that is 
by adding up the gains and losses, pluses and 
minuses, or rewards and punishments. Consistent 
with the organizational behavior literature, we posit 
that when exchange partners share values, they 
indeed will be more committed to their relationships, 
but our definition of commitment is neutral to 
whether it is brought about by instrumental or 
identification/internalization factors. 
 
2.4. Communication 
Communication can be defined broadly as the formal 
as well as informal sharing of meaningful and timely 
information between firms. Communication, 
especially timely communication (Moorman, 
Deshpande, & Zaltman, 1993) fosters trust by 
assisting in resolving disputes and aligning 
perceptions and expectations.  
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Shelby and Hunt (1994) propose that a partner's 
perception that past communications from another 
party have been frequent and of high quality—that is 
relevant, timely, and reliable— will result in greater 
trust. Anderson & Narus (1990) find that from both 
the manufacturer's and distributor's perspectives, past 
communication was positively related to trust. 
Anderson & Weitz (1989) also find that 
communication was positively related to trust in 
channels. 
 
2.5. Opportunistic Behavior 
The concept of opportunistic behavior from the 
transaction cost analysis literature is defined as "self-
interest seeking with guile." The essence of 
opportunistic behavior is deceit-oriented violation of 
implicit or explicit promises about one's appropriate 
or required role behavior (John, 1984) 
Shelby and Hunt propose that when a party believes 
that a partner engages in opportunistic behavior, such 
perceptions will lead to decreased trust. Rather than 
positing a direct effect from opportunistic behavior to 
relationship commitment, we postulate that such 
behavior results in decreased relationship 
commitment because partners believe they can no 
longer trust their partners.  
 
3.  Fuzzy Cognitive Maps  

Fuzzy Cognitive Maps are used here to delineate the 
order of importance of the paths leading to trust and 
commitment. In this section, for the purpose of the 
reader’s deeper understanding, an introduction to the 
concept of FCM is given. It is assumed that the 
reader is familiar with the fundamental notions 
underlying the Fuzzy theory, yet this familiarity does 
not bear upon the understanding of the methodology 
used in this article.  

Cognitive Maps (CMs) were proposed and applied to 
ill-structured problems by (Axelrod, 1976). 

The approach used by Axelrod is to develop CM’s, 
i.e. signed digraphs designed to capture the causal 
assertions of a person, with respect to a certain 
domain and then use them in order to analyze the 
effects of alternatives, e.g. policies, business 
decisions, etc. upon certain goals. A cognitive map 
has only two basic types of elements Concepts and 
Causal Beliefs. The concepts are represented as 
variables and the causal beliefs as relationships 
among variables..Causal relationships link variables 
to each other and they can be either positive or 
negative. Variables that cause a change are called 
Cause Variables while those that undergo the effect 
of the change in the cause variable are called Effect 
Variables..If the relationship is positive, an increase 
or decrease in a cause variable causes the effect 
variable(s) to change in the same direction. If the 
relationship is negative, then the change which the 
effect variable undergoes is in the opposite direction. 
Fig. 1 is a graphical representation of a cognitive 
map, where variables (X, W, etc.) are represented as 
nodes, and causal relationships as directed arrows 
between variables, thus constructing a signed digraph 
(Nasserzadeh, Jafarzadeh, Mansouri, & Sohrabi, 
2008). A famous example is cited by (Vasantha 
Kandasamy & Smarandache, 2003) where an expert 
spells out the five major concepts relating to the 
unemployed graduated engineers as:  

E1 – Frustration  

E2 – Unemployment  

E3 – Increase of educated criminals  

E4 – Underemployment  

E5 – Using drugs, etc.  

The resulting graph elicited using the expert’s 
opinions and representing variables and 
corresponding relationships among them is as follows 
(Figure 1)

 

 

 

 

 

 

 

Cognitive maps were developed in simulation, 
organizational strategies modeling, support for 
strategic problem formulation and decision analysis, 

Figure 1-Causal Graph 

E1  E2 

E4 

E5 

E3 
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knowledge bases construction, managerial problems 
diagnosis, failure modes effects analysis, modeling of 
social and psychological processes, modeling virtual 
worlds and analysis of their behavior, requirements 
analysis and systems requirements specification 
(Kardaras & Karakostas, 1999). (Kosko, 1986) 
introduces FCM, i.e. weighted cognitive maps with 
fuzzy weights. It is argued, that FCM eliminates the 
indeterminacy problem of the total effect. Since its 
development, fuzzy set theory has been advanced and 
applied in many areas such as expert systems and 
decision making, control engineering, pattern 
recognition, etc (Zimmermann, 1991). It is argued 
that people use fuzzy data, vague rules, etc. and fuzzy 
sets as a mathematical way to represent vagueness. 
Fuzzy sets are characterized by a membership 
function, which is also called the degree or grade of 
membership. 

Different approaches were proposed for the 
specification of the fuzzy weights in an FCM. One 
suggestion is to ask the experts to assign a real 

number from the interval (0, 1) for each relationship 
and then calculate the average. However, it is 
difficult for the experts to assign a real number in 
order to express their beliefs with regard to the 
strength of relationships. This is the reason why 
partially ordered linguistic variables such as weak < 
moderate < strong, etc. are preferred to real number.  

It is assumed that a concept in an FCM can be 
represented by a numerical vector (V), whereas each 
element (v) of the vector represents a measurement of 
the concept. Another way of representing a cognitive 
map is made possible through an adjacency matrix 
where one can clearly observe the sign of the 
relationship, while keeping in mind that in case of an 
absence of relationship between these two factors, the 
corresponding entry will be empty:  
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Figure 2- Model of Commitment and trust by (Morgan & Hunt, 1994) 
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4.  Methodology 
 
Fuzzy Cognitive Maps (FCMs) have been used to 
determine two things. First, the strength of the 
relationships described in the original Shelby and 
Hunt paper (1994) (Figure 2).  
Second, to determine if there is a strong relationship 
between “power and commitment,” and “power and 
trust and commitment” as proposed for further study 
in the Shelby & Hunt paper (1994).  
 
For the purpose of determining the strength of each 
path in the following fuzzy diagram, the mamdani 
fuzzy operator has been used.  
 
Based upon paths above a questionnaire has been 
developed on Likert scale of 1-5, which each of the 
questions refers to one of the defined relationships. 
These questionnaires have been responded by general 
practitioners in dentistry, managers of dental 
departments in some of the public clinics and 
hospitals who are the direct customers of 3 
distributers of dentistry equipments in Iran. The 
sample group was composed of 45 people including 
20 general dentists, 10 oral surgeons, 8 clinic 
managers, and 8 managers of dental departments of 
hospitals.  
The questionnaire has been submitted personally to 
each of the members of sample group, and has been 
explained to them directly. It has been given one 
week to each respondent to reply and a reminder 

telephone call has been scheduled for the 6th day of 
the week. 
 
The group of respondents is composed of 16 general 
dentists, 4 oral surgeons, 7 clinic managers and 3 
managers of dental departments in 3 different 
hospitals. (Respondent rate is 67%) 
 
After collecting the responses, using the above 
function, the linguistic labels corresponding to each 
of the paths shown in figure 3 are quantified. The aim 
is to find the path with the greatest impact on the 
final variable – purchase satisfaction.  
Assuming:  
 
C1: power (coercive)  
C2: relationship termination cost 
C3: relationship benefits  
C4: shared value  
C5: communication 
C6: opportunistic behavior 
C7: trust  
C8: relationship commitment  
 
The paths are as follows:  
I1 = {C1,C8}  
I2 = {C1,C7,C8}  
I3 = {C2,C8}  
I4 = {C3,C8}  
I5 = {C4,C8}  
I6 = {C4,C7,C8}  
I7 = {C5,C7,C8}  
I8 = {C6,C7,C8}  
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Figure 3 – Investigated Paths 
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5.  Results 

5.1. Phase I: 

For the original Shelby and Hunt model, the strength 
of each of the paths leading to commitment has been 
computed. Based on the mathematics behind fuzzy 
cognitive maps, the importance weights of each of 
the paths are computed as follows:  

Ф1 = 0.9 (strong)   

Ф2 = min(0.94,0.97) = 0.94 (strong) 

Ф3 = 0.86 (strong)  

Ф4 = 0.95 (strong) 

Ф5 = 0.65 (medium)  

Ф6 = min(0.63,0.97) = 0.63 (medium)  

Ф7 = min(0.71,0.97) = 0.71 (medium)  

Ф8 = min(0.93,0.97) = 0.93 (strong)  

Δ = max { Ф1, Ф2, Ф3, Ф4, Ф5, Ф6, Ф7, Ф8 } = 0.95 = 
strong  

 
5.2. Phase II:  

For the relationship between “power and 
commitment,” and “power and trust and 
commitment,” (paths I1 and I2) the strength for both 
of the paths was found to be strong. 

 6.  Conclusion 

With the increased penetration of Relationship 
Marketing philosophies and Relationship 
Commitment in businesses and organizations and the 
concomitant rise in spending of people and products 
to implement them, it is clear that the importance of 
developing the knowledge about the effective factors 
in creating such commitment will rise consequently. 
Each business and organization should be aware of 
the importance of the factors to be monitored, 
developed or modified in order to nurture a 
committed relationship with the customers. It is 
obvious that knowing the level of influence each 
factor has can help the managers not spend their 
priceless resources on unnecessary factors which 
have little influence on increasing the commitment. 

The result of our research has shown that the most 
positive relationship can be seen when the parties of 
the relationship find the relationship more beneficial. 
The findings of this research lead to a series of 
managerial implications for managers to increase the 
commitment and trust of the firm’s customers. 
According to these results, although having shared 
values and communication can be a great motive for 
customers to initiate a relationship with the firm, it 
will not guarantee an increase in the commitment the 
customer might feel toward the firm. This conclusion 
can guide the managers to put their best attempts to 
reduce the feeling of coercive power a customer will 
have about the firm through communication and 
modification of agreement conditions and terms and 
several other alternatives. In addition, the managers 
should be very clear in terms of communicating 
relationship benefits for the customer and put most of 
their time, money and energy on emphasizing more 
and more on these benefits for the customers to grow 
their sense of trust and commitment. 

This research has been conducted on a relatively 
small sample group specializing mostly in medical 
equipment distribution and retailing. Although we are 
confident, to some extent, that sense of trust and 
commitment in the business relationships are more or 
less independent of the type of industry, this claim 
should be tested on various businesses in order to 
find a general pattern on how to prioritize the 
influential factors on developing commitment and 
trust. Furthermore, in the model of trust and 
commitment by (Morgan & Hunt, 1994) some 
interrelationships between the constructs have been 
presumed (i.e., the relationship between relational 
benefit and coercive power); these interrelations 
could be explored using the same methodology as the 
one used here, or using more complex Fuzzy 
functions. Moreover, this model has an outcome side 
which shows the influence of commitment and trust 
on several outcomes such as conflict, acquiescence, 
propensity to leave, cooperation and uncertainty. 
These outcomes are the most important reason for the 
firms to attempt to increase their customers’ 
commitment to the firm.   
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Abstract - Developing “Warrior Resiliency” has 

been a focus of armies since the dawn of time.  There 

has been much research over the last decades to 

understand and provide systems and methodologies 

to develop and enhance cognitive resiliency in 

soldiers.  The ability to adapt to adversity and 

overcome barriers in all walks of life is critical to a 

soldier’s overall mental health and strength.  And 

while physical resilience is very important, lack of 

psychological resilience can cripple a soldier just as 

easily as physical impairments.  In addition to peak 

physical performance, each soldier must be well-

balanced psychologically and socially in order to 

sustain the intense rigors of military life, especially 

when it must be balanced with home, family, and 

community life. 

 

Keywords: Cognitive Self-Regulation,  

1.  Introduction 

What is described here is an automated, 

interactive, cognitive system, called the 

Cognitive, Interactive Training Environment 

(CITE, pronounced “KITE”) that will 

provide the necessary cognitive 

psychological training to provide the 

warfighter with the ability to maintain 

mission readiness and psychological self-

regulation before, during, and after stressful 

situations, whether in combat or at home.  

The CITE system utilizes advances in 

Artificial Cognitive Systems developed by 

Raytheon combined with Linguistic 

Ontological Technologies developed by 

Purdue University to create an interactive 

environment capable of providing training to 

and adapting to individual soldier’s needs 

and requirements.  CITE will provide 

automated, interactive training and capture 

and report metacognitive indicators and 

metrics that allow complete assessment of 

psychological resilience.  CITE will gather 

and assess metacognitive indicators like: 

 

• Problem solving skills 

• Social skills 

• Relationship Skills 

• Self-awareness 

• Emotional self-regulation 

• Cognitive self-regulation 

 

CITE will provide the soldier with training 

to assist in development of the self-

monitoring and self-assessment skills 

needed for psychological self-regulation.  

Figure 1 illustrates the block diagram of the 

CITE system.  
 

 
 

Figure 1 – Block Diagram of the CITE 

System 
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2. Warrior Resilience 

The Office of Naval Research (ONR) 

website describes Warrior Resilience
1
 as: 

 

“...improving the cognitive agility, 

flexibility and capacity of 

expeditionary warfighters by making 

them mentally tough, resilient to 

stress and well-adapted to chaotic, 

irregular environments” 

 

In order to affect cognitive resiliency among 

warfighters, that must deal with a host of 

complex environments, both on and off the 

battlefield, an interactive training system 

must have a comprehensive understanding 

of the psychological, physical, and social 

elements and their interrelationships with 

warfighter performance.  What we describe 

here is a comprehensive, Cognitive 

Interactive Training Environment (CITE, 

pronounces “kite”) that will provide 

extensive, interactive, cognitive training and 

evaluation to provide warfighters with 

psychological self-evaluation, and self-

awareness, and self-regulation skills to 

improve their cognitive performance 

throughout deployment as well as off the 

battlefield.  We describe advanced 

instructional methods, based on Dr. Peter 

Levines [Levine 1997], autonomic nervous 

system states, that will provide cognitive 

behaviour training, metrics, and biomarkers 

that include environmental, contextual, and 

social components to affect real cognitive 

resiliency.  The CITE system will provide 

the cognitive training tools to develop 

cognitive self-regulation and mitigation 

strategies to reduce cognitive dissonance 

among warfighters. 

 

                                                 

 
1
 http://www.onr.navy.mil/en/Media-Center/Fact-

Sheets/Mental-Resilience-Cognitive-Agility.aspx 

3. Cognitive Resiliency and 

Memory Development 

Cognitive Resiliency develops in the brain 

through training that results in the learned 

ability to respond or self-regulate to severe 

psychological changes which may result 

from many forms of trauma and/or change; 

physical, emotional, environmental, or 

social.  These learned abilities, then, get 

stored as memories within the human brain.  

Memories, in general, are divided according 

to the functions they serve [Newell 2003].  

To qualify as a “memory” a cognitive input 

must cause both enduring changes within the 

nervous system (affect the autonomous 

nervous system states) and must also affect 

emotional and motivational responses and 

goals [LeDoux 1996].  A memory must 

induce some change that affects the nervous 

system and drives some physical change, in 

addition to modifying the human conceptual 

ontology, brought about by the memory 

being in the class of things that are affected 

by input, and therefore, affect other forms of 

behaviour.  There are no memories that are 

neutral from a behavioural standpoint 

(Crowder and Friess 2010a].   

4.  Procedural Memory 

Development and Resiliency 

One of the main divisions of human memory 

is “Procedural Memory.”  Procedural 

memory is a form of implicit memory that 

includes classical conditioning and the 

acquisition of skills.  Procedural memory 

creation contains central pattern generators 

that form as a result of teaching or practice 

and are formed independently of conscious 

or declarative memory.  In his work on 

Procedural Memory and contextual 

Representation, Kahana showed that 

retrieval of implicit procedural memories is 

a cue-dependent process that contains both 

semantic and temporal components 

(Kahana, Howard, and Plyn 2008)].  
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Creation of Procedural Memories is tied to 

not only repetition of tasks, but also to the 

richness of the semantic association 

structure (Landauer and Dumais 1997).  

order to provide cognitive resilience, the 

CITE system provides interactive training 

that allows warfighters to create procedural 

memories, or “scripts” that have emotional, 

social, and psychological triggers and 

provide the skills required at the time for 

cognitive self-evaluation, self

and self-regulation to present 

psychological disorders, or problems, caused 

by trauma, either physical, psychological, or 

environmental [Crowder and Friess 2011a]

 

The CITE interactive training will provide a 

cognitive system that will interact and learn 

from the warfighter, developing strategies 

and training scenarios specific t

warfighter, thus allowing the warfighter to 

develop procedural memory strategies, i.e., 

implicit procedural memories, that will 

“kick in” under specific emotional memory 

queues, based on physical, emotional, 

psychological, and/or environmental event

that the warfighter encounters.  CITE will 

develop a model, or picture, or the 

warfighter’s prefrontal cortex, based on the 

cognitive interactions with the system.  This 

prefrontal cortex, or mediator, model (see 

Figure 2) allows CITE to understand the 

warfighters particular cognitive processes 

and what drives changes between emotional 

and cognitive states [Crowder and Friess 

2011b] for that warfighter. 

 

Based on these derived cognitive models, 

cognitive interactions between CITE and the 

warfigher will affect procedural memory 

creation, which will allow self-

self-awareness, and self-regulation, driving 

cognitive self-soothing procedures to be 

initiated, greatly reducing mental stress and 

thus the possibilities of mental disorders 

[Crowder and Friess 2010b]. 

Creation of Procedural Memories is tied to 

ot only repetition of tasks, but also to the 

richness of the semantic association 

structure (Landauer and Dumais 1997).    In 

order to provide cognitive resilience, the 

CITE system provides interactive training 

that allows warfighters to create procedural 

memories, or “scripts” that have emotional, 

social, and psychological triggers and 

provide the skills required at the time for 

evaluation, self-awareness, 

regulation to present or reduce 

psychological disorders, or problems, caused 

by trauma, either physical, psychological, or 

[Crowder and Friess 2011a]. 

will provide a 
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from the warfighter, developing strategies 

and training scenarios specific to that 
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develop a model, or picture, or the 
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prefrontal cortex, or mediator, model (see 
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and what drives changes between emotional 

Crowder and Friess 

Based on these derived cognitive models, 

cognitive interactions between CITE and the 

fect procedural memory 

creation, which will allow self-assessment, 

regulation, driving 

soothing procedures to be 

initiated, greatly reducing mental stress and 

thus the possibilities of mental disorders 

 

Figure 2 – Derived Warfighter Prefrontal 

Cortex Model, based on CITE interactions

5.  The CITE Artificial Cognitive 

Neural Framework

The CITE warfighter cognitive models are 

derived through human-machine interactions 

and stored within the CITE Artificial 

Cognitive Neural Framework

3). In order to understand the world we live 

in, humans synthesize models that enable us 

to reason about what we perceive. 

warfighters find themselves in, as well as the 

information they receive comes from a 

variety of sources, rendering it fuzzy. These 

diverse sources often do not have consistent 

contextual bases and this introduce

ambiguity into the correlation and inference

the warfighter applies to the combined 

information. We have the ability to perceive 

the world we see and form our own concepts 

to describe and make decisions.  To do this, 

we use language fuzzily and we 

communicate fuzzily, adapting

our communication and processing to best 

fit the needs of our personal and conceptual 

views, along with our goals and vision for 

where we need to grow and evolve to

[Zadeh 2004].  In order to understand and 

provide individualized resiliency t

                                                

 
2
 Patent Pending 

 

Derived Warfighter Prefrontal 

Cortex Model, based on CITE interactions 

E Artificial Cognitive 

Neural Framework 

cognitive models are 

machine interactions 

and stored within the CITE Artificial 

Cognitive Neural Framework
2
 (see Figure 

understand the world we live 

synthesize models that enable us 

perceive. Situations 

warfighters find themselves in, as well as the 

information they receive comes from a 

, rendering it fuzzy. These 

diverse sources often do not have consistent 

contextual bases and this introduces 

relation and inferences 

to the combined 

have the ability to perceive 

the world we see and form our own concepts 

to describe and make decisions.  To do this, 

we use language fuzzily and we 

communicate fuzzily, adapting and evolving 

our communication and processing to best 

fit the needs of our personal and conceptual 

views, along with our goals and vision for 

where we need to grow and evolve to 
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each warfighter, CITE must be able to 

organize information from the warfighter 

semantically into meaningful fuzzy concepts 

and models that provide a conceptual 

ontology [Raskin, Taylor, and Hempelmann 

2010, and Taylor and Raskin 2010] of the 

individual warfighters cognitive abilities.

 

Figure 3 – The Artificial Cognitive Neural 

Framework 
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Abstract - Cognitive inertia is the tendency for beliefs to 
endure once formed.  This paper proposes that cognitive 
inertia can be utilized in multi-agent systems as a first 
derivative of trust.  In this role, cognitive inertia provides a 
mechanism for allowing agents to determine how quickly or 
how drastically they should re-evaluate their trust in other 
agents.  Appropriate levels of cognitive inertia are 
experimentally determined for various combinations of high 
and low risk and reward scenarios.  Methods are examined 
that can allow agents to alter cognitive inertia based on 
feedback from the environment and other agents.  From these 
experiments, we have identified several variables that appear 
to be useful indicators of appropriate cognitive inertia as well 
as inertia determination methods appropriate for various 
generalized scenarios.  
 
Keywords: Multi-agent systems, trust, cognitive inertia 
 
1 Introduction 
 The evolution of e-commerce has led to an increased 
interest in concepts relating to trust.  In fact, the ability to 
computationally define trust has been a major factor in 
successfully developing electronic and online commerce [1].  
These trust models are increasing used by automated agents 
for making decisions or suggesting courses of action.  When 
looking for inspiration for developing these models it is 
useful to look beyond traditional artificial intelligence 
concepts and examine how research in other disciplines may 
apply. 
 
 One potentially useful concept, cognitive inertia, is 
commonly utilized in managerial science.  Essentially, 
cognitive inertia is the human tendency to maintain 
previously valid beliefs even when new evidence no longer 
supports those beliefs.  Typically, this concept has a negative 
connotation, and significant research in this topic is devoted 
to analyzing its effects [2] or circumventing its symptoms [3].  
However, cognitive inertia does have a positive role in the 
maintenance of trust. 
 
 Cognitive inertia is the component that makes long-term 
relationships of trust possible.  For instance, if an individual 
is considered a trustworthy friend, one mistake would not be 
enough to invalidate that friendship.  Additional confirmation 
of untrustworthiness is often needed.  However, that one 
offense may prompt a slight raise of one's guard.  Additional 
offenses would then indicate a significant change in attitude 
toward the individual in question.  In this sense, cognitive 
inertia can be considered the first derivative of trust.  That is, 

it is the rate at which trust is modified when circumstances 
dictate a change. 
 
 Although trust can be defined in many ways, this paper 
defines trust as follows:  Trust is a belief that another agent is 
reliable in the services it provides, and is honest when given 
the opportunity to defect [4]. 
 
 While cognitive inertia is not a one-size-fits-all concept in 
which a single value is most appropriate in all situations, it 
may be possible to generate broad guidelines for determining 
how quickly an agent should alter its trust in a given 
situation.  This ability to modify its reasoning methods in 
response to feedback from the environment and scenario 
could allow an agent to avoid costly mistakes from trusting a 
faulty source or rashly terminating an otherwise sound 
relationship. 
 
 There are many techniques for modeling trust.  The 
techniques in this paper could be best categorized as a 
learning model, a famous version of which is based on game 
theory [5] where agents calculate the benefit of cooperating 
with another agent.  However, this work is less like 
traditional game theory models involving payoffs and 
defections and is more like the emergent trust models taken 
from a fusion of complexity theory, marketing, and 
psychological theory [6]. 
 
 The research presented in this paper addresses two 
questions regarding cognitive inertia.  First, is it possible to 
determine broad rules for calculating an appropriate inertia 
value in a given situation?  Second, is it possible to utilize 
environmental variables, agent performance, or self-
examination to adjust inertia to more appropriate levels? 
    
2 Approach 
 To explore the viability of the concept of cognitive inertia 
in trust relationships, a generic multi-agent system is 
proposed.  In this system, agents broadcast information to 
each other.  Information presented by some agents tends to be 
more reliable than information from other agents.  Believing 
false information incurs a penalty while believing true 
information provides a reward.  Conversely, ignoring false 
information is rewarded while ignoring true information is 
penalized. 
 
 Agents maintain trust levels in each other agent.  These 
trust levels represent the percentage chance that the agent will 
believe the information provided (Figure 1).  After receiving 
the reward or penalty, the agent has the opportunity to adjust 
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its trust in the sending agent based on its cognitive inertia.  
While an agent maintains trust levels for each other agent, it 
only has a single cognitive inertia value.  Future 
experimentation can determine if this is sufficient or if a more 
discrete inertia would be beneficial. 
 
 Formally, we propose a World W that consists of Agents A, 
a Reward value R, a Penalty value P, and a discrete Time 
variable T: 
  
         W = { A, R, P, T }.         (1) 
 
 There exists a set of agents, A = { A1, A2,…, An }, such that 
  
       Ai = { Mi, TRi, Ci, Hi, Si, Fi }.      (2) 
 
 Mi is the set of message observations for Ai:  
  
      Mi = { Mi(1), Mi(2), …, Mi(k) }.      (3) 
 
 TRi is the set of trust values in other agents: 
 
       TRi = {TRi

1, TRi
2, …, TRi 

n-1}      (4) 
 
where n is the number of agents in the system.  Trust for each 
other agent is a value from 1 to 100.   
 
 Ci is agent Ai's cognitive inertia level on a scale of 1 to 100, 
representing the percentage chance it will adjust its trust in 
another agent.  Si represents its fitness score, and Hi is the 
agent's honesty on a scale of 1 to 100, representing the 
percentage chance it will present accurate information.  
Finally, Fi represents the set of functionality available to the 
agent. 
 
          Fi = { Fi

S, Fi
R }         (5) 

 
 Each turn, agent Ai will send a true message, Mtrue,  or a 
false message, Mfalse, to all other agents using the Send 
function, Fi

S: 
 
   Mx(T + 1), ∀ x ∈ A, x ≠ i ← Fi

S(Mi
true(T))    (6) 

   Random(1:100) ≤ Hi
 (T). 

 
   Mx(T + 1), ∀ x ∈ A, x ≠ i ← Fi

S(Mi 
false(T))   (7) 

    Random(1:100) > Hi
 (T). 

 
 Similarly, a Receiving function, Fi

R, is created for receiving 
messages from agent Aj: 
 
  Mi(T + 1) ← Fi

R(Fj
S(xj(T), ∃! x ∈ {Mtrue, Mfalse})).  (8) 

 
 Next, we define the method in which agent Ai believes or 
disbelieves a message from Aj: 
  
   BELi (Mx

j(T), ∃! x ∈ {true, false} )       (9) 
   Random(1:100) ≤ TRi 

j(T). 
  

That is, agent Ai will believe a message from agent Aj if and 
only if a randomly generated number from 1 to 100 is less 
than or equal to Ai's Trust in Aj.  While real-world scenarios 
would require a significant number of variables to adequately 
compute the trustworthiness of a message, this experiment 
abstracts the uncertainty as a stochastic variable. 
 
 Next, we define the methods in which the agent is rewarded 
or punished for the messages it has received: 
 
    BELi (Mtrue(T)) ˅ ¬ BELi (Mfalse(T)) ⇒     (10) 
    Si(T + 1) ← Si(T) + R. 
 
    BELi (Mfalse(T)) ˅ ¬ BELi (Mtrue(T)) ⇒     (11) 
    Si(T + 1) ← Si(T) - P. 
 
 When agent Ai believes a true message or disbelieves a 
false message, its score increases by the reward amount.  
Conversely, when agent Ai believes a false message or 
disbelieves a true message, its score decreases by the penalty 
amount. 
 
 Finally, we define agent Ai's ability to alter its trust in agent 
Aj: 
 
  Si(T + 1) > Si(T) ˄ Random(1:100) ≤ Ci(T) ⇒   (12) 
  TRi 

j(T + 1) ← TRi 
j(T) + (100-Ci)/10. 

 
  Si(T + 1) < Si(T) ˄ Random(1:100) ≤ Ci(T) ⇒   (13) 
  TRi 

j(T + 1) ← TRi 
j(T) – (100-Ci)/10. 

 
3 Experimentation 
 The proposed model was implemented in a Java simulation.  
The simulation consisted of 100 agents, each with a different 
cognitive inertia value: 
 
       Ci ← i, ∀ i ∈ A.           (14) 
 

! 
 

 

Figure 1: Agents believe or disbelieve messages 
based on their trust in the sending agent 
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 Each agent was given a random honesty value: 
 
      Hi ← Random(1:100), ∀ i ∈ A.      (14) 
 
 The honesty values for the group were weighted in one of 
three ways: 

1. No weighting of honesty 
2. Honesty weighted towards 75 
3. Honesty weighted towards 25 

 
 Also examined was the model's ability to handle different 
reward and penalty scenarios.  The experiment was executed 
with one of three reward/penalty combinations 

1. Equal reward and risk: Reward R = 1, Penalty P = 1 
2. High reward, low risk: Reward R = 5, Penalty P = 1 
3. Low reward, high risk: Reward R = 1, Penalty P = 5 

 
 These parameters allow many different situations to be 
simulated.  For instance, agents might be attempting to 
discover leads among data records for rooting out a wanted 
fugitive.  In this scenario, there may be many dead-end leads 
and false positives shared with the group (honesty scores 
weighted towards 25), and those false positives don’t cause 
significant problems (low penalty).  However, a positive lead 
is a rare and significant event (high reward). 
 
 As another example, consider a group of agents that are 
interpreting and utilizing targeting data.  Agents are expected 
to perform adequately (low reward and honesty weighted 
toward 75), and errors can cause catastrophic events such as 
targeting of friendly troops or non-combatants (high penalty). 
 
 The experiment was executed with one of five 
modifications to the method for adjusting cognitive inertia 
after each received message: 
 

1. No change to inertia possible 
 

2. Change inertia upwards for true received messages, 
downwards for false messages 
  Fi

R(Mtrue(T)) ⇒ Ci(T + 1) ← Ci(T) + 1 (15) 
  Fi

R(Mfalse(T)) ⇒ Ci(T + 1) ← Ci(T) - 1 (16) 
 

3. Change inertia downwards for true received 
messages, upwards for false messages 
  Fi

R(Mtrue(T)) ⇒ Ci(T + 1) ← Ci(T) - 1 (17) 
  Fi

R(Mfalse(T)) ⇒ Ci(T + 1) ← Ci(T) + 1 (18) 
 

4. Inertia moves toward 50 when a false message is 
received, away from 50 when true 
  Fi

R(Mtrue(T)) ˄ Ci(T) < 50 ⇒      (19) 
  Ci(T + 1) ← Ci(T) – 1 
  Fi

R(Mtrue(T)) ˄ Ci(T) > 50 ⇒      (20) 
  Ci(T + 1) ← Ci(T) + 1 
  Fi

R(Mfalse(T)) ˄ Ci(T) < 50 ⇒      (21) 
  Ci(T + 1) ← Ci(T) + 1 
  Fi

R(Mfalse(T)) ˄ Ci(T) > 50 ⇒      (22) 
  Ci(T + 1) ← Ci(T) - 1 

5. Inertia moves toward 50 when a true message is 
received, away from 50 when false 
  Fi

R(Mtrue(T)) ˄ Ci(T) < 50 ⇒      (23) 
  Ci(T + 1) ← Ci(T) + 1 
  Fi

R(Mtrue(T)) ˄ Ci(T) > 50 ⇒      (24) 
  Ci(T + 1) ← Ci(T) - 1 
  Fi

R(Mfalse(T)) ˄ Ci(T) < 50 ⇒      (25) 
  Ci(T + 1) ← Ci(T) - 1 
  Fi

R(Mfalse(T)) ˄ Ci(T) > 50 ⇒      (26) 
  Ci(T + 1) ← Ci(T) + 1 

 
 To allow each agent to stabilize at what it felt was an 
appropriate configuration, the simulation was executed for 
500 time cycles, with each agent sending one message to the 
group during each time cycle.  This number of time cycles 
gave each agent adequate time to settle into particular trust 
and cognitive inertia values.  At the end of the simulation, 
fitness scores of each agent were tabulated.  Each of the 45 
possible scenario combinations was executed 1000 times to 
get a good average statistic. 
 
4 Results 
 Figure 2 shows the average scores of agents in a simple low 
risk/low reward scenario containing agents with a wide range 
of honesty values.  The “No modifier” line shows the baseline 
desirability of each cognitive inertia value.  Thus, a low 
inertia would be most appropriate here.  Agents with an 
honesty value that clusters around 25 tend to perform 
similarly.  However, agents with high average honesty 
(Figure 3) tend to perform better with a cognitive inertia in 
the 65 to 80 range.  This trend holds fairly steady for all 
combinations of high/low risk and reward parameters.  
 
 The method of adjusting cognitive inertia is particularly 
interesting.  As summarized in Figure 4, the formula that 
achieves the best performance varies by scenario.  When the 
average honesty is high, pushing the inertia towards the 

Figure 2: Comparison of inertia modification techniques in a 
community with random honesty 
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middle when a true statement is received and towards the 
edge when a false statement is received works best.  This 
makes sense when considering that an ideal inertia value is 
slightly above 50, and most statements will be true. 
 
 However, other scenarios are less defined.  Clustering 
scores to the edge or middle tends to provide adequate results, 
but linear pushes upwards or downwards tends to either be 
very good or very poor.  Low risk/high reward scenarios 
tended to do poorly with linear movement, while high 
risk/low reward scenarios tended to do excellently with these 
formulas.  As before, high honesty systems didn’t follow this 
pattern. 

 
5 Conclusions and future work 
 The simulations show that there are patterns in the data, 
suggesting that the notion of cognitive inertia is a valid 
method of adjusting trust in multi-agent systems.  However, 
the anomalies suggest that a more complex representation is 
probably needed.  For instance, agents may be better served 
by a trust vector, combining trust and cognitive inertia for 
each other agent in the system.  Additionally, time may be a 
valid factor, with agents keeping track of how long they have 
held a particular trust in another agent.  Another concept that 
may be of use is social distance [7] in which agents are not 
necessarily directly known to each other.  Notions such as 
these could allow for new algorithms for adjusting trust 
inertia that might better serve the agents than ones presented 
here.  Our future work in this topic will explore these 
possibilities. 
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Figure 4: Summary of inertia modification techniques in 
various scenarios 

Figure 3: Comparison of inertia modification techniques in a 
community with honesty weighted towards 75 
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Abstract−Timely detection of disease outbreak events is of 

paramount importance for the defense against infectious 

diseases and biological threats.  Internet-based 

communications can provide good situational awareness for 

countries where public data collection is inadequate, 

unreliable or missing.  The key challenge is to sift through this 

vast amount of unstructured text to identify relevant reports 

and to extract disease related information into a structured 

format suitable for analysis.  In this work, Natural Language 

Processing (NLP) techniques are used on data from news 

feeds, websites, and medical publications to extract key 

biological event data.  We developed the Threat Assessment 

Dashboard (BioTHAD™) in order to improve detection and 

monitoring of biological events. We demonstrate that disease 

outbreak incidence and timing can be effectively extracted 

from open news sources using NLP.  The BioTHAD™ 

application could serve as a model for tracking not only 

infectious, but chronic diseases and other types of events 

worldwide. 

Keywords: Biovigilance, Open Sources Based Surveillance, 

Disease Outbreaks, Natural Language Processing, Text 

Mining  

 

1   Background and Significance 

Most emerging infectious diseases and agents of 

bioterrorism present as nonspecific “flu-like illness,” thus 

early detection requires the use of alternative sources of data 

rather than waiting for reporting of laboratory-confirmed 

diagnoses [1].  Because syndromic surveillance systems 

access and analyze data streams not typically available to 

departments of health, syndromic surveillance has the 

potential to identify unusual patterns of illness prior to 

definitive diagnoses and thus potentially closer to “real-time” 

than traditional surveillance systems [1].  Detection of 

aberrant activity using statistical tools to identify unusual 

spatiotemporal distributions of symptoms for further public 

health investigations augments traditional surveillance [1, 2, 

3]. 

A rich source of data for bio-surveillance is the wealth of 

news articles posted to or available through the web.  While 

widespread availability is a major advantage for these reports, 

the sheer volume of information routinely available on the 

web makes its utilization difficult.  The detection of disease 

outbreaks and other potential biological threats is extremely 

challenging due to nuances of natural language used in news 

articles.  Automated identification of relevant events would 

improve surveillance and increase research and response 

effectiveness.  One approach to making that information more 

tractable for biovigilance community members is to automate 

the processing of news reports and to flag reports of potential 

interest, highlighting or tagging relevant elements within 

reports, and extracting data for subsequent analysis.   

Extracting disease and biological event related 

information from unstructured text is a challenging problem 

because of the nuances of natural language [4, 5].  According 

to Kawazoe, et al., “in many cases, disease-related events are 

mentioned with verbs (e.g., ‘infect’), verbal nouns (e.g., 

‘infection’) and verb phrases. There are many synonymous 

event expressions; for example, infecting events can be 

expressed by many verbs and verb phrases such as ‘infect,’ 

‘transmit,’ ‘contract,’ ‘communicate (pathogen/ disease),’ 

‘catch (pathogen/disease),’ ‘get (pathogen/disease),’ as well as 

verbal nouns such as ‘infection,’ ‘transmission,’ 

‘contraction.’” Event recognition (in this case, finding reports 

about outbreaks of diseases) also occurs at the noun phrase 

(“outbreak of ...”) and clause (“people died from ...”) levels 

[4]. Also, sometimes, an infecting event is not mentioned 

directly, but only implied, as in a sentence like “A man died of 

bird flu” [6]. 

2   Approach 

The BioTHAD™ technology has software agents that 

can be configured to monitor information sources such as 

news feeds, and medical publications on a daily basis.  

Currently, the BioTHAD™ technology monitors and 

downloads data from 15 sources including ProMed Mail [7], 

WHO, BBC Health News, CDC Morbidity and Mortality 

Weekly Reports, The Lancet Infectious Diseases, and BMC 

Infectious Diseases.  HTML files are downloaded from these 

sites, text is extracted from these HTML files, converted to an 

XML format, and then processed by an NLP pipeline to 

extract the relevant information. 

Figure 1 shows the process used to extract information 

from text sources.  The first part of the process, shown in the 

top box, uses our in-house NLP pipeline. The steps involved 

in this initial part of the process are sentence boundary 
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detection, tokenization, part-of-speech tagging, phrase 

chunking, Subject-Verb-Object (SVO) assignment, clause 

segmentation and finally, named entity recognition. The first 

four steps internally use OpenNLP 

apache.org/opennlp/), while the SVO assignment, clause 

segmentation and named entity recognition modules have been 

developed in-house.  The SVO and Clause assignment stage 

involve splitting the sentence into clauses and finding SVOs in 

the sentence. 

The main objective of the initial stages of 

is to identify and classify the phrases which may be the 

constituents of event patterns. The steps shown in the 

green/top box are mostly domain-independe

entity recognition module recognizes generic 

such as Persons, Locations and Organization

hand, the processes shown in the yellow/bottom box 

1 are components that are domain-specific.  The four 

components required are the domain concept tagger, event 

pattern matcher, inference of missing data,

normalization. The following sections briefly outline each 

component. 

Figure 1.  

2.1.2  Event pattern matching 

 The next important step is the Event Pattern 

Matching which consists of feature extracting and the frame 

matching.  The event pattern matching component will read all 

the pre-defined event patterns and compare them with the 

processed text to see if there are any matches. If

matched, an ‘event’ is generated 

The Feature Extractor extracts relevant textual features 

that are generally very domain specific from the NLP output.  

Features such as noun phrases, disease, date, location, verb 

phrases, root form of verbs, etc., are extracted to produce a 

speech tagging, phrase 

assignment, clause 

segmentation and finally, named entity recognition. The first 

 (http://incubator. 

, while the SVO assignment, clause 

segmentation and named entity recognition modules have been 

Clause assignment stage 

nd finding SVOs in 

The main objective of the initial stages of text processing 

is to identify and classify the phrases which may be the 

constituents of event patterns. The steps shown in the 

independent.  The named 

generic named entities 

and Organizations.  On the other 

/bottom box in Figure 

specific.  The four 

components required are the domain concept tagger, event 

inference of missing data, and data 

briefly outline each 

2.1 Event Extraction 

2.1.1  Domain concept tagging 

The first step in domain event extraction (

Figure 1) is the Domain Concept T

entity recognition module in the 

Figure 1), the domain concept tagger tags concepts that are 

domain-specific. We identified the following items as key 

concepts associated with disease and biological events in the 

context of information extraction:

Pathogens, Antibiotics, Location, D

Resistance terms, Victim Type and S

such domain-specific concepts, the extraction of domai

specific event frames becomes simplified. For example, the 

pattern ‘disease killed victim’ would match the string “ch

killed 7 inhabitants.”  In a similar fashion, noun phrases that 

could denote an unidentified disease will also be tagged. This 

helps to capture reports on outbreaks when the disease 

still unknown. 

 

 

.  BioTHAD Information Extraction Pipeline 

step is the Event Pattern 

Matching which consists of feature extracting and the frame 

matching.  The event pattern matching component will read all 

defined event patterns and compare them with the 

processed text to see if there are any matches. If a pattern is 

The Feature Extractor extracts relevant textual features 

that are generally very domain specific from the NLP output.  

Features such as noun phrases, disease, date, location, verb 

etc., are extracted to produce a 

simplified representation of the processed text. This is 

illustrated in Figure 2. 

Figure 2 shows an example of how text is processed as it 

proceeds through the various stages of the process. The input 

to the Feature Extractor is the tagged parse tree which comes 

from the NLP pipeline and the Domain Concept Tagger. By 

this stage, concepts such as disease and location have already 

been identified and appropriately tagged.

Feature Extractor is: 

NP SEGMENT(disease) +  VP SEGMENT (surface) +  PP 

SEGMENT (location)

in domain event extraction (bottom box in 

is the Domain Concept Tagging. Unlike the named 

entity recognition module in the NLP pipeline (top box in 

), the domain concept tagger tags concepts that are 

We identified the following items as key 

nd biological events in the 

context of information extraction: Diseases, Symptoms, 

, Date, Outbreak terms, 

and Severity.  After identifying 

specific concepts, the extraction of domain-

specific event frames becomes simplified. For example, the 

pattern ‘disease killed victim’ would match the string “cholera 

In a similar fashion, noun phrases that 

could denote an unidentified disease will also be tagged. This 

capture reports on outbreaks when the disease type is 

simplified representation of the processed text. This is 

shows an example of how text is processed as it 

through the various stages of the process. The input 

agged parse tree which comes 

from the NLP pipeline and the Domain Concept Tagger. By 

this stage, concepts such as disease and location have already 

been identified and appropriately tagged. The output of the 

SEGMENT (surface) +  PP 

SEGMENT (location) 
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The above feature vector means that this particular

sentence contains the following components: 

• A noun phrase which contains a disease, followed by,

• A verb phrase which contains the verb “surface

followed by, 

• A Prepositional Phrase which contains 

The feature vector is then fed to the next module, the 

Frame Matcher.  The Frame Matcher is the key module of the 

whole processing pipeline.  Its main function is to 

incoming feature vectors against a set of predefined 

frames or templates.  Figure 2 also shows the event frame that 

matches the feature vector from this particular sente

important input needed for this step is the repository

frames that capture disease incidents in news report.

generation of these frames is described in more detail

The next step in the BioTHAD™ Information Extraction 

Pipeline is inferring missing data. Natural language 

and hence often key information is not explicitly mentioned 

because the human can infer it from the context.  This is 

especially true for dates and locations.  

2.1.3  Handling incomplete date specification 

Heuristics are used to fill out missing or incomplete dates.

Figure 2.  Text Processing and Event Extraction Process

2.1.5  Data Cleaning and Normalization 

Once an event is generated, some of the instantiated event 

slots will need to be further refined or cleaned to generate 

consistent information. The following examples illustrate the 

need to normalize the data before saving the instantiated event 

to the database. 

that this particular 

 

hich contains a disease, followed by, 

the verb “surface,” 

contains a location. 

The feature vector is then fed to the next module, the 

The Frame Matcher is the key module of the 

s main function is to match 

against a set of predefined event 

also shows the event frame that 

matches the feature vector from this particular sentence.  One 

repository of event 

frames that capture disease incidents in news report.  The 

described in more detail below.  

Information Extraction 

atural language is efficient 

information is not explicitly mentioned 

from the context.  This is 

pecification  

Heuristics are used to fill out missing or incomplete dates. 

• Infer the year.  Consider the example: “On 22 August the 

Ministry of Health (MoH) of the Central African Republic 

reported a laboratory confirmed case of yellow fever.”  To 

complete the date “22 August

published date is added to it. 

• Infer the date from the context

“Southern Missouri man dies of rabies.” Since the date is 

completely missing from this sentence, it is assumed that 

the date is the same as the published date.

• Dereference the relative date.  Consider the example 

“Southern Missouri man died of rabies yesterday.” The 

actual date can be computed relative to the published date. 

Therefore, in this case, “yesterday”  = Published Date 

2.1.4  Missing or ambiguous location information

 Very often, an instantiated frame does not contain a 

location. In addition, many frames that 

reference to a location, the source text does not contain the 

context of that location; whether the location is a city, a state 

or a country. For this reason, it is necessary

categories based on lookup lists.  We created a lookup list of 

countries and in the case of the United States,

includes cities and states.  The location lookup list is used to 

resolve a location and identify its country or state.

 

.  Text Processing and Event Extraction Process 

Once an event is generated, some of the instantiated event 

slots will need to be further refined or cleaned to generate 

consistent information. The following examples illustrate the 

instantiated event 

• Dates and date expressions (including dates relati

the report time, such as “last week”

normalized to a standard form, with explicit day, 

month, and year. 

• One disease could have many names. 

one canonical name for each disease and normalize all 

Infer the year.  Consider the example: “On 22 August the 

Ministry of Health (MoH) of the Central African Republic 

reported a laboratory confirmed case of yellow fever.”  To 

the date “22 August,” the year from the 

from the context.  Consider the example 

“Southern Missouri man dies of rabies.” Since the date is 

completely missing from this sentence, it is assumed that 

he same as the published date. 

Dereference the relative date.  Consider the example 

“Southern Missouri man died of rabies yesterday.” The 

actual date can be computed relative to the published date. 

Therefore, in this case, “yesterday”  = Published Date - 1  

Missing or ambiguous location information 

frame does not contain a 

that do contain an explicit 

the source text does not contain the 

whether the location is a city, a state 

is necessary to tag these three 

We created a lookup list of 

the United States, the list also 

cities and states.  The location lookup list is used to 

a location and identify its country or state. 

 

Dates and date expressions (including dates relative to 

the report time, such as “last week”) should be 

normalized to a standard form, with explicit day, 

One disease could have many names. We designate 

ne canonical name for each disease and normalize all 
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variants to that standard e.g., “Ebola,” “Ebola 

hemorrhagic fever,” “EHF.” 

• Similarly, some countries have many names; 

therefore, there is a need to normalize country names, 

e.g., “U.S.A.,” “U.S.,” “United States.” 

Further analysis of the stored data using techniques such as 

data mining will be performed on this atomic event extracted 

from the text. 

After the frames are extracted, the information extracted 

undergoes further processing.  This involves data cleaning and 

data filtering.   

Open sources like news feeds and medical publications 

often have information related to statistical updates and 

summaries, prevention, negative outbreaks (i.e., documents 

reporting that an outbreak is abating) and reports about general 

information related to drugs and research, in addition to 

reports about disease incidents.  It is necessary to filter out 

reports that have information content other than disease 

incidence reporting.  We detail some of the types of filtering 

and aggregation below. 

a) Filtering reports on statistical updates: Reports 

that provide information about statistical updates, such as total 

count of cases for a specific disease for a whole year and the 

worldwide situation of specific diseases are filtered out. This 

elimination consists of two steps. The first step removes 

reports that contain the pattern “update yyyy” and “world-

wide” in the title. The second step filters out reports that 

contain the word “update” in the title and more than three 

locations in the text.   Another example of statistical updates is 

temporal generalizations.  For example, “Every year, cholera 

causes 100 deaths in Zimbabwe.”  Such instantiated events 

containing repeating time intervals are filtered out. 

b) Filtering reports on prevention: The second type of 

report that has nothing to do with the outbreak of diseases is 

prevention related reports. After going through some sample 

reports on prevention, a list of keywords was created to denote 

that a report concerns prevention. 

c) Filtering reports on multiple diseases:  It was also 

decided that reports that discuss multiple diseases could 

potentially be noisy reports for the purpose of disease 

incidence detection. Therefore, these are also filtered out 

based on the number of diseases extracted from the text.  To 

date we have not processed any report that contained more 

than three instances of a disease in the text.  

d) Filtering reports on negative outbreaks: Another 

category of documents that must be filtered from the 

repository is negative outbreaks; i.e., documents reporting that 

an outbreak is either abating, or being controlled.  A report is 

considered to fall in this category if the title contains one or 

more of the following words or phrases: under control, is over, 

waning, officially over, eradicate, recover, etc. 

e) Filtering reports on drugs and medical research: 

Finally, another category of documents to be filtered out from 

the repository was reports focused exclusively on 

pharmaceutical and medical research.  Reports whose titles 

contained any of the following concepts were eliminated: 

research, experiment, drug testing, pharmaceutical research, 

etc.  Some of the reports eliminated might contain important 

information like approval of a drug or vaccine for a pandemic, 

but it is not within the current scope of the BioTHAD™ 

technology and those reports are filtered out. 

2.1.6  Spatio-temporal aggregation 

 Since the disease outbreak information is being extracted 

from multiple sources, it is likely that multiple records are 

generated for the same incident by different sources.  It is also 

possible that the same source reports information about an 

incident over multiple days.  While displaying situation 

awareness information to analysts, the multiple incidents are 

aggregated and presented as single, major events.  The 

aggregation is based on spatio-temporal proximity.  Link list 

and nearest neighborhood-based clustering techniques are 

used to form the aggregate events [8, 9, 10].   

3   Results 

We validated the effectiveness of our approach against 

well known disease outbreaks.  We present results from two of 

the validation studies in this section.  The first analysis was to 

verify the data against the Haiti cholera outbreak that began in 

late October 2010 following the earthquake that shook the 

country in January 2010 [11]. The date range of the cholera 

outbreak events in Haiti extracted from news reports is shown 

in Figure 3 along with the actual date range of the outbreak as 

reported by CDC. The timeline analysis reveals that the date 

range of the extracted events coincides very well with the 

recorded date range for the 2009-2010 Haiti cholera outbreak. 
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Figure 

Figure 4. Salmonella Outbreak Events in the United States Extracted From News Reports

The next objective was to verify the trend for salmonella 

outbreaks in the United States. For this analysis, the date 

ranges of the extracted disease outbreak events were compared 

to three different known outbreaks of salmonella i

States.  The results of this comparison are illustrated in 

4, which also shows the three different actual salmonella 

outbreaks, namely: 

• Multistate salmonella outbreak associated with peanut 

butter [12], 

• Nationwide salmonella outbreak associated with eggs

[13], and 

Figure 3. Trend of Cholera Outbreak in Haiti 

. Salmonella Outbreak Events in the United States Extracted From News Reports

The next objective was to verify the trend for salmonella 

outbreaks in the United States. For this analysis, the date 

ranges of the extracted disease outbreak events were compared 

to three different known outbreaks of salmonella in the United 

States.  The results of this comparison are illustrated in Figure 

, which also shows the three different actual salmonella 

Multistate salmonella outbreak associated with peanut 

tbreak associated with eggs 

• Nationwide salmonella outbreak associated with 

salami products made with contaminated red and 

black peppers [14]. 

Figure 4 shows a fairly close correlation between the three 

known outbreaks with the date ranges of the extracted disease 

outbreak events for salmonella in the United States.  

 

4    Conclusion 

Timely detection of disease outbreak events 

paramount importance for the defense against 

diseases and biological threat events.  News 

medical publications of diseases and biological events are a 

 

 

. Salmonella Outbreak Events in the United States Extracted From News Reports 

Nationwide salmonella outbreak associated with 

salami products made with contaminated red and 

shows a fairly close correlation between the three 

known outbreaks with the date ranges of the extracted disease 

outbreak events for salmonella in the United States.   

Timely detection of disease outbreak events is of 

paramount importance for the defense against infectious 

and biological threat events.  News reports and 

medical publications of diseases and biological events are a 
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valuable source for collecting and organizing information 

regarding potential disease outbreak around the world.  We 

present the methodology for extracting disease and biological 

events from open sources.  In this paper, we have presented 

the design and implementation details of Biovigilance Threat 

Assessment Dashboard (BioTHAD™) that implements this 

capability.  The BioTHAD™ technology provides good 

situational awareness into the status of disease and biological 

events across the world and is capable of detecting diverse 

biological events from open source reports.  Analysis 

supported by the BioTHAD™ technology includes spatio-

temporal aggregation and time-line visualization of disease 

outbreaks.  Our approach is validated using a number of 

known disease outbreaks in recent years.   

The BioTHAD™ technology is very effective in 

extracting disease incidents and their timing and has the 

potential for broad applications to the early detection and 

monitoring of not only infectious diseases, but chronic 

diseases and other events of national and global importance to 

biosecurity.  We are currently validating and refining 

extracting victim counts and plan to extend our approach to 

extracting the etiology and nature of disease outbreaks 

(endemic, nosocomial, community acquired, etc).  Another 

future direction is to design and develop a user interface for 

epidemiologic analysis and validation of intermediate results 

from BioTHAD™.   
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Abstract— Amblyopia is a neurological vision disorder that
studies show affects two to five percent of the population.
Several early screening procedures are aimed at finding the
condition while the patient is a child, including an automated
vision screening system developed by Cibis, Wang, and
Van Eenwyk. The system uses artificial intelligence software
algorithms to achieve a 77% accuracy in identifying patients
who are at risk for developing the amblyopic condition and
should be referred to a specialist. Based on later work, two
additional feature sets are also extracted from the same data
captured with the AVVDA system, both achieving a 67%
accuracy. This work explores the application of a multi-
classifier collaborative learning architecture on the three
data sets. The architecture has been shown to be more
successful in problems that exhibit difficulty for single pass
classifiers.

Keywords: Multi-Classifier, AI in Medicine, Applied AI, Lazy
Eye, Amblyopia.

1. Introduction
Eye trouble of organic origin must be diagnosed and

treated before the onset of an irreversible amblyopia or
what is commonly referred to as lazy eye. This condition
is a developmental disorder of the visual system caused by
ocular abnormalities early in life. While surgery or optical
correction of refractive errors can often address the initial
cause of amblyopia, once amblyopia has developed, such
interventions cannot restore visual function since amblyopia
itself is a cortical deficit, a neurological disorder and not a
physical one [1]. Amblyopia has two primary causes, namely,
strabismus and anisometropia. Strabismus is a misalignment
between the two eyes. Anisometropia is when the refractive
error between the two eyes is different [2]. The reason
that these two conditions can lead to amblyopia is because
they cause the brain to begin ignoring the signals from the
weaker or blurrier eye. Corrective action after amblyopia has
developed becomes problematic, as the brain will not be able
to regenerate the neural pathways. Thus, early detection is
essential for the patient to have a healthy visual outcome.

Fortunately, amblyopia can be successfully treated if iden-
tified when the patient’s brain is still in the developmental
stages, generally when the patient is fewer than six years old,
with the non-controversial methods of glasses and patching
therapy achieving 80 to 90% effectiveness [3].

The optimal solution for vision diagnosis would be a self-
contained, low-cost, completely automated system that could
accurately identify disorders with minimum operator training
and low patient cooperation. The solution would need to
enable widespread use with small children, including infants.
One approach for this sort of solution is based on [4], [3],
pioneering the science of analyzing images for identifying
features that may indicate the development of amblyopia,
and using artificial intelligence techniques to automate the
process [5].

1.1 Problem Statement
In this work, we utilize a multi-classifier machine learning

architecture consisting of a heterogeneous mixture of clas-
sification techniques in a team of intelligent agents. This
architecture is applied to the problem of accurately identi-
fying the amblyopic condition using three existing data and
feature sets. The effort looks to make use of both ensemble
and single classifiers on the data sets in order to ascertain
the best features for identifying and referring patients to a
specialist.

The previous work involved reviewing each individual data
set on it’s own merits with a subset of classifiers, but here
the work looks to take a larger view of the features by
measuring them in relation to a number of classifiers. Results
between the approaches are compared and conclusions drawn
about the efficacy of the feature sets, applied to a variety
of classifiers, as well as a multi-classifier decision fusion
methodology in the vision diagnosis domain.

2. Background and Related Work
2.1 Vision Disorders

Amblyopia is the primary vision disorder this research
attempts to accurately identify. It has two primary physical
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causes, anisometropia and strabismus. Anisometropia is a
condition where the refractive error in one eye is significantly
different than the other. The difference in the refractive
errors is difficult to overcome for a developing visual cortex,
primarily due to the very different images being presented.
Studies have shown that anisometropia is the predisposing
condition that leads to amblyopia 50% of the time, and
that an undiagnosed anisometropia will lead to strabismus
[2]. Strabismus can be identified as a misalignment of the
focal point between the two eyes, but the condition is not
always identifiable with the naked eye and may require
a thorough screening. Strabismus typically involves a lack
of coordination between the two eyes and the extra-ocular
muscles where the patient is unable to bring both eyes into
focus on the same point in space, thus preventing proper
binocular vision.

Both of these physical abnormalities in the eye have the
potential to cause the development of a patient’s visual func-
tion to be impaired and cause the image from the amblyopic
eye to be disregarded by the visual cortex. If the condition is
allowed to persist, the neural pathways become permanently
formed and the use of the amblyopic eye is diminished.
The degree to which it is diminished varies based on how
early the condition developed in the patient’s life and if any
remediation treatment was used [2].

2.2 Automated Photo-Refractive Screening
Photo-refractive screening is based on a system to interpret

the images of the eyes. It does not directly identify am-
blyopia, but it looks for defects in the eyes that may lead
to amblyopia. One such system for identifying strabismus
and amblyopia using video images, called Video Vision
Development Assessment (VVDA), has been developed [3].
The method involves a consumer-grade video camera with a
light source attached to the base of the camera. The patient
sits approximately 52 inches from the camera and looks at
the light source while approximately two minutes of video
is recorded. The video is then digitized and analyzed by
specialists or trained technicians to determine if the patient
should be referred to a specialist. This processing is generally
divided into frame selection and feature extraction.

More recently, research has been performed in order to
automate the analysis of the frames using artificial intelli-
gence techniques [6], [4], [5]. These works focused on imple-
menting the image processing and Case-Based Reasoning [7]
algorithms that constituted the first version of the Automated
Video Vision Development Assessment (AVVDA) system. In
a completely automated fashion, they were able to identify
the key frames of the video, isolate the pupils, and locate the
Hirschberg point [6], [4]. Figure 1 shows the image output
from the AVVDA system, where the Hirschberg reflex and
iris diameter are highlighted. The automated photo-refractive
screening system works by having an operator take a short
video of the patient, which is then analyzed automatically by

the software in the following manner. Initially, the software
identifies the frames where both eyes are open and looking
at the light source. These frames are identified as key frames.
Next, the software isolates the location of the eyes and
pupils in the key frames. Finally, the software uses various
techniques to extract the distinguishing features that may be
indicators for amblyopia.

Fig. 1: Key frame output from the AVVDA system [5]

In order to further enhance AVVDA, researchers have
investigated using the same feature set with a different set
of classifiers, with the overall goal of the AVVDA system
being to allow an unskilled technician to operate the system
and accurately obtain a decision about patient referral to
an optometrist or ophthalmologist [5]. In the current form,
AVVDA uses Case-Based Reasoning [7], C4.5 Decision Tree
[8], and Artificial Neural Network [9] classifiers to assist
in making the decision. 54 features are extracted from the
images to train the classifiers.

At this point, various artificial intelligence techniques have
been utilized to automatically produce the referral to a
specialist [3], [5]. The results reported in this work expands
upon the automated photo-refractive screening method, with
the goal to evaluate other classifiers, and the use of multi-
classifier ensembles, as a means to produce more accurate
results from the same feature set.
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2.3 Combining Decisions from Multiple Classi-
fiers

Classifier combination is an area in machine learning that
has offered advances in classification accuracy for complex
data sets. It has been termed differently in the literature,
namely, classifier fusion, mixture of experts, committees,
ensembles, teams, pools, collective recognition, composite
systems, etc. When predictions from multiple classifiers are
combined, they are said to form an ensemble that is then
used to classify new instances. Several methods have been
developed to combine classifiers, the most popular of which
are voting, boosting, bagging, and stacking.

One of the primary questions in this area of study is
whether combining classifiers is better than selecting the best
classifier. Several works support that classifier combination
provides an improvement in most cases, assuming that the
classifiers exhibit reasonable individual accuracy. One such
study utilized stacking with model trees to combine multiple
heterogeneous learners [10]. Each learner utilized the full
data set to produce a base-level model, the output of which
is then combined with other base-level models using a
meta-level classifier. Their results also indicated that the
number of base-level classifiers did not significantly affect
the results. Similarly, [11] found that when using voting and
entropy methods as the heterogeneous classifier combina-
tion mechanism for word-sense disambiguation, increasing
the number of less accurate classifiers adversely affected
those with higher accuracy. Use of more classifiers, even if
heterogeneous, does not always translate to better results.
Depending on the combination method, the relative impact
of adding classifiers can diminish as team size increases. Our
work attempts to address this by implementing a framework
where team configurations can be analyzed to determine
what factors make a team of classifiers successful given the
application and domain.

Although selection of the best individual classifier is eas-
ier and occasionally effective, combination techniques scale
better to larger and more complex learning problems. Even
combining all classifiers in an ensemble can be improved
upon by selecting for combination only those that perform
significantly better than others, termed Selective Fusion [12].
Using this technique, together with simple voting methods,
enables the fine-tuning of diverse ensembles for specific
data sets. It also offers performance comparable to other
heterogeneous classifier combination methods such as stack-
ing, without the additional computation and meta-learning
costs. Researchers have studied the effectiveness of switching
between selection (occurring in regions of the feature space
where single classifiers are dominant) and fusion (occurring
in every region not dominated by a single classifier) [13].

Other efforts have studied the use of training multiple
classifiers on different feature subsets prior to their combina-
tion [14]. Focusing on differing and potentially overlapping

feature subsets creates additional diversity, which could lead
to an improved combined model. Some researchers also
found that performance degradation occurs as the percentage
of training batches (sets of training examples) overlap [15].
Multi-classifier systems offer a medium for additional study
on how knowledge from classifiers with different, potentially
overlapping feature and data subsets can be combined. In-
teraction between the classifiers during the training process
may prove to increase learning efficiency, robustness, and
accuracy.

3. Research Methodology
This section covers the research methodology followed to

analyze and measure the utility of single- and multi-classifier
configurations on a set of established features derived from
723 unique patients.

3.1 Features
We study three distinct feature sets in this work. Each

originates from the same raw data, but represent three
separate concepts on where the necessary data holding the
predictive information is to be found. Previous experiments
were performed on these data sets using a small set of
individual classifiers. Therefore, the goal is to compare the
results of various classifier configurations with the original
published results.

3.2 The Multi-Classifier Collaborative Learning
Architecture

The WEKA machine-learning suite is utilized as a base
for the implementation of the proposed Multi-Classifier
Collaborative Learning Architecture [16]. The primary uses
of WEKA in this architecture are to prepare the data for
experimentation and provide implementations of various
classification algorithms. Additional Java and script/batch
file implementations act as a wrapper for machine learning
experiments involving single or multiple classifiers (i.e., for
teams of any size), homogeneous or heterogeneous team
composition, independent or collaborative learning (with the
ability to vary the number of collaboration events during
learning), and combining the decisions of the classifiers
using a variety of accuracy- and vote-based combination
techniques. This offers a robust and flexible architecture for
machine learning studies involving multiple, collaborative
learning agents.

The Multi-Classifier Collaborative Learning Architecture
was utilized to study single- and multi-classifier machine
learning configurations for the patient vision data set. By
default, each classifier is provided a randomized version
(different order of instances for each classifier) of the full
training data set. Model creation takes place by training
each classifier using the training data set. At this time, each
classifier tests its model on the data on which it was trained.
Once training is complete, the testing data set is passed
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through each classifier’s model and the corresponding class
probabilities (predictions) are recorded. The final individual
testing predictions are then used for combining decisions
from multiple classifiers. This acts as the final collaboration
step, which fuses the knowledge from multiple classifiers
to a single team classifier via accuracy- and vote- based
mechanisms.

Decision combination utilizes each classifiers deci-
sion/label for each testing instance to arrive at a single
team classification per combination method. A classifiers
decision consists of a probability that the testing instance
belongs to each of the possible classes. The highest proba-
bility represents the predicted class for each classifier. The
Multi-Classifier Collaborative Learning Architecture calcu-
lates team classification accuracy for each of the 12 im-
plemented vote-based combination methods. The combina-
tion method resulting in the best classification accuracy is
selected, reflecting the overall performance of the team.
For a detailed discussion of the 12 vote-based combination
methods used for evaluation, consult [17].

While the original architecture offers a number of vote-
based methods to be used for combining classifier results for
evaluation [17], this research endeavor utilized only the Av-
erage method. The Average method averages all predictions
for each class from all the classifiers, selecting the class with
the highest average value. The class selected by the classifier
with the highest accuracy on the testing data breaks a tie.

4. Experiments for Three Feature Sets
4.1 Experimental Setup

The experimental studies followed the process of a series
of rounds based on classifier performance. As long as the
results of some classifier in the round exhibited reasonable
improvement over the previous work, then team configura-
tions exhibiting the highest testing accuracy move on to the
next experiment, where larger teams are constructed from the
best teams from the previous experiment.

In all experiments the classifiers are provided with the
full training portion for model creation, and no collaboration
events occurred. The reasoning behind this decision is to
keep the experiments focused on measuring machine learning
algorithm and decision combination performance without re-
viewing the effect of collaboration and independent learning.
Further work could be done to measure the effect of those
additional configuration options of the architecture.

The first step for a specific data set is to coarsely test a
variety of individual machine learning algorithms, each with
a few settings and initialization seeds, to determine which
algorithms perform well in general for the data set. The best
settings and corresponding 10-fold cross-validation testing
accuracy for each algorithm are recorded, and the top four
algorithms are selected to advance to the next experiment.

The next step is to evaluate a team four classifiers in
four different configurations. This inherently includes homo-
geneous and heterogeneous team compositions. The same
process takes place for teams of size eight, where the top
teams of size four are selected to advance to the experiment
of size eight teams. The same process is used with the results
of the size eight teams to construct the final sixteen-team
experiment. Once the experiment of size sixteen teams is
complete, all results are compiled and analyzed.

It is important to note that because this work is primarily
a comparison of feature sets, an exhaustive multi-classifier
experiment set is not performed. Rather, the methodology
looks at a shallow set of initial experiments to determine if
further classifier fusion is worth pursuing based on an im-
provement in overall accuracy. This phased experimentation
process results in running fewer round one experiments for
Experimental Data Set 1, and more round one experiments
Experimental Data Set 2 and Experimental Data Set 3.
This is because positive results are discovered early in the
Experimental Data Set 1.

In addition to differences in round one, the methodology
further results in all three feature sets not following to the
final sixteen-team experiment. Since this work investigates
the efficacy of the three feature sets for identifying the
amblyopic condition, when the results in the early rounds
do not advance the state of the previous work, all the rounds
are ended and the results are presented.

4.2 Experimental Results
This section presents the experimental results from a va-

riety of machine learning configurations for the three patient
vision data sets. The notation used in the subsequent figures
and analyses are abbreviations of machine learning classi-
fication algorithms. The abbreviations for the ten utilized
classification algorithms are: Decision Table (DTB) [18],
Decision Tree (DT) [8], Instance-Based KNN (IBK) [19],
Logistic Regression (LGR) [20], Naive Bayes (NB) [21],
PART Rule Learner (PRT) [22], Random Forest (RFT) [23],
Radial Basis Function Network (RBF) [18], RIPPER Rule
Learner (JRP) [24], and Support Vector Machines (SVM)
[25]. The reader is referred to the referenced papers for
the algorithms and details on their underlying structure and
theory.

When listing team compositions, the number of classifiers
for each algorithm of the team is listed, separated by +. For
example, 3IBK+2PRT+2DT+1LGR represents a team of size
eight composed of three IBK, two PRT, two DT, and one
LGR classifiers.

A total of 39 machine learning experiments were per-
formed, including the variation of team size and composition.
Experiments are broken down as follows:

• 29 size one
• 4 size four
• 3 size 8
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• 3 size 16

4.3 Experimental Data Set 1: Color Density and
Hirschberg Reflex

The first experimental data set finds its genesis in previous
work from Wang and the original AVVDA system. A total
of 54 key features of patients’ eyes (27 features per eye)
were extracted from the video feeds and key frames. The
two primary features are the pupil radius and the degree of
fixation based on the Hirschberg point. The remaining 25
features for each eye are calculated using the color of pixels
within 80% of the radius of the pupil. This includes, for
example, the average red, green, and blue values throughout
the pupil. The reader is referred to [4] for additional details
on how these values are calculated. These 54 features for
each of the 723 patients and all of the identified key frames
were used as input into the multi-classifier architecture.

As described in the previous section, many classifiers
where tested on the data set, both single and combined. As
a result of the experimental process, the best outcome was
distilled to 16 Random Forest classifiers. We can investigate
the initial outcome of the four rounds of experiments by re-
viewing table 1. The results show increasing improvement as
the rounds advance (i.e., team size increases), and ultimately
show the best results were achieved with a homogeneous,
16-classifier configuration.

In contrast, the results of the AVVDA system represent
the original research and cover single instance Case-Based
[7], Artificial Neural Network [9], and Decision Tree [8]
classifiers. Table 2 is a summarization of the results for com-
parison, and shows that the use of a multi-classifier decision
combination approach improved accuracy and specificity at
the cost of sensitivity.

4.4 Experimental Data Set 2: Iris and Pupil
Color Slope with Middle Stack Key Frame
Selection

The second experimental data set is based on the work
of [26]. It utilizes the same 723 patient videos but in-
stead extracts a different set of frame and feature data.
The difference begins with the key frame concept. In the
previous experiment, a patient will have typically produced
many key frames. As described in the Related Work section,
the software identifies a key frame based on two primary
criteria. First, the patient must have both eyes open. Second,
the patient must be looking at the light source so that a
reflection off of the retina is clear. From the key frame stack
identified for a patient, a single frame is then selected. In the
second experiment, the research takes a very simple approach
to identify the single frame that will be used for feature
extraction. It selects the frame from the middle of the stack
of frames. If there are an odd number of frames, it selects
the frame that is a whole number division of the entire frame

Table 1: Results from the experimental study performed
using the Multi-Classifier Collaborative Learning

Architecture on the AVVDA data set.

Team Accuracy Sensitivity Specificity
(%) (%) (%)

Team Size: 1

DTB 68.21 89.35 34.67
DT 76.25 82.14 66.62
IBK 74.40 77.49 69.58
LGR 75.53 86.03 58.81
RBF 70.82 82.54 51.87
RFT 76.52 79.34 71.86
PRT 74.08 80.13 64.44

Team Size: 4

1DT+1LGR+1RFT+1PRT 76.40 82.30 66.81
4DT 76.25 82.14 66.63
4RFT 77.22 81.39 70.47
2DT+2RFT 76.52 82.14 67.35

Team Size: 8

4DT+4RFT 76.39 82.14 67.03
8RFT 77.67 82.32 70.17
8DT 76.25 82.14 66.63

Team Size: 16

8DT+8RFT 76.52 82.14 67.34
16RFT 77.80 82.55 70.17
16DT 76.25 82.14 66.63

Table 2: Comparison of results achieved by the
Multi-Classifier Collaborative Learning Architecture on the

AVVDA data set.

System Accuracy Sensitivity Specificity
(%) (%) (%)

Multi-Classifier Collaborative
Learning Architecture 77.80 82.55 70.17

Automated Video Vision
Development Assessment 76.20 84.60 61.40

count by two. The goal is to avoid the fringe frames (the first
or last), and analysis of a subset of the data shows that the
middle frame has the greatest chance of being one of the best
images [26].

Now that a frame is selected, the color information is
extracted from the image starting at the edges of the iris
for both the left and right eyes. The red, blue, and green
information is extracted from the eye image in a left to right
pattern, representing the rate of change of color across they
eye, or color slope. This is illustrated in figure 2. The key
frame for each patient is then further processed to produce
552 color features.

Experimental results using the iris and pupil color slope
data set are summarized in table 3. The results do not show
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Fig. 2: Illustration of iris and pupil color slope. [26]

an improvement over the previous work when the data was
applied to a number of classifiers in the Multi-Classifier
Collaborative Learning Architecture. The best single classi-
fier from the architecture was the Support Vector Machine
with improved specificity at the cost of both sensitivity and
accuracy.

In contrast, the results of the work presented by [26]
represent the original research and cover single team Decision
Tree, Neural Network, and Random Forest classifiers. Table 4
exhibits the summarized observed results using the iris and
pupil color slope data set.

Notably, when reviewing the preliminary single-classifier
results from the Multi-Classifier Collaborative Learning Ar-
chitecture on data set two, the results did not warrant further
classifier ensembles. The reasoning behind this decision is
that the results were not coming reasonably close to the
accuracies achieved with data set one. Since this work is
to investigate the best features for identifying the amblyopic
condition, the results did not advance data set two and did
not improve on previous work.

4.5 Experimental Data Set 3: Pupil Color Slope
with Level Key Frame Selection

The third experimental data set is also based on the
work of [26]. Utilizing the same initial set of 723 patient
videos, the goal is to find the best patient and frame sets for
selecting a frame. The set of key frames is still identified as
described in the Related Work section. However, the frame
selection process was altered so that a method different from
selecting the middle frame is utilized. In this case, the frame
selected out of all the key frames is that where the patient’s
head is most level. Since the entire classification problem

Table 3: Results from the experimental study performed
using the Multi-Classifier Collaborative Learning
Architecture on the initial color slope data set.

Team Accuracy Sensitivity Specificity
(%) (%) (%)

Team Size: 1

DTB 59.34 72.60 38.95
DT (Pruned) 56.29 64.16 44.21
DT (Unpruned) 56.43 64.38 44.21
IBK 63.62 75.57 45.26
JRP 58.65 73.97 35.09
LGR 56.43 60.73 49.82
NB 58.92 64.61 50.18
PRT 56.57 66.90 40.70
RFT 62.38 69.86 50.88
RBF 60.86 83.11 26.67
SVM 64.73 73.97 50.53

Table 4: Comparison of results achieved by the
Multi-Classifier Collaborative Learning Architecture on the

initial color slope data set.

System Accuracy Sensitivity Specificity
(%) (%) (%)

Multi-Classifier Collaborative
Learning Architecture 64.73 73.97 50.53

AVVDA Pupil and Iris
Color Slope 67.91 82.42 45.61

is centered on the reflection of light off the lens and the
retina, keeping the angle of reflection the same for both eyes
would, theoretically, further enhance any differences between
a healthy eye and the eye of a patient who should be referred
to a specialist. The important features extracted around the
crescent reflection and the Hirschberg point that is measured
from that crescent further support this concept. The frame
that is most level is determined by the pixel location of the
center of the pupil at the Y-axis. The value is compared
between the two eyes for each key frame, and the frame
corresponding to the closest value is selected. When no key
frame could be found where the difference in the height
of the eyes was less than five pixels, then the patient data
was discarded. The data was discarded so that the classifiers
would not be trained with imperfect data and in hopes of
further isolating the features that will yield the best results.
This process reduced the number of patients in the entire
sample from 723 to 499. The key frame is then further
processed to extract color data from the pupil only. This
process produced 180 features for each patient. Figure 3
illustrates the feature vectors extracted.

Experimental results using the pupil color slope data set
are summarized in table 5. The results exhibit similar results
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Fig. 3: Illustration of pupil color slope. [26]

as the experimental data set two, an improved specificity at
the cost both accuracy and specificity. The best overall result
from the Multi-Classifier Collaborative Learning Architecture
was from a support vector machine.

In contrast, the results of the work presented by [26]
represent the original research and cover single team Decision
Tree, and Random Forest classifiers. Table 6 exhibits a
summary of the observed results using the pupil color slope
data set.

Notably, data set three also does not exhibit reasonable
improvement over the data set one to warrant further classifier
combination. The reasoning behind this decision stands the
same as the experiment two results, lack of reasonable
improvement over data set one, and previous work.

Table 5: Results from the experimental study performed
using the Multi-Classifier Collaborative Learning

Architecture on the pupil only color slope data set.

Team Accuracy Sensitivity Specificity
(%) (%) (%)

Team Size: 1

DTB 62.93 77.45 38.90
DT (Pruned) 58.52 67.32 44.04
DT (Unpruned) 58.32 67.32 44.04
IBK 62.32 80.07 34.20
JRP 62.12 78.76 35.75
LGR 58.92 67.32 45.60
NB 58.92 59.80 57.51
PRT 57.11 68.63 38.86
RFT 62.53 68.30 53.37
RBF 58.92 87.58 13.47
SVM 63.93 81.70 35.75

Table 6: Comparison of results achieved by the
Multi-Classifier Collaborative Learning Architecture on the

pupil color slope data set.

System Accuracy Sensitivity Specificity
(%) (%) (%)

Multi-Classifier Collaborative
Learning Architecture 63.93 81.70 35.75

AVVDA Pupil Color Slope 67.94 37.31 87.25

5. Conclusion
The primary contribution of this work is to take an existing

problem, analyze three feature sets produced and find the
most predictive set for accurately classifying the markers for
the amblyopic condition. The feature sets were processed
through a Multi-Classifier Collaborative Learning Architec-
ture system, producing results for many classifiers, some
single and some ensemble. As observed in the Experimental
Results section, the original AVVDA features were improved
upon as the experimental rounds progressed, thus showing
promise for the ensemble classification method with certain
data sets.

In contrast, the color slope experimental data sets per-
formed worse using the Multi-Classifier Collaborative Learn-
ing Architecture. This suggests that the features are not
only difficult to use for classification, but do not hold much
predictive ability when presented with new patient instances.

Therefore, the results further the understanding of the
predictive ability for the given data sets. Notably, of equal
contribution to the vision assessment work is to illustrate
that there may have been a limit reached in the classification
ability of the selected color density, Hirschberg reflex, and
color slope features. This conclusion is further supported by
the success seen in previous work with the Multi-Classifier
Collaborative Learning Architecture against challenging clas-
sification problems, and its ability to improve results over
previous work on the difficult data sets [17], [16].
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Abstract - Comment-on (CON), a MEDLINE® citation field, 
indicates previously published articles commented on by 
authors expressing possibly complimentary or contradictory 
opinions. This paper presents an automated method using a 
support vector machine (SVM)-based text summarization 
technique that identifies CON data by distinguishing CON 
sentences from “citation sentences” and analyzes their 
corresponding bibliographic data in the references. We 
compare the performance of two types of SVM, one with a 
linear kernel function and the other with a radial basis kernel 
function (RBF). Input feature vectors for these SVMs are 
created by combining five feature types: 1) word statistics, 2) 
frequency of occurrence of author names, 3) sentence 
positions, 4) similarity between titles, and 5) difference of 
publication years. Experiments conducted on a set of online 
biomedical articles show that the SVM with a RBF is more 
reliable in terms of precision, recall, and F-measure rates 
than the SVM with a linear kernel function for identifying 
CON. 

Keywords: “Comment-on” identification, online biomedical 
documents, support vector machine, MEDLINE 

1 Introduction 
MEDLINE is the premier bibliographic online database of 

the U.S. National Library of Medicine (NLM) containing 
more than 20 million citations from over 5,500 selected 
worldwide biomedical journals, and accessed through NLM’s 
PubMed service. With rapid growth of biomedical literature, 
both the number of journals indexed and the number of 
citations produced by NLM increase dramatically; 130 
journal titles are newly added each year on average and 
nearly 700,000 citations were added to MEDLINE in 2010. 
Bibliographic citation data describing the article consists of 
more than 50 fields such as author names, article title, 
affiliation, etc. Currently, the majority of data for these fields 
are provided electronically in XML format from journal 
publishers. However, publishers leave out data for several 
important fields: Databank accession numbers, Grant 
supports/numbers, Comment-on/Comment-in, and investigator 
names, almost certainly because including these fields would 
be highly labor-intensive and costly. As manual extraction 
and entry of bibliographic data missing from publisher-
provided XML files would be equally burdensome for NLM, 
there is a strong motivation to develop automated systems to 
minimize human labor and to provide bibliographic data 
accurately and in a timely fashion.  

The Lister Hill National Center for Biomedical 
Communications (LHNCBC), a research and development 
division of NLM, has developed an automated system—the 
Web-based Medical Article Records System (WebMARS) 
that analyzes and extracts bibliographic information from 
online biomedical journal articles to create citations for 
MEDLINE [1][2]. This paper presents one of the major 
components of WebMARS, an automated method for 
identifying and extracting “Comment-on” (CON) citation 
data. CON is a field in a MEDLINE citation listing 
previously published articles commented on by authors of a 
given paper in a complimentary, or sometimes contradictory, 
manner. We refer to the “Commented on” articles as CON 
articles, and the papers in which such opinions are expressed 
as “Comment-in” (CIN) articles.  

Manually extracting the CON list from a given article is 
time-consuming and labor-intensive, and relies heavily on 
human operators’ linguistic knowledge and their understanding 
of scientific expressions and writing styles. Generally, 
authors of a CIN article cite CON articles related to their 
research as primary external sources on which they may 
express complimentary or contradictory opinions. Thus the 
full bibliographic descriptions for these CON articles can 
usually be found in the reference section of a CIN article. 
Furthermore, all external sources (journal articles, books, or 
Web links) listed in the reference section of the CIN paper 
are generally mentioned at least once within sentences 
(“citation sentences”) in the body text. 

From this observation, our idea of identifying the CON 
list for a given article is to recognize the sentences (“CON 
sentences”) that mention CON articles from the “citation 
sentences” in the body text using a support vector machine 
(SVM)-based text summarization technique and analyze the 
corresponding bibliographic data in the reference section. In 
our research, we implemented two types of SVMs: one with a 
linear kernel function and the other with a radial basis 
function (RBF), and compared their performance in terms of 
precision, recall, and F-measure rates. Five types of features 
were employed to create an input feature vector for these 
SVMs: 1) word statistics representing how differently a word 
is distributed in CON sentences and other “citation 
sentences”, 2) frequency of occurrence of author names of 
external sources listed in the reference section of a given 
input article, 3) sentence positions within an article body text, 
4) similarity of titles between a given input article and 
external sources, and 5) difference of publication years 
between an input article and each external source. 

Identifying “Comment-on” Citation Data in Online Biomedical 
Articles Using SVM-based Text Summarization Technique 
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2 Related work 
CIN articles are usually short papers such as 

commentaries, letters, editorials, or brief correspondences, 
written mainly for the purpose of supporting, refuting, or 
discussing other articles (CON). Accordingly, a sentence 
specifically referring to a CON article, called a “CON 
sentence”, can be considered a key part of a CIN article 
because it is indicative of the article’s subject and purpose. 
Detecting and extracting such key sentences within a 
document is a text summarization task. A summary can be 
loosely defined as text that conveys important information in 
the original text(s) and is a condensed representation (no 
longer than half) of the original text(s) [3]. Automated text 
summarization is the process of automatically constructing a 
summary for an input text. This summary can either be an 
”extract” created by merely reusing portions of the input text 
such as phrases, sentences, or paragraphs that are likely to be 
most important, or an “abstract” that is a newly generated text 
after an analysis of the original text.  

Since creating such an abstract requires the high 
complexity of natural language processing techniques and 
knowledge engineering technology, most text summarization 
studies have focused on the extraction-based method. Our 
task of identifying CON sentences from the body text of CIN 
articles can also be considered as a typical extraction-based 
text summarization method. Text summarization has been 
addressed by a variety of methods and applied in different 
domains and genres of documents. Most early studies were 
based on surface-level features that do not require linguistic 
analysis, such as word frequency, paragraph or sentence 
position, and cue phrases to determine the most important 
concepts within a document [4][5][6].  

There is another group of studies that builds an internal 
representation of the text by modeling text entities and their 
relationships to determine salient information. For example, 
Barzilay and Elhadad [7], and Silber and McCoy [8] 
employed lexical chains representing semantic relations 
between words to generate a summary of the original 
document. In addition, an approach exploiting the global 
structure of the text such as document format, rhetorical 
structure, etc. has also been reported [9][10].  

All these aforementioned approaches can be implemented 
as either linguistic knowledge or machine-learning techniques. 
Linguistic knowledge-based methods that try to semantically 
analyze the structure of the text involve very sophisticated 
and expensive linguistic processing. Therefore, most methods 
employed in the recent literature are based on statistical 
theories and machine learning techniques; e.g., Naïve Bayes 
[11], decision tree [12], neural networks [13], hidden Markov 
models [14], and SVMs [15]. 

3 CON and CIN articles 
CIN and CON articles are indicated in MEDLINE citation 

fields as “Comment in” and “Comment on” respectively, and 
linked together. As an example, Fig. 1(a) is the MEDLINE 

citation of an article (CIN) in which a “Commented on” 
article is cited. This CON information, shown enclosed in a 
dotted box, consists of abbreviated journal title, publication 
year, volume and issue number, and pagination. Conversely, 
as shown in the dotted box in Fig. 1(b), the MEDLINE 
citation for this CON article cites the CIN article in which it 
is mentioned. Thus readers may get to either citation from the 
other. 

 

(a) 

(b) 

Fig. 1. (a) “Comment on” and (b) “Comment in” citations in MEDLINE 

3.1 Issues 
Currently, the CON list is created manually, based on 

certain linguistic clues and contextual patterns; operators are 
required to look for a particular sentence that contains a cue 
phrase expressing either complimentary or contradictory 
opinions on other articles from the body text of a given article. 
Typical examples of such cue phrases are listed in Table 1. 

Table 1. Examples of cue phrases frequently found in CON sentences. 

We congratulate [authors] for …  
We question the interpretation by …  
The {article | paper | letter | study | research} by … 
We read with interest … 
We would like to {reply | comment} to … 
We agree with … 

 
This manual method is highly labor-intensive and time-

consuming. Furthermore, owing to a wide variety of 
linguistic expressions, and linguistic and contextual similarity 
between CON sentences and “citation sentences” generally 
citing other external sources, the overall performance relies 
heavily on human operators’ experience, linguistic knowledge, 
and their understanding of scientific expressions and writing 
styles. In order to minimize manual efforts and to improve 

432 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 
 

 

accuracy and processing speed in detecting sentences that 
comment on other articles, we propose an automated method 
using a support vector machine (SVM)-based text 
summarization technique. 

4 Method 
As mentioned earlier, authors of a CIN article cite CON 

articles as primary external sources. Accordingly, full 
bibliographical descriptions for these CON articles can 
usually be found in the reference section of a CIN article. 
Note that in the scientific literature, all external sources listed 
in the reference section are generally mentioned at least once 
within sentences (“citation sentences”) in the body text. The 
“citation sentence” that specifically indicates an article 
commented on by a given article is defined as the CON 
sentence. CON sentences are therefore a subset of “citation 
sentences”. Based on this observation, our approach to 
identify a CON list for a given article is to first extract all 
“citation sentences” from its body text, and then to recognize 
the sentences among these that mention CON articles, using 
SVMs and to analyze the corresponding bibliographic data in 
the reference section. Figure 2(a) shows an example of a 
CON sentence (solid underline) and Fig. 2(b) shows its 
corresponding reference (solid box). 

 

 
(a) 

 
(b) 

Fig. 2. (a) A CON sentence and (b) its corresponding bibliographic 
description in the reference section 

 

Our method consists of four main steps: 1) extraction of 
text zones of interest, 2) extraction of “citation sentences” 
and the corresponding bibliographical description of external 
sources, 3) creation of input feature vectors for SVMs, and 4) 
classification of CON sentences by SVMs.  

Since our method takes advantage of clues from the article 
title, the body text, and the reference section in a given 
HTML-formatted online article, we need to segment the 
entire article into smaller logical zones, and detect such zones 
first. In our research, these text zones of interest are extracted 
using Zoning and Labeling modules detailed in [1] and [16]. 
Here, we focus on and provide details about the remaining 
three steps. 

4.1 Extraction of “citation sentences” and the 
corresponding external source’s description 
In the scientific literature, each “citation sentence” is 

usually associated with a citation tag (such as “(1)” or “[1]”) 
that points to the complete bibliographical description of the 
cited external source in the reference section. In addition, in 
HTML-formatted online articles, such a “citation sentence” is 
hyperlinked to its corresponding external source as shown in 
Table 2. A hyperlink consists of both a source anchor and a 
destination anchor. The source anchor specified by an “A” 
HTML element with a “href” attribute appears before or 
behind a citation tag in a “citation sentence” and points to the 
destination anchor. The destination anchor specified by an 
“A” element with a “name” attribute can be found at the 
beginning of the external source’s description. The source 
anchor and its destination anchor should have the same 
unique name. Therefore, by recognizing this anchor name, we 
can reliably detect its associated “citation sentence” and its 
corresponding external source. 

4.2 Feature extraction 
In our research, five types of features were employed to 

build an input feature vector for SVM: 1) word statistics 
representing how differently a word is distributed in CON 
sentences and other “citation sentences”, 2) frequency of 
occurrence of author names of external sources, 3) sentence 
positions within the body text, 4) similarity of titles between 
an input article and its external sources, and 5) difference of 
publication years between an input article and its external 
sources. These features were experimentally found to be 
effective to distinguish CON sentences from other “citation 
sentences”. The first feature—word statistics—is based on a 

Table 2. An example of a “citation sentence” and its hyperlinked external source. 

Hyperlink 
(Source anchor) 

<SPAN>Editor—We congratulate Visser and colleagues on applying glucose–insulin–potassium (GIK) 
therapy using a hyperinsulinaemic normoglycaemic clamp.</SPAN><SUP><A href="#B1">1</A> </SUP> 

Hyperlink 
(Destination anchor) 

<P> <A name=B1> <!-- null --></A><STRONG>1</STRONG><SPAN> Visser L, Zuurbier CJ, Hoek 
FJ, </SPAN><I>et al</I><SPAN>. Glucose, insulin and potassium applied as perioperative 
hyperinsulinaemic normoglycaemic clamp: effects on inflammatory response during coronary artery 
surgery. </SPAN><I>Br J Anaesth</I><SPAN> 2005; </SPAN><B>95</B><SPAN>: 448–57 </SPAN>  
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bag of words, a vector of words. Using words as an input 
feature requires a very high dimensional feature space 
(21,314 dimensions in our case). Although SVM can manage 
(lead to a convergence) such a high dimensional feature space, 
many have suggested the need for word selection or dimension 
reduction to employ other conventional learning methods, to 
reduce the computational cost, to improve the generalization 
performance, and to avoid the over-fitting problem. A typical 
approach for word selection is to sort out words according to 
their importance. Many functions have been proposed to 
measure the importance of a word, including term frequency 
(TF), inverse document frequency (IDF),  statistics, and 
simplified  ( ) statistics [17]. The use of  has been 
reported as delivering the best performance since it removes 
redundancies, and emphasizes extremely rare features 
(words) and rare categories from  [18]. 

In our task,  of word  for CON sentences (class 0c ) and 
other “citation sentences” (class 1c ) can be defined as follows; 

, , · , , · ,  
                          i = 0, 1        (1) 

where ,  denotes the probability that, for a random 
sentence x, word  occurs in x, x belongs to class ic , and is 
estimated by counting its occurrences in the training set. The 
importance of word  is finally measured as follows; 

,          i = 0, 1    (2) 

Accordingly, the more differently a word is distributed in 
CON sentences and other “citation sentences” classes the 
higher its . Our 21,314 words are sorted according 
to their  and a bag of words feature is created by 
selecting words having highest  scores. A series of 
experiments to investigate the influence of word reduction and 
to discover the number of words showing the best classification 
performance is also performed. These experiments are 
described in Section 5. A bag of words feature is converted to 
a binary vector; each vector component is assigned 1 if the 
corresponding word is found in a given sentence, or 0 
otherwise. 

The second feature is based on the sentence position. In 
many cases, CON sentences are located at the beginning of 
the body text of an article. Thus such position information 
can also serve as a good feature to distinguish a CON 
sentence from other “citation sentences”. The position 
information of each sentence is expressed as 

1
| |

                 (3) 

where | | is the total number of characters in the given 
document D, and   is the number of characters located 
before the sentence . 

Next, the frequency of occurrence of author names of 
external sources listed in the reference section is employed as 
another feature. Based on our observation, author names of 
CON articles are more frequently mentioned in the text of a 
CIN article. The frequency score of author names of external 

sources is defined as follows: 
,

,
                 (4) 

where ,  and ,  denote the number of 
occurrences of author name of the external source associated 
with the “citation sentence”  and the maximum number of 
occurrences of an author name in the given document D, 
respectively. 

The next input feature is based on similarity of titles 
between an input article and its external sources in the 
reference section. Basically, CIN and its CON articles have 
the same research topic because a CIN article is mainly for 
commenting about particular external sources (some CIN 
articles explicitly mention author names and/or titles of CON 
articles in their titles). Therefore, it is expected that their titles 
would be quite similar or have common keywords closely 
related to their research topic. 

The similarity score between titles of CIN and external 
sources is simply measured using the ratio of the number of 
common words to the total number of words in the title of an 
external source excluding stop words, as shown below; 

,   ,                 (5) 

Here,  denotes the number of words in the title of the 
external source associated with the “citation sentence”  in a 
given input article and ,  is the number of words 
commonly found in the titles of input article and the external 
source for “citation sentence” . 

Each of the aforementioned three features, , , 
and ,   , has a real value ranging from 0 to 1 and is 
converted to a 10-bit binary vector for SVM (i-th bit position 
corresponding to real values between i/10 and (i+1)/10). For 

 and , one more bit component is additionally 
attached to represent if a given “citation sentence” is located 
at the first paragraph of the body text, and if this “citation 
sentence” includes the author name of its corresponding 
external source, respectively, thereby resulting in an 11-bit 
binary vector for each feature. 

Lastly, the difference of publication years between an input 
article and its external source is also employed as an input 
feature. Based on our findings from the training dataset, 
authors of many CIN articles are found to be interested in and 
comment on recently-published articles. This feature would not 
be used alone because other recently-published general 
external sources are also found in the reference section. 
However, it is expected to be helpful for improving the 
accuracy of identifying CON sentences when combined with 
other features. The difference of publication years is 
represented using a 10-bit binary vector of which the index of 
each bit corresponds to the years of difference; bit 0 is set to 1 
if the input article and its external source are published in the 
same year, and bit 9 is set to 1 if there is a difference of 9 or 
more years. 

Finally, all these feature vectors are concatenated to build 
an input feature vector for the SVM-based training and 
classification tasks. 
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4.3 SVM classifiers 
SVM [19] was originally introduced as a supervised 

learning algorithm based on the structural risk minimization 
principle for solving a two-class problem, though it can be 
easily extended to handle multi-class problems. Owing to its 
consistently superior performance compared to other existing 
methods, SVM has been widely used in many text 
categorization and summarization tasks. The basic idea of 
using SVM to solve a non-linear pattern recognition problem is 
to map a non-linear separable input space to a linear separable 
higher dimensional feature space using a predefined kernel 
function, and to find the optimal hyperplane that maximizes 
the margins between the classes in that feature space.  

As mentioned earlier, we employed two types of SVMs: 
one with a linear kernel function and the other with a RBF. 
These two kernel functions, defined in equations (6) and (7) 
below, respectively, have been commonly used in SVM-
based pattern recognition applications. We implemented 
these SVMs using MYSVM (for linear kernel function) and 
LibSVM (for RBF), free software packages for non-
commercial use [20][21], and evaluated their recognition 
performance using HTML-formatted online biomedical 
journal articles. 

,  ·                                                  (6) 

,            (7) 

5 Recognition experiments 
5.1 Database 

To build a dataset for our experiments to distinguish CON 
sentences from “citation sentences”, we first collected a total 
of 5,848 HTML-formatted biomedical articles containing 
CON citations from a collection of indexed articles in 
MEDLINE. These online articles appeared in 414 different 
biomedical journal titles, and their publication types were 
Letter (49.0%), Review (2.1%), Editorial (25.4%), Commentary 
(14.5%), and others (9.0%). Full-length articles were not 
included in our dataset because CIN articles are generally 
letter-like short papers and MEDLINE does not typically 
acquire CON data from conventional full-length articles. We 
also developed an automated text categorization system to 
distinguish CIN articles from regular ones and to submit only 
articles classified as CIN to the proposed method of 
extracting CON citation data [22]. 

From these articles, 11,939 “citation sentences” were 
extracted; among them, 8,531 sentences (4,184 CON sentences 
+ 4,347 other “citation sentences”) were randomly selected to 
train the SVMs. The remaining 3,408 sentences (1,659 CON 
sentences + 1,749 other “citation sentences”) were used to 
evaluate and compare the performance of the SVMs. 

5.2 Experimental results 
We evaluated the performance of SVMs in terms of 

precision, recall, and F-measure rates that are defined as follows: 

/   
/   

2
 

Here, TP, FP, and FN denote true positive, false positive, and 
false negative, respectively. False positive means that a 
“citation sentence” is misrecognized as a CON sentence. 
False negative is the reverse of the above. 
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Fig. 3. (a) Precision, (b) recall, and (c) F-measure rates plotted against 
different word dictionary sizes. 
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Figure 3 shows precision, recall, and F-measure rates as 
functions of the size of the word dictionary in the bag of 
words feature ( ). We can see that the SVM with a RBF 
is slightly better than the SVM with a linear kernel, but both 
yield the best performance overall when the word size is 100, 
the performance in all three measures exceeding 93%. The 
SVM with a RBF shows consistent and reliable performance 
with respect to word selection in ; its precision, recall 
and F-measure rates do not significantly vary with dictionary 
size. In contrast, the performance of SVM with a linear kernel 
function deteriorates as the word dictionary size increases. 
Therefore, we conclude that the SVM with a RBF is a more 
reliable classifier than the SVM with a linear kernel function 
for identifying CON sentences. 

Table 3 shows examples of false-negative and false-
positive errors. Two CON sentences shown in Table 3 (a): 
CON-I and CON-II, belong to the same input article and have 
a similar expression to comment other articles. However, 

unlike CON-I, CON-II is misrecognized as a general “citation 
sentence”. It can be seen from its feature values that CON-II 
is located in the middle of the body text (  = 0.57), the 
frequency of occurrence of author name of the corresponding 
external source (   is significantly small relative to 
other author names. Moreover, there are no words in common 
( ,  ) found between titles of input article and the 
external source corresponding to CON-II. 

In contrast, the “citation sentence” (CIT-I) shown in Table 
3 (b) is misrecognized as a CON sentence. CIT-I is found to 
contain several words frequently found in many CON 
sentences and located at the upper middle of the body text. 
Specially, it has a high similarity score ( ,   = 0.83) 
between titles of CIN and its corresponding external source. 

In order to minimize such problems, we recommend the 
addition of heuristic rules based on cue phrases and other 
linguistic information in future work. 

 
 

Table 3. Error examples showing (a) false negative error and (b) false positive error 

Input article Growth attenuation: a diminutive solution to a daunting problem 

CON-I 

Now examine the proposed treatment: in this issue of the ARCHIVES, Gunther and Diekema (1) offer a medical 
solution to families who will likely face the harrowing choice of what to do when their child becomes too big to 
care for at home. 

Ref.: 1. Gunther DF, Diekema DS. Attenuating growth in children with profound developmental disability: a 
new approach to an old dilemma. Arch Pediatr Adolesc Med. 2006;160:1013-1017. 

 = 0.91 |  = 1.00 | ,  = 0.10| 

CON-II 

Indeed, as Lee and Howell (2) point out in this issue of the ARCHIVES, estrogen has long been used to 
attenuate growth in girls destined to be taller than average. 

Ref.: 2. Lee JM, Howell JD. Tall girls: the social shaping of a medical therapy. Arch Pediatr Adolesc Med. 
2006;160:1035-1039. 

 = 0.57 |  = 0.29 | ,  = 0.00| 

(a) 
 

Input article Ischemic hepatitis and collateral damage to the liver in severe viral respiratory tract infections 

CON-III 

Polakos and colleagues (1) investigated immunological causes of hepatic involvement by influenza virus 
respiratory tract infection manifesting itself in alanine and aspartate aminotransferase elevation and found 
evidence for a role of antigen-specific T cells in their pathogenesis. 

Ref.: 1. Polakos NK, Cornejo JC, Murray DA, Wright KO, Treanor JJ, Crispe IN, Topham DJ, Pierce RH: Kupffer 
cell-dependent hepatitis occurs during influenza infection. Am J Pathol 2006, 168:1169-1178 

 = 1.00 |  = 1.00 | ,  = 0.17| 

CIT-I 

Adams and Hubscher (2) mention in their commentary on the work of Polakos and colleagues (1) our observational 
study, (3) in which we reported on the finding of elevated transaminase levels in 46% of children ventilated in the 
pediatric intensive care unit with severe respiratory syncytial virus bronchiolitis. 

Ref.: 2. Adams DH, Hubscher SG: Systemic viral infections and collateral damage in the liver. Am J Pathol 
2006, 168:1057-1059 

 = 0.69 |  = 0.5 | ,  = 0.83| 

(b) 
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6 Conclusions 

CON (“Comment-on”) is a MEDLINE citation field 
showing previously published articles commented on by 
authors of a given article (“Comment-in” or CIN) as primary 
external sources on which they may express complimentary 
or contradictory opinions. Manually extracting the CON list 
from a given article is time-consuming and labor-intensive, 
and the overall performance relies heavily on human 
operators’ experience, linguistic knowledge, and their 
understanding of scientific expressions and writing styles.  

In this paper, we have presented a SVM-based text 
summarization method to automatically identify such CON 
data from online biomedical documents, thereby minimizing 
manual effort and improving accuracy and processing speed. 
Our main idea is to extract “citation sentences” using 
hyperlink information and then to recognize from the 
“citation sentences” CON sentences using SVMs. In our 
research, we have implemented two types of SVMs: one with 
a linear kernel function and the other with a radial basis 
function (RBF), and compared their performance in terms of 
precision, recall, and F-measure rates. Input feature vectors 
for these SVMs are created by combining five types of 
features: 1) word statistics representing how differently a 
word is distributed in CON sentences and other “citation 
sentences”, 2) frequency of occurrence of author names of 
external sources listed in the reference section of a given 
input article, 3) sentence position within the body text, 4) 
similarity of titles between a given input article and external 
sources, and 5) difference of publication years between an 
input article and each external source. 

Through a series of experiments on HTML-formatted 
online articles collected from 414 different biomedical 
journal titles, we can see that the SVM with a RBF and the 
SVM with a linear kernel both yield the best performance 
overall (over 93%) when the word size in the bag of words 
feature is 100. In addition, we found that the SVM with a 
RBF yields consistent and reliable performance in terms of 
precision, recall, and F-measure rates than the SVM with a 
linear kernel function with respect to word selection in the 
bag of words feature. Future work is planned to develop a 
rule-based method for compensating for recognition errors 
made by SVMs. 
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Abstract - PCA (Patient Controlled Analgesia) is a delivery 
system for pain medication that makes effective and flexible 
pain treatments possible by allowing patients to adjust the 
dosage of analgesics themselves. Unlike previous research on 
patient controlled analgesia, this study explores patient 
demand behavior over time. We applied clustering methods to 
disclose demand patterns among patients over the first 24h of 
analgesic medication after surgery. We first identified three 
demand patterns from patient controlled analgesia request log 
files. We then considered demographic, biomedical, and 
surgery-related data to evaluate the influence of demand 
pattern on analgesic requirements. We recovered several 
associations that concurred with previous findings, and 
discovered several new correlations 

Keywords: postoperative pain, patient controlled analgesia, 
PCA demand, clustering 

 

1 Introduction 
After operations, pain is one of the most commonly 

reported symptoms [1]. It is a highly personal experience 
influenced by multiple factors, including sensitivity to pain, 
age, genetics, physical status, and psychological factors [2-4]. 
As the progress of medical science, people gradually become 
aware of the importance of pain management. 

PCA (Patient Controlled Analgesia) is a delivery system 
for pain medication that makes effective and flexible pain 
treatments possible by allowing patients to adjust the dosage 
of anesthetics themselves. According to previous research [5-
6], PCA has become one of the most effective techniques for 
postoperative analgesia. It is widely used in hospitals for the 
management of postoperative pain, especially for major 
surgeries.  

Most research on postoperative pain management is 
limited to evaluating the correlation of patient characteristics, 
such as demographic attributes, biomedical variables, and 
psychological states, with postoperative pain intensity or 
analgesic requirement. Several studies have identified the 
preoperative predictive factors for postoperative pain and 
analgesic consumption in various patient groups of different 

genders, ages, or psychological states [7-11]. However, none 
of these studies analyzed continual patient demand behavior 
throughout the PCA therapy. Time-series data analysis is a 
common practice in various research fields. For example, in 
the study of sleep in patients with insomnia, time-series data 
derived from sleep diaries were used to compute conditional 
probabilities of having insomnia [12]; in biology, a temporal 
map of fluctuations in mRNA expression of 112 genes during 
central nervous system development in rats provides a 
temporal gene expression fingerprint of spinal cord 
development [13]. Few studies of PCA examined patient 
demand behavior and its relationship to analgesic drug use 
[14,15]. We hypothesized that patient demand behavior over 
time provides different and useful information in PCA 
administration that is missing in the preoperative factors 
analyzed earlier.  

Our study, unlike previous research, focuses on continual 
analgesia demand behavior during the postoperative PCA 
medication. The current study explores and characterizes 
patient demand behavior. Patient demand behavior is 
represented by a series of PCA requests over time. We 
discover distinct and conserved demand patterns from the 
time-series data and identify the significant patient factors that 
influence demand behavior. In addition, we compare the 
predictors for PCA demand behavior and analgesic 
requirements and evaluate the contribution of demand pattern 
to analgesic consumption prediction 

 
2 Materials and Methods 
 We restricted the study subjects to conscious 
hospitalized patients at Changhwa Christian Hospital (CCH) 
during the years from 2005 to 2010. All patients were 
instructed to operate the PCA device manufactured by Abbott 
(Abbott Pain Management Provider, Abbott Lab Chicago, IL, 
USA) prior to the surgery. With the assistance of Acute Pain 
Service, we collected more than 3000 patient records, each of 
which contained attributes such as basic health status, age, 
gender, weight, department code, doctor ID, PCA control 
parameters, amount of anesthetics used in different time 
intervals, etc. Since not all the attributes are relevant to our 
study or have correct values, after consulting the 
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anesthesiologists, we discarded irrelevant attributes, e.g. 
doctor ID and department code, before further investigation. 
We processed thousands of medical charts and PCA log files 
collected at CCH, and obtained 1655 complete records. Each 
patient was described by demographic and biomedical 

attributes besides PCA-related variables. Their values are 
either categorical or numeric. The attribute descriptions are 
shown in Table 1. All the statistical analyses were performed 
using the Statistical Package for the Social Science 10.0 
(SPSS Inc. Chicago, IL, U.S.A.). 

 

Table 1.  Summary of Patient Attributes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

aASA class is the commonly used preoperative index of physical status defined by American Society of Anesthesiologists. 
b1: intrathoracic, 2: upper intra-abdominal, 3: lower intra-abdominal, 4: laminectomy, 5: major joints, 6: limbs, 7: head & neck, 8: others 

 
Given the PCA demand frequency within each unit of 

time, we can represent each patient’s PCA demand profile as 
a time course. By applying clustering algorithms to the time 
courses, we identified different patient groups. Patients in the 
same group are expected to demonstrate similar demand 
behavior; in contrast, demand behavior of patients in different 
groups is different. We used k-medoids algorithms [16,17] to 
partition the patients into clusters according to their demand 
behavior. A medoid is a real data point that has the minimum 
average distance from all other points in the same cluster. 
Unlike the k-means algorithm [18], k-medoids mitigates the 
effect of outliers on the resulting prototypes and ensures that 
all the resulting clusters are non-empty [19]. To find the 
appropriate number of clusters, we performed a series of k-
medoids clustering algorithm with the value of k varying 
from 2 to K.  

The number of clusters was determined by reproducibility 
and stability [20]. We generated bootstrap samples from the 
dataset by random sampling with replacement [21]. We ran k-
medoids on the sample to obtain a clustering solution. From 
B pairs of bootstrap samples from the original data, we 
produced B pairs of clustering results. Given two clustering 
solutions C1 and C2 from a pair of bootstrap samples, we 
obtained two partitions of the original data by assigning each 
observation to the nearest medoid. We used the adjusted 
Rand Index [22] to measure the similarity between the two 
partitions. To assess how stable a partition of the original data 
was, we compared the adjusted Rand Index values of the B 

pairs of bootstrapped partitions. By iterating the value of k 
from 2 to K and repeating the same procedure, we obtained 
different distributions of the adjusted Rand Index values. 
First, we performed analysis of variance (ANOVA) to 
determine whether significant statistical evidence existed to 
show that at least two adjusted Rand Index means differed. 
Then, we conducted sequential t-tests corrected for multiple 
comparisons to identify a significant gap between successive 
differences in bootstrapped adjusted Rand Index values. The 
most significant jump indicated the most likely number of 
clusters in the original data. 

After identifying the PCA demand patterns using the k-
medoids algorithm and bootstrapped stability tests, we 
examined the association between demand patterns and the 
patient attributes listed in Table 1. We ran chi-square tests for 
the dependence of the demand behavior on those patient 
attributes, and we conducted ANOVA tests to compare the 
attribute values among different patient groups according to 
demand patterns. For all the analyses, a level was set at 0.05 
for statistical significance. 

Little research explores the relationship between PCA 
demand patterns and PCA analgesic consumption. We 
applied stepwise linear regression to compare demographic, 
biomedical, operation-related, and PCA demand behavioral 
influences on PCA analgesic consumption. The criterion for 
inclusion or elimination of patient attributes was that a patient 
attribute would be included if its partial regression coefficient 
was significant at the α = 0.05 level or eliminated if it was 

Attribute Name Description Number Mean 
Demographic:    

gender patient’s gender 986(F)/669(M) - 
age patient’s age - 56.9±15.8 
weight(kg) patient’s weight - 63.0±12.6 

    
Biomedical:    

sbp (mmHG) systolic blood pressure - 135.8±22.6 
dbp (mmHG) diastolic blood pressure - 69.4±13.8 
pulse(beats/min) heart rate - 81.0±15.4 

ASA classa 
1: healthy 
2: mild systemic disease   
3: major systemic disease  

184(1)/837(2)/634(3) - 

    
OP-related:    

op_typeb surgery type: 1 ~ 8 
107(1)/126(2)/411(3) 
127(4)/427(5)/109(6) 

212(7)/136(8) 
- 

ans_type SA: spinal anesthesia 
GA: general anesthesia 1470(GA)/185(SA) - 

op_time(hr) surgical duration - 4.2±2.6 

urgency E: emergency surgery 
R: regular surgery 136(E)/1519(R) - 
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not. To evaluate further the individual effect of PCA demand 
pattern on analgesic consumption, we performed stepwise 
regression only on patient demographic, biomedical, and 
surgery-related attributes. We compared the R2 and adjusted 
R2 before and after removing demand patterns. A substantial 
drop in R2 and adjusted R2 indicated that the demand patterns 
played a significant role in predicting analgesic consumption. 

 

 
Figure 1. PCA demand patterns discovered from 1655 
subjects. Three patterns are identified from 1,655 PCA patient-
demand log files. Ninety-one patients’ PCA demand behavior 
matches Pattern 1, 1,205 patients’ demand behavior matches Pattern 
2, and 359 patients’ demand behavior matches Pattern 3. The X-axis 
indicates the 24h time line (1sth to 24thh). The Y-axis represents the 
normalized standard score (z-score) of the PCA demand frequency 
in a particular hour. 

 
3 Results and Discussion 

 We performed bootstrap sampling with replacement on 
the 1,655 patient records and generated 100 pairs of samples. 
Varying k from 2 to 6, we ran k-medoids on the bootstrap 
samples and calculated their adjusted Rand Index values. We 
performed sequential t-tests (with Bonferroni correction) on 
the adjusted Rand Index groups. The test results were 
presented in Table 2. From the sequential t-test results, we 
observed a significant gap between k = 3 and k = 4. The 
mean of the adjusted Rand Index of the four cluster partitions 
dropped by 0.12, with p << .000001. It indicated that when k 
= 3, the clustering result was the most stable. We thus 
selected k = 3 as the number of clusters and identified three 
PCA patient groups by maximizing the demand behavior 
similarity among the patients in each group. The group size is 
91, 1205, and 359 respectively. Patients in the same group 
showed a similar demand pattern that was different among 
different groups. Figure 1 presents the average demand 
pattern of each group. The X-axis represents the 24h time 
line, and the Y-axis is the normalized standard score (z-score) 
of the PCA demand frequency in a particular hour. 

Different PCA demand patterns define different patient 
groups. We identified three demand patterns from 1,655 
patients and produced three patient groups. The chi-square 
test was performed to test the dependence of the patient 
groups on the categorical patient attributes in Table 1, for 
example, gender, ASA class, and surgery type. ANOVA was 
used to compare the differences in weight, age, blood 
pressure, pulse, and surgical duration among different patient 
groups. Table 3 shows the results of the chi-square and 
ANOVA tests. We observed statistically significant 

differences among PCA demand pattern groups in gender, 
diastolic blood pressure, surgery type, and surgical duration 
respectively. The Student t-test for differences between 
means was performed with Bonferroni correction (α/N = 
0.016). The results indicated that Demand Pattern 1 (shown 
in Fig. 1) was associated with shorter surgical duration than 
the other two patterns (p = .0012; p = .008), and Demand 
Pattern 2 was more associated with lower diastolic blood (p = 
.05) than Pattern 3 (p = .09), but showed no significant 
difference from Pattern 1 (p = .91). In contrast, age, systolic 
blood pressure, and urgency showed only a weak association 
with PCA demand behavior. No significant difference in 
weight (p = .47) or pulse (p = .43) was found among demand 
pattern groups. In addition, no significant statistical evidence 
was found to reject or accept the hypothesis that the ASA 
class (p = .37) and the type of anesthesia (p = .36) were 
independent of PCA demand pattern. 

Multivariate stepwise linear regression was used to 
identify major factors influencing PCA analgesic 
consumption. All demographic, biomedical, and surgery-
related attributes and PCA demand patterns were included for 
regression analysis. We found that PCA demand pattern 
played the most significant role in predicting PCA analgesic 
consumption. The other major factors at the α = 0.05 level 
were weight, age, surgical type, urgency, and anesthesia type, 
as presented in Table 4. To validate further the individual 
effect of PCA demand pattern on analgesic consumption, we 
performed stepwise regression only on patient demographic, 
biomedical, and surgery-related attributes. Three factors were 
selected at the α = 0.05 level, as shown in Table 5. They were 
weight, age, and surgical type, in the order selected. The R2 
and adjusted R2 are 0.05651 and 0.05479, respectively. 
Compared with the results (R2 = 0.18761 and adjusted R2 = 
0.18465) in Table 4, it is clear that PCA demand pattern 
made a significant contribution to analgesic consumption 
prediction. 

 To our best knowledge, this study is the first to introduce 
an analysis of time-series data derived from PCA demand log 
files. We have used a clustering method to analyze the 24h 
PCA demand profile of 1,655 patients. The advantages of a 
clustering-based approach to data analysis are that it is 
adaptable to change and helps extract crucial properties that 
distinguish different data groups. Cluster analysis has been 
widely used in various applications. In biology, it can help 
biologists categorize genes or proteins with similar 
functionality into families or derive a hierarchical 
organization [23]. In business, it helps market analysts 
identify distinctive groups in their customer databases and 
characterize customer groups according to purchasing 
patterns [24]. Many clustering algorithms have been 
developed. In general, they can be classified into methods 
such as partitioning methods, hierarchical methods, density-
based methods, model-based methods, and constraint-based 
methods [19,25]. 

The demographic, biomedical, and surgery-related 
predictors for analgesic consumption are not necessarily a 
predictor for PCA demand pattern, though a relationship 
between analgesia requirements and demand behavior exists. 
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Several studies have discovered a significant correlation 
between age and the dose of opioid required in the 
postoperative period [4,26-28]. For example, Gagliese et al. 
and Chang et al. both observed that age was significantly 
negatively correlated with morphine consumption in their 
studies [11,29]. However, our study only indicated a weak 
correlation of age with PCA demand patterns. As mentioned 
in previous studies, possible causes of the discrepancy in the 

results could be lack of understanding or misuse of PCA by 
older and younger patients [8], and a difference in pain 
sensitivity to morphine between young and elderly patients 
should be considered in the correlation analysis [30]. More 
specific studies should be restricted to a narrower age range 
such as 20 to 60 years, and pain intensity should be included 
in the correlation modeling to alleviate the limitation of a 
simple two-variable (age and morphine dose) model. 

 

Table 2.  Sequential t-test for Successive Differences in Adjusted Rand Index Means. 

Number of Clusters  Adjusted RI  
Mean Difference t-value p-value 

3 vs. 2 -0.07 3.63  .00037 
4 vs. 3 -0.12 5.55 << .00001 
5 vs. 4 -0.06 3.32  .00106 
6 vs. 5 -0.06 4.00  .00009 

 

Table 3.  Chi-Square and ANOVA Tests on Patient Attributes and Demand Patterns. 

Attribute Name Chi-Square p-value (DFa) ANOVA p-value 
Demographic:   

gender 0.0022(2) - 
age - 0.12 
weight - 0.47 

   
Biomedical:   

sbp - 0.15 
dbp - 0.02 
pulse - 0.44 
ASA class 0.37(4) - 

   
OP-related:   

op_type 0.0028(14) - 
ans_type 0.36(2) - 
op_time - 0.0095 
urgency 0.18(2) - 

aDF: degree of freedom 
 
The relationship of gender with postoperative pain and 

analgesic consumption varies among different studies. We 
found that gender was a significant correlate of PCA demand 
behavior. This concurred with Chia et al.’s report that gender 
was an important predictor of postoperative morphine 
requirement [8]. The chi-square test indicated that 
significantly more females than expected demonstrated PCA 
Demand Pattern 1 (see Fig. 1) in our study. Because Demand 
Pattern 1 indicates an early sharp increase of PCA requests, it 
suggests that PCA dosage for the first 3 h could be increased 
for the female patients whose characteristics match those in 
the Demand Pattern 1 group to increase their satisfaction. We 
found a significant association between PCA demand pattern 
and surgical type as well as surgical duration. These findings 
agreed with the lessons learned from pain management 
[31,32] and previous studies of PCA consumption [11,29]. 

Some researchers have derived predictive models of 
analgesic requirements or postoperative pain from regression 
analyses [8,10,11]. Although they identified several positive 
preoperative correlates, such as age and gender, their 
coefficients of determination were small, and in some cases, 
no significant predictors were found. For example, in an 
analysis of the first 6 h of intravenous patient controlled 

analgesia required in the ward, no predictors were found to 
meet α = 0.05 level [9]. This suggests that predictive factors 
other than demographic, physiological, and surgical attributes 
are present that have not been analyzed. We included PCA 
demand pattern in the multivariate stepwise regression 
analysis to compare the influence of these factors on PCA 
consumption prediction. Our results showed that PCA 
demand pattern played the most significant role in predicting 
analgesic consumption. It increased the value of coefficient 
of determination from 0.05651 to 0.18761. 

There are a number of limitations in our current study. 
First, though the patient records have been carefully 
reviewed, the PCA data used in our analyses were not 
guaranteed to be free of errors. A small amount of noisy data 
could occur due to human errors in data entry or misuse of 
PCA devices by patients. They were not recognized or 
resolved in the data preprocess. To mitigate the effect of data 
noise, we used bootstrap replications to ensure the 
reproducibility and stability of clustering solutions, and 
statistically significant results were obtained. However, data 
cleaning is still a crucial step before any form of data 
exploration, including clustering, and results of this type 
should be applied with caution within the imitations of 
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clustering algorithms. Second, most previous studies of PCA 
were conducted on Western patients. Little research focuses 
on Eastern people such as Taiwanese patients [8,29]. The 
discrepancy in the analysis results or conclusions might be 
attributable to the impact of different sociocultural origins. 
Third, our current study of PCA demand behavior is based on 
the first 24 h of PCA therapy after surgery. Shorter or longer 
periods of PCA medication may contain different demand 
behavioral patterns. Distinct and conserved demand patterns 

among patients over various lengths of PCA therapy are 
likely to correlate with different regularities in postoperative 
pain relief and patient satisfaction. Information of this type 
may be useful for predicting analgesic requirements and 
postoperative pain. Last, as a retrospective study, the 
surveyed variables were not under control, and the medical 
meanings of the correlation between demand patterns and 
demographic, biomedical, or surgery-related predictors were 
still unclear. 

 

Table 4.  Results of Stepwise Regression Analysis of PCA Analgesic Consumption. 

Predicting PCA Analgesic Consumption 
Factor Attribute Betaa Bb SEc p-value R2 adjusted R2 

Step 1:       
PCA demand pattern 0.36149 3.65095 0.23161 0.E+0 0.13067 0.13015 

       
Step 2:       

PCA demand pattern 0.35781 3.61380 0.22860 0.E+0 0.15415 0.15313 weight 0.15327 0.06076 0.00897 1.76712E-11 
       
Step 3:       

PCA demand pattern 0.35847 3.62046 0.22648 0.E+0 
0.17033 0.16882 weight 0.16479 0.06532 0.00893 3.88467E-13 

op_type -0.12772 -0.32519 0.05731 1.64481E-8 
       

Step 4:       
PCA demand pattern 0.35657 3.60126 0.22476 0.E+0 

0.18354 0.18156 weight 0.15049 0.05966 0.00892 3.15696E-11 
op_type -0.12298 -0.31314 0.05692 4.36024E-8 
age -0.11589 -0.03667 0.00710 2.67005E-7 
       

Step 5:       
PCA demand pattern 0.35706 3.60626 0.22455 0.E+0 

0.18570 0.18323 
weight 0.14926 0.05917 0.00892 4.40967E-11 
op_type -0.11716 -0.29831 0.05730 2.17272E-7 
age -0.12192 -0.03858 0.00715 7.77338E-8 
urgency 0.04718 0.85999 0.41131 0.03669 
       

Step 6:       
PCA demand pattern 0.35654 3.60094 0.22437 0.E+0 

0.18761 0.18465 

weight 0.14847 0.05885 0.00891 5.38757E-11 
op_type -0.12254 -0.31201 0.05767 7.23051E-8 
age -0.13481 -0.04226 0.00744 1.14832E-8 
urgency 0.04900 0.89320 0.41129 0.03002 
ans_type 0.04595 0.73006 0.37057 0.04899 

aBeta: standardized coefficient; bB: unstandardized coefficient; cSE: standard error of B 
 

4 Conclusion 
Most research on correlates of postoperative pain has 

been limited to identifying the correlation of patients’ 
characteristics, such as demographic attributes, biomedical 
variables, and psychological states, with postoperative pain 
intensity or analgesic requirements. Our study, unlike 
previous works, focused on the continual analgesia demand 
behaviors during the postoperative PCA therapy. The main 
finding was that there were conserved PCA demand patterns 
that partitioned the study subjects into three patient groups, 
each presenting distinctive PCA demand behaviors. 

We advocate the analysis of PCA demand behavior. To 
demonstrate its feasibility and significance, in our current 
study we used clustering algorithms to identify demand 
patterns. The stability and reproducibility of the clustering 
solution have been verified by repeated random bootstrap 

sampling. The results suggest that PCA demand behavioral 
patterns exist over time among patients. They are correlated 
with specific demographic, biomedical, or surgery-related 
attributes, and have influence on analgesic consumption. In 
the future work, we will investigate other factors that can 
possibly explain the inconsistency, and improve postoperative 
pain relief.  
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Table 5.  Results of Stepwise Regression Analysis of PCA Analgesic Consumption without Demand Pattern. 

Predicting PCA Analgesic Consumption 
Factor Attribute Betaa Bb SEc p-value R2 adjusted R2 

Step 1:       
weight 0.16185 0.06416 0.00962 3.51607E-11 0.02619 0.02561 

       
Step 2:       

weight 0.14663 0.05812 0.00962 1.84381E-9 0.04204 0.04088 age -0.12679 -0.04012 0.00768 1.94306E-11 
       
Step 3:       

weight 0.15815 0.06269 0.00959 8.28069E-11 
0.05651 0.05479 age -0.12183 -0.03855 0.00763 4.78009E-7 

op_type -0.12089 -0.30780 0.06117 5.38175E-7 
aBeta: standardized coefficient; bB: unstandardized coefficient; cSE: standard error of B 
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Abstract - This paper presents the development of a 
TeleHealth system built using an open source web-based 
expert system framework called Tohu. The expert system 
works by providing individualized diet and health 
recommendations to users based on each user’s responses to 
a simple auto-reporting questionnaire. A comparison is 
given between the development and features of this system 
and similar systems. A description of the system 
development illustrates how a complex web-based expert 
system can be easily constructed using open source tools 
such as JBoss Drools and Tohu. Following a depiction of 
how the system can be used, the paper concludes with a 
discussion of opportunities for future work. 
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1  Introduction 
  This paper presents an open source behavior 
monitoring and modification system in which patients can 
self-report their measurements and receive personalized 
diet and exercise feedback. TeleHealth systems are an 
emerging method of delivering health services to patients 
using telecommunications (e.g. chat, web-based expert 
systems, and video consultations). TeleHealth systems have 
seen increased use as health tools in recent years and have 
been shown to perform quite well [1]. In the Journal of the 
American Medical Association (JAMA), researchers at the 
Weight Control and Diabetes Research Center at Brown 
Medical School reported that a system in which patients 
submitted a weekly weight loss diary via email lost 
significantly more weight than those only given weight loss 
information [2]. Further results from studies published by 
Haugen et al. [3] and Digenio et al. [1] prove that 
TeleHealth systems are valuable and effective tools for 
bringing health services to a larger population. 

 These so-called TeleHealth systems may be a part of 
the solution, for the Center for Disease Control states that, 
American society has become characterized by 
environments that promote increased food intake, non-
healthy foods, and physical inactivity [4]. Furthermore, the 
Journal of the American Medical Association observed that 
72% of American men and 64% of American women are 
overweight or obese [5]. Also, for American men, this 
figure is increasing as time goes on. Research has shown 

that persons whose weight approaches levels classified as 
“overweight” or “obese,” tend to increase their risks of 
diabetes, heart disease, cancer, and stroke [6]. Without 
more effective health aides, there could be a huge economic 
and medical impact as the population ages and starts to see 
the negative effect of this type of lifestyle.  

 The proposed TeleHealth system developed is called 
eDietitian; it leverages the Internet and existing tools to 
provide dietitian consultations to a larger population. The 
software performs a virtual consultation with the user by 
mimicking a consultation with a dietitian and asking the 
user a dynamic series of questions related to their lifestyle 
and habits. After the consultation, the user is given a 
customized list of recommended practices they should try 
to incorporate into their lifestyle to achieve and maintain a 
healthy lifestyle. 

2  Related Works and Tools 
 This section describes tools that are similar to 
eDietitian; it also provides information about the tools used 
to build eDietitian. 

2.1 Background Software and Tools 
 The eDietitian system is written in Drools [8] (see 
Figure 1), a Java Virtual Machine (JVM) rules engine and 
language. Drools provides a Java implementation of the 
Rete Algorithm for efficient pattern matching of facts with 
rules. It’s similar to other rule engines such as CLIPS and 
Jess. The other major tool used is the Tohu [7] framework. 
The framework provides classes (see Figure 2) for 
constructing the question-and-answer tree and rendering 
the user interface via jQuery. 

2.2 Related Systems 
 One of the systems that inspired eDietitian was 
WebMD's Personal Diet Evaluator [9]. The Personal Diet 
Evaluator's approach is a little different from eDietitian's 
but they share a similar questions-and-answer format. The 
big difference between the Personal Diet Evaluator (PDE) 
and eDietitian is that PDE is an Adobe Flash application 
while eDietitian is rendered with pure HTML. Also PDE is 
not as dynamic to the user’s responses as eDietitian. 
eDietitian’s screens react at a much more granular scale 
than PDE’s. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 445



 Another system which bears a resemblance to 
eDietitian is the “Mozambican Diet Assessment Tool” [10]. 
It was developed by the Mozambican Ministry of Health as 
a quick way to measure the diet of rural and urban 
communities. Donald Rose et al describe how the system 
works as follows: 

“The Mozambican Diet Assessment Tool (MDAT) is based 
on a simple, qualitative 24-hour recall of household food 
intake. The person in charge of food preparation in each 
household is asked to recall all foods eaten by household 
members at each meal and snack time in the previous 24 
hours. Field personnel, usually the provincial nutritionists, 
then assign points to each food consumed, using a simple 
scoring system.” 

 The eDietitian system differs from the Mozambican 
Diet Assessment Tool because it takes a different route 
during the evaluation by inquiring about exercise and BMI 
rather than strictly measuring the amount of nutrients 
consumed. The goal of MDAT is different from eDietitian's 
- which is mostly the reinforcement of a healthy lifestyle - 
rather than nutrient assessment. 

 Denning et al developed BALANCE, a smart phone 
application which measures caloric expenditure using 
sensor and activity sensing technology [11]. Their system 
can predict how much time a person has spent sitting, 
walking, jogging, or cycling each day and can recommend 
serving size to the patient to keep their caloric intake in 
balance with their expenditures. 

3  eDietitian Design and Architecture 
 This section describes how the eDietitian system was 
designed and constructed using the Tohu framework and 
Drools language to generate the web application. 

3.1 Knowledge Base 
 The knowledge base for the system was built using a 
rule-based approach. The final system contained 
approximately 80 rules of varying complexity. Rules came 
from numerous sources, but the main sources for rules are 
US Government sources such as: PubMed Health from the 
U.S. National Library of Medicine [12], the “Dietary 
Guidelines for Americans” from the US Department of 
Agriculture [13], and the Center for Disease Control’s 
Obesity and Overweight website [14].  

3.2 Architecture 

3.2.1 Server-Side 
 Figure 1 (right) shows the server-side stack of the 
system. Everything runs in a Java Virtual Machine (JVM) 
instance. On top of the JVM, a Tomcat container serves the 
normal web files, but also runs a RESTful web-service 
called the Drools Execution Server. This service provides 
an interface to the Drools knowledge-base via XML. 

3.2.2 Client-Side 
 The client-side of the system could essentially be any 
program that knows about the RESTful interface used by 
the Drools Execution Server. However, this project made 
use of the Tohu's jQuery library as shown in Figure 1 (left) 
for UI development. The Tohu project provides a 
JavaScript framework which can dynamically create the 
HTML and manipulate the Document Object Model 
(DOM) based on the responses given from the Server-Side. 
The Tohu JavaScript library uses the popular jQuery library 
for client-side scripting. 

 The big advantage of having the system run as a web 
application is how easily the UI can be easily changed 
using Cascading Style Sheets (CSS). The view can be 
easily modified using just style sheets; without any 
modification of the rules or logic classes.

 

 

Figure 1 Client-Server stacks used in the eDietitian system. All components are open source.  
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3.3 Rule Workflow
 

 

Figure 2 Class diagram of the Tohu core classes. These classes are used to build the decision tree. 

 

 The Java classes from Figure 2 are used to code the 
decision tree. A snippet of the Drools code is given to 
demonstrate this. Suppose we want to ask the user 
whether they exercise or not and provide a 
recommendation if they answer “no” to the question. 

Figure 3 shows the final screen with the 
recommendation at the bottom. Using the Tohu classes 
(Figure 2) to code the rule into the knowledge-base, we 
create a rule that inserts the Question object into the 
knowledge base as follows: 

rule "ask if user exercises" 
dialect "mvel"  
then   
 Question question = new Question("exercise"); 
 question.setAnswerType(Question.TYPE_BOOLEAN); 
 question.setPreLabel("Do you exercise?"); 
 question.setPresentationStyles({"radio"}); 
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 insertLogical(question); 
 . . . // similar code cut out for space 
end 

 

Figure 3 How Tohu renders the above code with the recommendation at the bottom. A Boolean 
datatype is displayed as a radio button with Yes/No values.

 Once the Question objects are in the knowledge 
base and some event changes their state, such as an 
Answer object being inserted into the knowledge base, 

other rules that have them as an antecedent will fire 
which we can use to add yet more questions, facts, or 
recommendations into the knowledge base, for example: 

 

rule "everyone should get at least 2 hours of exercise per week" 
dialect "mvel" 
when 
 // if there is a Question with id==exercise and answer is false, then… 
 Question(id == "exercise", answer == false);   
then 
 // display a note to the user that… 
 insertLogical( 
  new Note( 
   "exerciseNote",  
   "You should exercise at least 2 hours per week." 
  ) 
 ); 
 // and give them a new exercise recommendation to be displayed on complete 
 insertLogical( 
  new ExerciseRecommendation( 
   "needToStartExercising",    // recommendation id 
   Priority.HIGH,     // priority 
   "You should start an exercise regiment.", // text to show 
   new Source(       // link to source 
    "http://www.cdc.gov/physicalactivity/everyone/guidelines/adults.html", 
    "Physical Activity for Everyone: Guidelines: Adults" 
   ) 
  ) 
 ); 
end
 

4  eDietitian Usage 
 The following section describes how eDietitian can 
be used, illustrated using screen-shots of the eDietitian 
system through various stages of the consultation 
session. 

 Once a user starts the questionnaire, he/she is asked 
some initial information, as shown in Figure 4, which is 
used to determine the user's Body Mass Index (BMI), 
Basal Metabolic Rate (BMR), and weight type 
(underweight, normal, overweight, obese). Next, the user 

is presented with questions which gather information on 
exercise, as illustrated in Figure 5, and high-risk 
conditions including tobacco use and alcohol use. After 
this point in the conversation, the user’s answers lead 
him to individually-determined questions based on their 
specific responses to the previous questions. This would 
mimic the way a doctor’s consult would proceed – 
dynamically – from question to question. At the end of 
the session, the system displays the results of the 
questionnaire, and the user's exercise, eating and any 
other recommendations are displayed in a jQuery 
“accordion” widget, as depicted in Figure 6.
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Figure 4  The initial screen of eDietitian gathers some initial information from the user.
  

 

Figure 5 eDietitian asks questions related to the user's exercise output (used to calculate BMR). 
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Figure 6 eDietitian shows the results of the questionnaire, along with the user's exercise, eating and 
any other recommendations. The blue arrow at the end of each recommendation is a hyperlink to the 

source of the rule, and a “tooltip” shows the reference when the user hoovers over it. 

 
5  Review and Quality Assurance 
 One of the most vital issues that may impact the 
usability and successfulness of an expert system is the 
accuracy of the knowledge which it encodes. The 
knowledge base for the eDietitian system was based on 
trustworthy information from US Government sources, 
including the U.S. National Library of Medicine [12], 
the “Dietary Guidelines for Americans” from the US 
Department of Agriculture [13], and the Center for 
Disease Control’s Obesity and Overweight website. 
Also, for review and quality assurance, a licensed 
dietitian was contracted to review the system. The 
review involved periodic live feedback sessions with the 
licensed dietitian, during which the developer and 
dietitian would go through the system screen-by-screen 

and inspect the wording, flow, correctness, and usability 
of the system. 

 The review followed a cyclic model, where the 
developer would revise the system based on the 
dietitian’s feedback, and then have another feedback 
session with the expert. Cyclic reviews were performed 
four times until the dietitian’s feedback was fully 
incorporated. 

6  Conclusions and Future Work 
 This paper presents the development of a 
TeleHealth system called eDietitian, a system built using 
an open source web-based expert system framework 
called Tohu. TeleHealth systems are an emerging method 
of delivering health services to patients and have been 
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shown to perform quite well [1]. The system uses a rule-
based approach to provide individualized diet and health 
recommendations to users, based on completion of a 
simple auto-reporting questionnaire.  A comparison was 
given between this system and similar systems. The 
architectural design and implementation were described, 
as well as usage of the system. This project demonstrates 
how a complex web-based expert system can be easily 
constructed using open source tools such as Tohu and 
Drools. eDietitian uses a web-based approach and 
leverages existing tools to make dietitian consultations 
more accessible to a larger audience. 

 Opportunities for future work include extending the 
system to allow for display of video resources and 
selections based on pictures. These enhancements would 
help make the questionnaire more user-friendly, and 
potentially increase system usability. In addition, the 
user interface can be refined by adding related pictures 
and video content that explain conditions clearly using 
rich content. Another potential path for future work is 
the addition of an explanation facility that could provide 
additional information to users about why certain 
recommendations were given. 
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Abstract - Since the big potential of medical decision making 

was first realized, hundreds of articles introducing Clinical 

Decision Support Systems (CDSSs) have been published in the 

last three decades. But even today, only few systems are in 

clinical use. Even fewer are in use outside their site of origin, 

and their full potential for optimizing the healthcare system is 

far from realized.  

Clinician’s acceptance and utilization of CDSSs depends on 

its workflow-oriented, context-sensitive accessibility, and 

availability at the point of care, integrated into a Hospital 

Information System (HIS). Commercially available HIS often 

focus on administrative tasks and mostly do not provide 

additional knowledge based functionality. This paper works 

out advantages and disadvantages of several approaches and 

compares them against possible alternatives. Finally, 

experiences, gained by clinical use of two introduced systems, 

integrated in the HIS of the Vienna General Hospital, to 

analyze the little use of CDSSs in today’s clinical routine 

practice. 

Keywords: Clinical decision support, Hospital Information 

Systems, Knowledge Acquisition, Medical Applications.  

 

1 Introduction 

  In modern health care environment, the amount of 

information available is very large, and in order to manage it 

computers are used in medicine in almost all areas. It is 

generally assumed that every patient generates around 20,000 

different data values on a daily base. Over 236 different 

variable categories in a medical ICU record are common and 

conclude that this far exceeds human intellectual capability 

[1]. Physicians and nurses are still performing time consuming 

manual data analysis for making the most optimal medical 

decision for each individual patient [11-13]. They must 

choose from and interpret a huge variety of clinical data, 

while facing pressure to decrease uncertainty, risks to patients 

and costs. The true essence of healthcare delivery is decision 

making - what information to gather, which tests to order, 

how to interpret and integrate this information into diagnostic 

hypotheses and what treatments to administer. Moreover, 

current ICU platforms are not offering an infrastructure for 

infection surveillance, data-driven guidance and modeling of 

critical illness. 

The provisioning of Clinical Decision Support Systems 

(CDSSs) would enable the discovery of patterns in health data 

which might be important for the fight against nosocomial 

infections, incorrect diagnosis, unnecessary prescriptions, and 

improper use of medication. 

Since the potential of medical decision making was first 

realized, hundreds of articles introducing CDSSs have been 

published in the last three decades. But over the years‘ 

experience has shown that the expectations were not always 

fulfilled. Even today, only few systems, so asserted, are in 

clinical use. Even fewer are in use outside their site of origin, 

and their full potential for optimizing the healthcare system is 

far from realized.  

Shortliffe [20] outlines, that ‗‗the greatest barrier to routine 

use of decision support by clinicians has been inertia; systems 

has been designed for single problems that arise infrequently 

and have generally not been integrated into the routine data-

management environment for the user‘‘. 

The Clinicians' acceptance and utilization of CDSSs depends 

on its workflow-oriented, context-sensitive accessibility and 

availability at the point of care, integrated into a Hospital 

Information System (HIS). Commercially HIS often focus on 

administrative tasks and mostly do not provide additional 

knowledge based functionality [33, 36]. This paper surveys on 

two concrete applications the capabilities as well as limit-

ations of CDSSs. Both presented systems are established as 

real-time applications. They are fully integrated in the HIS, 

and have reached the state of extensive clinical testing at the 

Vienna General Hospital. Finally, experiences, gained by 

clinical use of the systems, are used to analyze the little use of 

CDSSs in today‘s clinical routine practice.  

2 Methods 

2.1 Clinical Decision Support Systems (CDSS) 

 CDSS can be broadly defined as software applications 

that integrate patient data with a knowledge-base and an 

inference mechanism to produce patient specific output in the 

form of care recommendations, assessments, alerts and 

reminders to actively support practitioners in clinical 

decision-making. 

Generally CDSS are any type of application that support the 

decision making process. A generic DSS receives a certain 
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amount of data as input, processes it using a specific 

methodology and offers as a result some output that can help 

the (physicians) decision-makers. A typical therapeutic cycle 

in a simplified view is shown in Fig.1. 

 
  Fig. 1: The Diagnostic-Therapeutic Cycle (a simplified view) 

In principle a DSS can be classified into the following six 

frameworks [22]: Text-, Database-oriented, Spreadsheet-

oriented, Solver-oriented, Rule-oriented, and into a 

Compound DSS. A compound DSS is the most popular 

classification for a DSS [37, 38]. It is a hybrid system that 

includes two or more of the five basic structures of DSSs. 

Patient data can be input by digital entry, queried from a HIS, 

Patient Data Management Systems (PDMS) or transmitted 

from other medical devices. Patient data are compared against 

a knowledge-base and made sense of by an inference 

mechanism. The inference mechanism can be highly variable 

in sophistication ranging from simple ‗if Rules ‗Yes‘ or ‗No‘ 

and ‗If ‗Then‘, ‗Else‘ statements to Bayesian prediction 

techniques and/or with fuzzy logic [8], [21]. Expert or 

knowledge-based systems are another type of DSS capable of 

being programmed to perform decision making at the level of 

a domain expert [24]. These systems represent the most 

prevalent type of CDSS used in medical clinical practices 

today. Though CDSSs can include different components, and 

though domain knowledge can be structured in a variety of 

ways, certain elements are common to all: a user interface, a 

knowledge base, a database, a knowledge acquisition facility, 

and an inference mechanism. In the next section two CDSSs 

integrated via web services in a HIS are presented. Both 

systems are established as real-time applications and have 

reached the state of extensive clinical testing at the Vienna 

General Hospital. The first one is to hyperglycemia 

management system for critically ill surgical patients. The 

second gives immune-suppressive therapy for kidney-

transplant patients. 

2.2 Maintaining Hyperglycemia 

 Hyperglycemia has been shown to be an independent 

risk factor of mortality in patients with stroke and myocardial 

infarction. There is increasing evidence that tight blood 

glucose (TBG) control improves outcomes in critically ill 

adults. Furthermore, strict control of hyperglycemia reduces 

the rates of infectious complications in surgical Intensive 

Care Unit (ICU) patients. The risk of mortality or significant 

morbidity is high among critically ill patients who are treated 

in the Intensive Care Unit (ICU) for more than 5 days. These 

patients are susceptible to sepsis, excessive inflammation and 

multiple organ failure, the latter often being the cause of 

death. Most intensive care patients, even those who did not 

previously suffer from diabetes, are hyperglycemic. 

Hyperglycemia caused by insulin resistance in the liver and 

muscles is common in intensive care patients [2]. Van den 

Berghe showed that Tight Glycemic Control (TGC) i.e. 

Controlling Blood Glucose Levels (BGLs) within 80–110 

mg/dl using intensive insulin therapy, provides significant 

improvement in mortality (8 to 4.6%) and morbidity in 

surgical ICU patients. 

Several published clinical trials have demonstrated morbidity 

and mortality benefits of moderate-to-tight glycemic control 

in an intensive care environment [3, 4], [6], [9, 10].  

Tight Glycaemic Protocols:  

 The tight management of hyperglycaemic crises requires 

expensive and labor-intensive procedures that are not 

achievable in all clinical settings. The currently implemented 

algorithm for achieving and maintaining hyperglycemia and 

the used tight glucose protocol at our hospital‘s ICU is shown 

in Table I.  

Table I: Algorithm for archiving and maintaining  

normo- glycemia in the ICU 

 
 

Test 
Result of BG 
measurement 

 
Action 

 
Measure BG 

an admission 
to ICU 

> 220 mg/dl 

220 – 110 mg/dl  
< 110 mg/dl 

 

Start insulin 2 – 4 | U/h 

Start insulin 1 – 2 | U/h 
Don‘t start insulin but continue 

BG monitoring every 4 h 

Measure BG  
every 1 -2 h 

until in 
normal  range 

> 140 mg/dl 
 

110 – 140 mg/dl 
 

approaching 

normal range 

Increase insulin dose by  
1 – 2 | U/h 

Increase insulin dose by  
0.5  – 1 | U/h 

Adjust insulin dose by  

0.5 – 1 |U/h 
Measure BG 

every 4  h  

approaching 

normal range 

Adjust insulin dose by  

0.5 – 1 |U/h 

 normal Insulin dose unchanged 
 falling steeply Reduce insulin by half and check 

more frequently 

 60 -80 mg/dl Reduce insulin dose and check 
BG with 1 h 

 40 – 60 mg/dl Stop insulin infusion, assure 

adequate baseline glucose intake 

and check BG within 1 h 

 < 40 mg/dl Stop insulin infusion, assure 
adequate baseline glucose intake, 

administer glucose per 10 g IV 

boluses and check BG with 1h 
 

 

In general protocols to assist in management of 

hyperglycemia are becoming more widely used and have been 

shown to improve outcomes for hyperglycemic patients. 

Several protocols for glucose control have been adapted [7], 

[25, 26], [28]. In a pilot study [5] was found that the majority 
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of patients were not achieving target BGL consistently and 

although the incidence of hypoglycemia was rare, the range of 

insulin infusion rates prescribed was often greater than patient 

requirements presenting a risk of overdose. This audit aims to 

further assess the success and safety of TGC in ICU [7].  

As with any protocol, this algorithm alone does not guarantee 

improvement in quality of care or clinical outcome. However, 

in the context of the treating physician's knowledge and 

experience, this approach could be expected to realize 

significant reductions in mortality and morbidity. 

2.3 Immune-Suppressive Therapy for Kidney 

Transplant Patients 

Many chronic kidney disease patients profit from a kidney 

transplantation. A necessary component after transplantation 

is an immunosuppressive therapy. As there is a narrow range 

between kidney transplant rejection and the side effects of 

over-immune-suppression (such as an increased vulnerability 

to infections), therapeutic drug monitoring is another 

necessary component [11]. 

The most frequently used immune-suppressive drugs are 

Calcineurin inhibitors, which inhibit the cell-mediated and 

humoral immune responses. One of those is Tacrolimus. Since 

the drug absorption rate varies, close therapeutic drug 

monitoring is necessary. According to Satohiro [14] the 

therapeutic range of Tacrolimus is located between 10-

20ng/ml blood concentration to avoid rejection and infections. 

These Calcineurin inhibitors have many side effects, one of 

the most popular include reversible disturbances of liver 

function, cardiac toxicity, edema, blurred vision, depression, 

sleep disturbances and nephrotoxicity, neurotoxicity, and 

hyperglycemia [15, 16]. 

Currently the immunosuppressant dosage is determined on the 

basis of the actual medication level and various factors 

(immunological situation, time after transplant rejection 

reactions, laboratory values, etc.). The ultimate goal is to 

develop a theoretical model that maps the therapy with their 

influencing factors [16]. A theoretical model of the dosage 

determination will enable physicians to gain new insights into 

the treatment monitoring of immunosuppressive drugs and 

potentially enable automation of drug dosing. 

2.3.1 Data Description  

 To create a immune-suppressive therapy model historical 

patient therapy data and laboratory parameters could be used 

within a period of 13 years from the General Hospital of 

Vienna. Data from 492 patients and 13.053 consequent 

examination dates were available for evaluation. These data 

include the measured blood levels of the administered 

medication and the daily medications, as well as the time of 

the medication measured and medication administered. 

2.3.2 Data Processing and Analysis 

 In current clinical praxis, medication adaptations are 

based on preliminary medication levels and other character-

istics of the patients.  

Consequentially, medication adaptation and preliminary data 

have a strong correlation, thereby confounding each other. 

This makes a simple estimate of the effect of a medication 

adaptation almost impossible. The problem is illustrated in 

Figure 2 (left side), where in the x-axis (-1) means to adjust 

down, (0) to stay and (1) to adjust upward medication. The 

boxplot shows that if you lower the medication, a higher 

medication level could be expected.  

Avoid using too many capital letters. All section headings 

including the subsection headings should be flushed left. 

 

 Fig. 2: Confounding Effect & Validation 

This could be explained by the fact that physicians only lower 

the medication if the medication level is already quite high, 

but this action generally does not completely normalize the 

medication level. The main problem is to obtain the pure 

biological response of the patients. Since only a few 

medication adaptations are frequent, these were divided into 

three categories: upward adaptations (1), down (-1) and 

retention of the medication (0). 

3 Conclusions 

3.1 Technical Aspects 

 There are many different methodologies that can be used 

by a CDSS in order to provide support to the health care 

professional.  

In our case the inference mechanism, i.e. a set of rules derived 

from the physician‘s (experts) and evidence-based medicine, 

and the knowledge base itself, are implemented through 

medical logic modules (MLMs) based on a language such as 

Arden syntax [18]. The Arden Syntax Server represents 

therefore the reasoning and inference mechanism with MLMs 

and processes the patient data, which is received from the HIS 

via web services. The communication mechanism of a CDSS 

will allow the system to show the results to the users as well 

as have input into the system. The HIS at the General 

Hospital of Vienna is i.s.h.med. This fully featured HIS 

represents the CDSS- communication mechanism. It provides 

a framework for medical documentation which can be easily 

customized in form of parametric medical documentation 

(PMD) to the special needs of the respective clinical 

departments. 
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3.2 Hyperglycemia Decision Support System 

 The communication mechanism of the CDSS is realized 

as a PMD of the HIS. The system is used for postoperative 

cardiac patients in an ICU at the Vienna General Hospital 

[29]. The advantages of the system are its easy application 

and generation of more specific knowledge bases with 

MLMs, which allow smoother treatment.  

The CDSS is currently being tested with a sample of 

prospective randomized cases currently undergoing treatment 

(Fig. 3). 

 

 
Fig. 3: HDSS Application 

The results confirm the applicability of the application to 

represent medical knowledge, thus rendering the glycaemic 

process transparent and comprehensible. A direct connection, 

for instance with an insulin perfusion pump, would allow 

smooth adaptation continuously. The hyperglycaemic control 

may be better if appropriate safety controls can also be put in 

place. Safe implementation of tight glycemic control requires 

appropriate monitoring to reduce the risk of this complication 

[39]. Several protocols for glycemic control have been 

adapted [5], [9, 10], [25], [27], [32]. In a pilot study could be 

found that the majority of patients were not achieving target 

BGL consistently and although the incidence of 

hypoglycemia was rare, the range of insulin infusion rates 

prescribed was often greater than patient requirements 

presenting a risk of overdose. This audit aims to further assess 

the success and safety of TGC in ICU [32].  

Alerts are triggered within several time depended columns of 

the application.  The actual values and proposals and alerts 

are displayed in different coloured symbols. 

Currently the implemented colours are red, yellow and green. 

These colours represent an urgent, a warning, and an 

information level (Fig. 4). If there is no reaction within a 

defined time period, i.e. column on an urgent (red) 

information level an acoustic alarm is activated also to force 

an urgent reaction. 

With the control unit itself it‘s possible to change the glucose 

level, according to the proposals of the program. If different 

settings to the proposed one have to be set, there is also a 

possibility to log this information. The logging feature allows 

a fine tuning of the knowledge bases off line.  

 

Fig. 4: HDSS alert screen  

3.3 Immunosuppression Therapy System 

 To create a knowledgebase for immunosuppression 

therapy the medication blood level thresholds has been 

estimated statistically by a regression tree. Since this is an 

ordinal outcome variable, the method of Conditional Inference 

Trees (CITs) [17] has been chosen. Classes could be formed 

where the statistical relationship between preliminary data and 

the medication adaption isn‘t longer significant. The 

determined classification is shown in Table II.  

 
Table II: Classification determined from the CIT 

 

Class BL Additional Decision Parameters 
 

1 ≤3.8  

2 (3.8,4.7] TSS: ≤27153 

3 (3.8,4.7] TSS: >27153 

4 (4.7,6.9] TSS: ≤6490 

5 (4.7,6.9] TSS: (6490,49281] 

6 (4.7,6.9] TSS: >49281 
7 (6.9,9.3] TSS: ≤4544 

8 (6.9,9.3] TSS: >4544 

9 (9.3,10.9] TSS: ≤34018 
10 (9.3,10.9] TSS: >34018 

11 (10.9,13.9] APR: ≤7.5 & PRO: 0,1,2 

12 (10.9,13.9] APR: ≤7.5 & PRO: 3,4 
13 (10.9,13.9] APR: >7.5 

14 >13.9 LT: ≤2 

15 (13.9,15.2] LT: >2 
16 >15.2 LT: >2 

 

 

The CIT took the following parameters into account: 

Tacrolimus blood level (BL) [ng/dl] now and at the last ward 

round [ng/dl]. The dose of the proliferation inhibitor [mg], of 

the additional Aprednisolon (APR) [mg] and of the last 

Tacrolimus (LT) [mg] administered. Further parameters are 

sex, age at – and time since surgery (TSS) [h]. A model 

validation was performed with 80% of the data for the training 

set and 20% for the test set. To test the model, the ensuing 

medication blood levels were compared to the respective 

medication adaption [23].  

The CIT formed homogenous classes to eliminate the 

confounding effect. When we performed model validation for 

one of the calculated groups, the distribution behave largely 
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normal. The box plot has a prediction interval with a coverage 

probability of 80%. Out of these consolidated finding 

knowledge could be developed through MLMs. A specific 

PMD of the HIS i.s.h.med acts as communication mechanism 

for the CDSS. 

The application, shown in Figure 5 is in evaluation since June 

2011.The results have to be seen as a first approach of more 

accurate forecasting models for the medication blood level of 

the respective medication. 

 

Fig. 5: Application (PMD) in i.s.h.med 

The next step could be to add weights, data of rejections or 

other covariates, which may be able to improve the model 

even further. 

4 Conclusions 

When CDSS or DSS in general where initially developed, 

each knowledge base and inference mechanism required 

programming before the knowledge base content could be 

written. As the field evolved, researchers found that it was 

possible to separate the inference mechanism from the domain 

specific knowledge and databases. This key design feature 

became responsible for the commercial success of decision 

support systems.  

Producing standard inference mechanism and knowledge 

bases made it possible to unplug one knowledge base and then 

connect a different one. Based on the literature, current 

computer-based clinical CDSS are limited in application. 

Roughly seventy known proprietary medical CDSS exists. 

Only ten out of seventy CDSSs geared towards routinely use. 

There is no information available about a real daily average 

usage of these systems. 

A well-designed CDSS should have the potential to assist 

physicians who can and do use it as often as possible in the 

daily routine work. In some situations physicians learns from 

using a CDSS about criteria, facts or process issues that need 

to be considered in a specific decision situation. CDSSs 

encourage and promote ―rationality‖ in decision making. 

CDSSs are intended to support not replace physicians, so the 

users need to consciously interact with a CDSS to use it 

effectively.  

A big issue is that the expectation needs to be created that the 

physicians are the ultimate authority and that the physicians 

can anytime ―over rule‖ or choose to ignore analyses and 

recommendations of the CDSS.  

The greatest anticipated benefit of a CDSS lies in the 

constituency and uniformity in applying decision criteria of a 

given situation. Physicians have difficulty making decisions 

because they cannot exhaustively consider every factor 

relevant to the decision, due to either limited memory or 

limited information.  

Anticipated limitations of CDSSs are that an optimal 

physician‘s treatment requires that physicians be able to have 

the following information, in real time, if possible: What is 

happening right now? What will happen in the future? What 

do I need to create the future I want?  To answer these 

questions effectively, physicians requires data that are factual, 

factual inferential (why type questions) and predictive (what if 

questions). To date, the best support that a CDSS has been 

able to provide is data that answer factual and maybe some 

forms of predictive questions [30], [35], [39]. 

Physicians have no shortage of data available to them. Thus, 

physicians have found that currently available CDSSs are not 

able to meet their more complex information needs. As 

mentioned above one big argument of the rare utilization at 

this time is that most of the CDSSs have not progressed 

beyond the prototype stage. There are no standards or 

universally accepted evaluation or validation methodologies 

to ensure that the system‘s knowledge base is complete and 

correct.  

Further questions about CDSSs are: Does the use of a CDDS 

improve the quality of decisions produced? And are the 

economic or other benefits, as for instance patients comfort, 

attributable to the use of the CDSS?  

The absence of a well-defined or universal evaluation 

methodology makes these questions difficult to answer. To 

date, an examination of the literature indicates that there is 

virtually no information available related to the cost or cost 

effectiveness of CDSSs. Most of the CDSSs are university-

based developments, and still in prototype stage. These costs 

regarding the initial investment of CDDSs tend to be hidden 

and therefore difficult to access.  

This frightens or hinders the industry‘s interest in funding and 

encouraging the development of CDSSs in health care in 

general [19]. Still, many physicians have a real positive 

outlook on the potential for these systems, particularly relating 

to practitioner performance. However, until the use of CDSS 

is a routine as the use of the blood pressure cuff, it is 

important to be sensitive to resistance to using these systems. 
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Abstract

This paper examines the structural qualities of Social 
Networks towards the identification of trends. We 
consider a collection of Twitter messages towards the 
trending of technologically-related topics. For each 
individual topic, network cohesiveness is explored 
over time. We demonstrate that structural qualities 
reflecting community dynamics can provide insight 
to the prediction of long term trends. The goal of this 
work is to lend insight to the characterization of
consumer behavior, particularly in the area of
technology forecasting.

I. INTRODUCTION
Online Social Networks have increased 

substantially in recent years with the top Social 
Media sites acquiring hundreds of millions of users
[1][2]. Through the increased accessibility of the 
internet, these outlets have encouraged users to 
interact and build relationships. Considered in depth 
by the sociological community, these relationships 
are closely compared to those found in real-life 
society [3]. As such, it has become increasingly 
important for organizations to understand these 
networks for the purpose of predictive analytics for 
internal as well as external application [4][5]. 

Such networks can be represented as graphs where 
nodes represent individuals and edges represent their 
relationships [6]. Given this network representation,
prior work has demonstrated that the combined 
knowledge of community structure and relationship 
strength has important application to the area of web 
analytics [7]. In particular, when studied over time, 
this structural information can be informative 
towards suggesting what influence it will have on the 
future.

In the context of community as viewed from the 
perspective of a graph, there are qualities that are 
present among people who are highly influential
which can be formally considered as power. Being a 
fundamental property of social structures, it has been 
suggested that power is relational [10][11]. Through 
research, a relationship has been established between 
power and density of a described structure [12]. 

Influence and power are strongly associated with 
transformation in the context of a community. Such a 
phenomenon is termed as emergence and is best 
described as a local action influencing an overall 
behavioral pattern. Through the examination of 
connections, research has also demonstrated that 
emergence can be objectified [12].

The study of such structural dynamics present
strong support to what we know about the predictive 
nature of the internet [13][14][15]. Currently, a 
number of examples exist in the relation of trends as 
compared to the development of patterns 
[16][17][18]. Such patterns that exist around 
structures are highly indicative of the concept of 
communities [19]. These communities have been 
demonstrated across many studies as integral to the 
study of sustainability as well as economic 
opportunities. 

The methodology outlined in this paper describes a 
means of examining the structural qualities within an 
online community. We apply this methodology to a 
collection of unstructured communication acquired 
from a web-based resource (Twitter) [20]. Our three 
primary inputs include topics of interest, web-based 
communications as well as the consideration of 
between whom the communication is directed. 
Building a graph-based structure based on 
communication, structural analysis is applied. From 
here, we examine the relationship over time of the 
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network structure to that of the interest of the 
concept. 

The remainder of this paper is as follows: In 
Section Two we detail current work in the field. 
Section Three provides an examination of our 
methodology. Section Four presents our case studies 
and Section Five provides our conclusions.

II. CURRENT RESEARCH
Due to its constrained size and minimalistic 

attributes, a number of research efforts in Social 
Analytics have been directed at Twitter as a means of 
predicting trends. Among such efforts, (Achrekar et.
al.) utilized Twitter to assist in the prediction of flu 
virus trends. This was accomplished by devising 
auto-regression models to predict data published by 
the Center of Disease Control (CDC) to the 
percentage of 'visits' to physicians [21]. (Iyengar et. 
al.) determined when an event started and ended by 
analyzing the content of Twitter messages using an 
SVM classifier and hidden Markov Model. Here,
event boundaries in Twitter data were predicted for a 
set of events in the domains of sports, weather and 
social activities [22]. (Peng et. al.) demonstrated that 
conditional random fields could be used to improve 
prediction effectiveness by incorporating social 
relationships[23].

Focusing directly on structural qualities, (Gloor, 
Nann, Schoder) leveraged betweenness centrality of 
actors by weighing the context of their positions in a 
network. Through this application, they were able to 
extract and predict long term trends on the popularity 
of relevant concepts such as movies and politicians 
[7]. (Mislove et. al.) analyzed the structure of 
multiple online social networks. This involved the 
comparison of in-degree to out-degree representation 
though the investigation of side-free, power-law and 
small-world properties [24]. (Cantanese et. al.)
applied social network techniques to analyze specific 
properties of social networking graphs.  Among the 
qualities examined included centrality measurements, 
scaling laws and distribution of friendship [25]. 

A substantial amount of research from Link
Mining has been leveraged to support Social Network 
concepts. These algorithms have supported 
performance among a number of activities including 
question answering, information retrieval and web-
based data warehousing [26]. (Erbs et. al) 
demonstrated that data volume as well as training 
data is vital to link discovery with text-based 
approaches yielding superior results [27]. (Qian et. 
al) relied on the application of link mining to the 
Enron mail corpus to determine communities within 
linked nodes. Further work supported the 
identification of 'common friends' by relying on 

clustering. [28] Additional methods have explored 
link-predicates with applications among exploring 
data, distributed environments and spam analysis 
[29][30][31].

Research in Social Networks has also expanded on
current search technology including PageRank and 
HITS [32][33][34]. Building on these methodologies,  
(Bharat, Henzinger and Chakraborti) proposed 
variations that exploit web page context to weight 
pages and links based on relevance.[35][36]. Relying 
on the topological structure of a graph (Sugiyama et. 
al.) successfully integrated several methods including
network, quantitative, semantic, data processing, 
conversion and visualization-based components [37].

Investigations in Semantic Web technologies have 
also greatly affected development in Social 
Networks. Among them, (Zhou, Chen and Yu) 
integrated an ontology-based Social Network along 
with a statistical learning method towards Semantic 
Web data. This involved utilization of an extended 
FOAF (friend-of-a-friend) ontology applied as a
mediation schema to integrate Social Networks and a 
hybrid entity reconciliation method to resolve entities 
of different data sources [38]. (Thushar and 
Thilagam) also relied on Semantic Web technology 
for the identification of associations between multiple 
domains within a Social Network [39].
    A number of efforts in Relational Learning have 
supported Social Network analysis predicated on the 
concept of homophilly-based associations to support 
learning. Among them include the application of 
probalistic modeling [40] collaborative relationship 
[41] and inference-based approaches [42].
    Visualization techniques also provide for a 
substantial level of support in studying Social 
Networks. (Batajelj and Mrvar) developed tools for 
the visualization  of large-scale networks allowing for 
support to identify vertice extracts and relations 
between clusters [43]. (Noel et. al.) calculated inter-
item distances among combinations of elements from 
which hierarchical clustering dendrograms are 
visualized to enhance measurement consistency 
between clusters and frequent itemsets [44]. (Levng 
et. al.) developed Social Viz which provided users 
with a means to view frequency relationships among
multiple entities in a network [45].

III. METHODOLOGY
Our methodology consists of four key areas: 

network representation, tie strength, key players and 
cohesion [46]. To support the generation of a 
network, we first consider the application of basic 
data filtering techniques including matching on 
keywords and hashtags. After the data set is paired 

462 Int'l Conf. Artificial Intelligence |  ICAI'12  |



down to a topic or set of topics we construct the
networks. Here, all interactions may be considered. 
Frequently, this is addressed in the form of users who 
happen to 'follow' or 'like' other users or their 
communications. A secondary means of edge 
generation is where a direct (personal) message 
exists between two entities. This exists in our test 
case in the form of a 'reply' to an existing post.
   From our established network, tie strength is 
considered to evaluate strength/weakness of edges in 
our network, both as a means for graph reduction as 
well as clarity. Several methods are suitable among 
our data to serve as a proxy for the strength of a tie:

 Frequency of interaction
 Recipriocity in interaction
 Type of interaction (e.g. intimate or not)
 Relationship between entities (e.g friends, 

co-workers, relatives )
 Node Structure
       (neighborhood/relations/ affilliations)

Among the listed attributes, our main focus is to 
consider is frequency and recipriocity by generating a 
graph among entities (identifiers) who have replied to 
a message. 

After consideration to our graph construction, we 
leverage the metric of centrality in understanding 
how key players interact in the graph. as well as their 
influence on the entire network. Centrality can be 
defined individually as a ratio of paths containing a 
point  between two linking (separate) points. This can 
be formally expressed with jkg as the number of 

geodesics linking points jx and kx in a graph along 

with jkg ( ix ) where,

jkb ( ix ) = jkg ( ix ) / jkg

is the proportion of geodesics linking jx and kx

that contain ix [47].
To support the overall evaluation of a graph, an

index of the centralization of a complete graph BC is 
considered. It is based on the intuition that a graph is 
centralized to the degree that its communication flow 
is overwhelmingly dominated by a single point. The 
measure is defined as the average difference between 
the normalized centrality of the most central point 

BC ' (p*) and the normalized centralities of all other 
points in the graph

Where,

BC ' ( ix ) = 


n

i 1

[ BC ' (p *) - BC ' ( ip ) ]  / n-1

     Finally, the networks structure is examined from 
the perspective of cohesion by the evaluation of 
connectiveness in a graph. Connectivness is defined 
as the maximum number of elements which need to 
be removed to disconnect the remaining nodes from 
each other and is evaluated along Krackhardt's 
connectedness scoring. Existing as a means of 
expressing reachability in the termed graph, it 
represents the proportion of nodes (actors) that
cannot be reached by other nodes. This is defined 
where a digraph G is equal to the fraction of all dyads 
{ i , j } such that there exists an undirected path from 
i to j in G [48]. 

  As opposed to comparing static metrics, both 
centrality and connectivity are evaluated over 
monthly intervals. Here the structural variation is 
considered as an indicator for changes in trends.

IV. CASE STUDY
   Our study consists of the application of stated 
methodologies towards a collection of 100M Twitter 
messages with time stamps ranging between 1/1/2010 
and 6/31/2010 [49]. Our subject matter of interest 
was mobile Operating Systems.  We focused on the 
three major competitive dominant (high presence)
technologies – the Iphone, Blackberry and Android 
OS-based mobile devices. Figure one presents the 
market share for the three Operating Systems for the 
period between Jan 2010 and June 2010 [50].
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Figure 1. United States Market share for Mobile OS 
(Jan 2010 – Jun 2010)

     Each of these topics were identified by employing 
filtering on terms and phrases. The collection of 
messages were filtered on three topics and then 
separated by month. The volumes of filtered 
messages per each month are presented in Figure 2.
     Within each data collection, we considered 
messages which were associated with a 'reply' 
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communication. As such the resulting adjacency 
metrices maintained at least one edge (minimally) 
between each node. To demonstrate the graphs, a 
reduced sample of 100 nodes from a selected month 
is presented for both the Android and Iphone 
collection. (Figures 3 and 4) Our approach in graph 
generation is reflected in this graphical presentation 
as each node has at least one connection with the 
Android sample presenting a higher degree of 
connectiveness and centrality.
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Figure 2. Data Sample Sizes (Jan 2010 – Jun 2010)

Figure 3. Android Graph (100 nodes)

Figure 4. Iphone Graph (100 nodes)

Centrality was applied to view the properties of 
key players by employment of the Social Network 
Analysis ('R' programming) library [48]. The metric
was considered for each topic across monthly 
intervals (Figure 5). This was examined over the 
entire sample for each month only including entities 
that had engaged in a reply conversation. Given our 
sample size, the metrics were very low as they ranged 
between .018 and .0122 among our three networks. 
This was in part due to our selected means of graph 
generation and secondly due to our sample size of 
approximately 1% of the entire Twitter feed (given 
the estimation of approximately 50M Twitter 
messages per day for the first and second quarters of 
2010 as compared to our data set of 100M). Even 
though IOS maintained the largest overall sample 
size, the centrality measurement was the lowest, the 
graphs generated around the topic of Blackberry were 
highest corresponding to its gains in market share 
over the six month period.
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Figure 5. Centrality Measurements (Jan 2010 – Jun 2010) 

Next, cohesion was examined, relying on the 
Krackhardt scoring mechanism for each monthly 
period as compared to each data set. Here, the 
Blackberry demonstrated a substantial increase 
corresponding to the US market share as determined 
earlier. Although maintaining the largest market 
share and sample size, the IOS maintained the lowest 
connectivity between all three ranging between 0.008 
and 0.001.

Next, correlations were generated among the six 
sets of data, presented in figure 7, 8 and 9. First, the 
message sample sizes were compared against the 
market shares providing very little to negative 
correlation ranging between -.39 to .16. 
Corresponding to the relative volume collected, the 
IOS scored highest among centrality with the scores 
ranging between .71, .62, .85 for IOS, Android, and 
Blackberry. Although considering relatively 
moderate sample size, the BlackBerry metric scored 
extremely well in correlation with the market share.
Connectedness was also directly correlated to the 
market share percentages with .91, .70 and .66 for 
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IOS, Android and Blackberry respectively. In spite of 
the relatively low connectivity metrics, IOS 
performed much higher than the other two mobile 
Operating Systems indicating that investigations in 
structural metrics as they change over time presents a 
substantial opportunity to understand their 
predictability.
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Figure 6. Connectivity Measurements (Jan 2010 – Jun 
2010)

Volumes Correlation
IOS 0.16
Android -0.39
Blackberry 0.24

Figure 7. Volumes Correlation among our sample 
size. (Jan 2010 – Jun 2010)

Centrality Correlation
IOS 0.71
Android 0.62
Blackberry 0.85

Figure 8. Correlation of Centrality metrics to Mobile 
OS marketshare (Jan 2010 – Jun 2010) 

Connectedness Correlation
IOS 0.91
Android 0.7
Blackberry 0.66

Figure 9. Correlation of Connectedness metrics to 
Mobile OS marketshare (Jan 2010 – Jun 2010) 

V. CONCLUSION
   We have considered the application of structural 
metrics to the trending of topics. This was 
accomplished by extracting topic-related data from a 
collection of 100M Twitter messages. Graphs were 
generated among the filtered collection by selecting 

only the messages that existed in the form of a reply. 
We then applied metrics to determine the effect of
key players (Centrality) as well as metrics for
cohesion (Connectedness). We were able to 
successfully correlate our graph structure metrics to
the market share of three major mobile Operating 
Systems for the defined period. The disparity in 
correlation between volumes and our assigned 
structural metrics support that structure is a
substantial indicator that is independent of changes in 
volumes within a given sample. As such, our metrics 
suggest that our Social Networks ( utilized in real-
time ) could serve a means of predicting future 
consumer behavior.
     Future work includes the incorporation of 
semantics on the filtering portion (graph generation)
as well as reassigning weights to associated edges.
Opportunities in this area also include examination of 
metrics (e.g. betweeness) among graphs integrating
all three topics of comparison. 
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Abstract:--Security of the wireless sensor network is emerged as a 

crucial issue due its resource-constrained nature. Number of 

localization techniques suffers from security threats when there are 

compromised beacon nodes in the network. This paper presents a 

technique for detection and revocation of compromised beacon 

nodes using the concept of Intelligent Water Drop algorithm. The 

results are very promising and show great potentials towards 

offering a more secure localized solution of wireless sensor 

networks. 
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I.  INTRODUCTION 

Wireless Sensor Networks (WSNs) are made up of 

numerous sensors with wireless communication facilities. 

The networks created by these sensors are ad-hoc by nature, 

allowing seamless communication between them. The 

diversity of WSNs potential applications is immense. Due to 

this diversity, each application may have a very different set 

of goals to achieve and challenges to overcome. Localization 

of sensors is important for large number of WSN 

applications [1-2]; however it has become a crucial issue due 

to its resource-constrained nature. To equip every sensor 

with GPS receiver makes the application uneconomical. 

Thus beacon/anchor nodes which know their location are 

used for localization of other sensor nodes. Different 

schemes and models have been developed for this purpose 

but these schemes cannot ensure correct localization in an 

environment where some of the beacon nodes are 

compromised. Thus researchers are struggling to find ways 

to overcome the affect of malicious nodes in a network and 

have presented a number of approaches for secure 

localization.  

 
In this paper we present a scheme for detection of 

malicious beacon node using the concept of Intelligent Water 
Drops (IWD). The scheme uses the same basic method 
employed by Peng Ning [3]; however by using IWD 
concept, the scheme has become more reliable. Using 
simulation we verify that our scheme detects malicious 
nodes correctly. 

II. RELATED WORK 

Due to limited resources, wireless sensor networks exhibit 

unique operational challenges and are prone to localization 

attacks. Researchers have been introducing new protocols 

and techniques to ensure correct localization in hostile 

environment. The approach of robust localization has been 

introduced by Li et. al.[4]. It assumes presence of malicious 

nodes in the network and presents scheme that may tolerate 

the malicious behavior and still makes correct location 

discovery. This scheme consists of statistical methods. Liu 

et.  

 

al. [5] presented a method to key out and bump off malicious 

information. The technique uses minimum mean squared 

estimation to calculate the location of sensor nodes. Lazos 

and Capkun have designed a robust decentralized 

localization system [6] which is robust to Sybil and 

wormhole attacks. Although this method does not involve 

statistical methods, it accomplishes robust localization in the 

presence of malicious nodes. 

 

Another approach is based on the verification of the 

estimated position. Capkun et. al. [7] have designed an 

algorithm which is verification based. Lazos and Capkun [6] 

have presented hybrid algorithm which utilizes 

cryptographic methods for secure communication between 

sensors and locators and then devises an algorithm for 

location determination using verification. However authors 

of ROPE and SPINE have neglected the scenario where a 

number of locators themselves are compromised and that 

may collude.  

 

Sastry et. al. [8] presents an algorithm named Echo which 

verifies the area of location of claimant. However the 

verification process sometimes may also be attacked by the 

adversaries. Wenliang du and associates [9, 54] propose a 

scheme which uses pre-deployment knowledge for the 

verification of specific location of sensor. The scheme 

checks the consistency of the location found by any location 

scheme and its actual location threshold. If the deviation is 

significant, it is anomaly. The scheme is dependent on 

probabilistic distribution of nodes; if these values are not 

correctly obtained, the results will critically change [10]. 

 

Fang liu et. al. [10] have presented an algorithm in which 

they detect localization anomaly which is followed by 

detection of malicious nodes responsible for this anomaly. It 

is grounded on clustering and thus called LADBC. The 

Network is grouped and has into clusters . However the 

clustering algorithms have the problem of being dependent 

on few cluster heads which can run out of battery due to 
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much processing and communication and can also be 

captured by adversaries. 

 

Liu et. al. [3] have come up with more genuine approach 

to detect and revoke the malicious nodes. Three solutions 

have been presented in this regard by various researchers [3, 

11, 12]. Liu et. al. [3] propose a technique for identification 

and removal of malicious beacon nodes. The detecting node 

on receiving the location reference from target node 

calculates distance between them using the signal received 

and location information sent by the target node. If the two 

are consistent with difference less than maximum distance 

error, it is considered benign otherwise malicious. They then 

developed revocation scheme which is based on the 

suspiciousness of a beacon node calculated at the base 

station through alert based scheme. However the detection 

scheme has a shortcoming. It has not considered the 

environmental affect. WSN are mostly deployed in an 

unattended environment; For worse weather changes, there 

would be much measurement error in distance and two 

distances may differ much larger than maximum 

measurement error. In this way, many alerts would be 

reported to the base station which may increase 

suspiciousness of benign node and as a result, a number of 

benign nodes would be revoked from the network. 

  

Srinivasan et. al. [12] have extended the work in [3]. 

They introduced for the first time the concept of trust and 

reputation for removal of malicious beacons. They have 

proposed distributed reputation beacon trust system in which 

beacon nodes help sensor nodes to decide whether to use 

given beacon‟s location information or not by maintaining 

reputation of their neighbor beacon nodes misbehavior. 

However since WSNs pose unique challenges in terms of 

memory, computational capability and battery the reputation 

based mechanisms usually can add overhead. Also without 

being globally informed, it is usually hard to cope with local 

majority and collusion of nodes that have been 

compromised.  

 
Satyajayant Misra and associates [11] proposed a scheme 

to detect and remove malicious beacon nodes using a mobile 
verifier. Authors have shown through simulations that their 
proposed method detects almost 80% of malicious locators 
while the false positives percentage is almost zero. However, 
this scheme has some drawbacks. Mobile verifier needs 
preprogrammed paths to be stored to follow through the 
network. Due to restricted number, there is repetition of 
paths which weakens the algorithm‟s effectiveness. An 
additional requirement is that the mobile verifier needs to be 
charged after every iteration which makes it unsuitable for 
most of the unattended wireless sensor networks 
applications. Above all, the whole scheme is dependent on 
single mobile verifier which is assumed to be 
uncompromised failing which, the whole scheme will 
collapse. 

III PRINCIPLE OF IWD 

Naturally existing rivers, lakes and seas are made up of 

numerous water drops. These water drops change their 

environment as they move along their path. Rivers join lakes 

or sea following paths full of twists and turns. The ideal path 

for river is the shortest path to its destination following the 

law of force of gravity. However due to several obstacles, 

the real path is different from this ideal path. Water drops 

always try to change this real path to make it better to reach 

destination. Continuous effort by the water drops change the 

river paths as the time passes by. Water drops while 

travelling remove soil and transfer it to another part in front. 

Deeper parts attract more volume of water. Clearly water 

drops opt for easier path when choosing between different 

existing branches. Based on natural water drops, artificial 

water drops are developed which encounters some of the 

characteristics of natural water drops. These Intelligent water 

drops are characterized by the property of amount of soil 

they carry. IWD prefers the path with low soils rather than 

higher soils on its beds and probability of next path to 

choose is inversely proportional to the soils of available 

paths. The lower the soil of the path, more chance it has for 

being selected by the IWD. Thus IWDs depicts intelligent 

behaviour to select next position in their path [13]. 

Utilizing the IWD algorithm for the detection scheme 
presented in this paper, we can consider the amount of 
distance-error as a factor equivalent to the amount of soil in 
the original IWD algorithm [14]. Greater distance-error 
means that a particular node is providing more malicious 
information and chance of that node to be compromised is 
much higher. 

IV NETWORK MODEL 

The Sample Network is shown in Figure 1. Network 

consists of sensor nodes including legal and malicious 

beacon nodes. The node taking detection can be called as 

detecting and the one being investigated as target node. We 

consider same assumptions for this network as in [3]. These 

include two communicating nodes sharing pair wise key. 

Communication is two way. Multiple detecting IDs are 

provided to the beacon node along with keying material. 

Beacon signals from target node are unicasted to the 

detecting node and are encrypted. Temporal leashes or RTT 

technique is used to detect replay attacks (stealing both ID & 

location). 
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                          Fig. 1: Network model 

V DETECTION SCHEME 

The detecting node sends request for location of beacon 

nodes. The requesting node uses an ID other than its own 

because if it uses its own ID, the target node will send its 

correct location and will thus clear the detection test. For this 

purpose, every beacon node is provided with multiple IDs 

and all keying materials (assumption). The scheme works as 

follows. The detecting node first sends request message for 

location pretending as a non beacon node. The target nodes 

within range of this detecting node receive this message and 

reply with beacon signal carrying their ID and location. The 

malicious node obviously sends wrong location. The 

detecting node estimates the distance between them, from 

the beacon signal upon receiving it using TOA technique 

called actual distance. Since the detecting node knows its 

own location error due to environment, it can also calculate 

the distance, based on its own location e.g. (x, y) and target 

node (x1, y1), using distance formula. 

 

                  D=                    (1)    

                                           

The malicious signal detector (comparator) then compares 

the actual distance and the calculated one. Obviously there 

will be some error between the two values, since the range 

estimation techniques do not result in accurate estimations.  

 

        Error = |d (ij) calculated - d (ij) actual |                (2) 

 

These error values are relatively compared to each other 

using IWD formula to recognize the nodes with most error. 

Most error producing nodes will result in lower probability 

of trustworthiness. Probability of selecting a next position by 

IWD is calculated by 

 

                Pi (j) =       ……………….(3)                                                           

Function of soil between two points i and j can be 

considered as the error of distance between two nodes [14]. 

Every node can be considered as intelligent water drop 

which calculates the goodness of the other node. According 

to the formula, the node producing more error will give less 

„P‟ value challenging its trustworthiness. Calculation of 

trustworthiness of a particular node is represented by: 

 

               =                   (4) 

       Where                         (5)          

In equation (5), k is the number of replying nodes and es 
is a small constant value between 0 and 1. 

VI REVOCATION 

If the probability is below threshold value, the detecting 
node will generate negative vote against it and will inform 
base station about it. The base station keeps record of the 
negative votes and its originator. If several numbers of votes 
(above threshold) generate vote against a particular node(s), 
then that node(s) will be considered malicious. Next the base 
station informs the network about the declared malicious 
node. Thus the sensor and beacon nodes will stop processing 
any data from the declared malicious nodes. 

 

VII ANALYSIS 

Like [3], IWD based detection scheme can be used for 

security of localization schemes, which are based on location 

references from beacon node. Small communication 

overhead will be introduced as the nodes have to send alerts 

to the base stations and it can be considered as a trade off for 

security of localization process. Also the sensors nodes will 

have to maintain and store a banned list. Our scheme cannot 

detect malicious nodes reporting alerts against a benign 

node; however, since the detection of malicious beacon node 

is based on number of votes from several nodes and not from 

single node thus will prevent wrong detection of benign node 

as a malicious node. 

 
Our detection scheme seems to have an inherent 

problem. If the actual and calculated distances are logical, 
even then there is possibility that the beacon signal is from a 
malicious node, i.e. malicious node has stolen ID of another 
node. However, this will not affect the localization process. 
In order to make incorrect location estimation the node will 
have to change its location and thus will be caught. 
Nevertheless, we can assume temporal leashes or round trip 
time technique (RTT) to detect replay attacks.  

VII SWARM INTELLIGENCE AND REVOCATION SCHEME 

In this scheme, we have used the concept of swarm of 

intelligent water drops. The advantage of this concept is that 
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the distance errors are compared relatively and the nodes 

with most malicious behavior are considered most 

untrustworthy. Since the errors are compared relatively, so if 

environment is hard all nodes are producing error greater 

than in normal conditions than these would not be wrongly 

detected as malicious nodes, since all nodes facing same 

environment will generate closer error values. Only the node 

which is actually compromised would generate larger error 

thus will be considered malicious by lower P value. Also the 

swarm intelligence concept employs the sharing of local or 

personal experience to produce a global best solution. This 

concept is utilized here by sending information about the 

locally detected node to the base-station, when other nodes 

have also shared their experience so the base station on basis 

of local experience produces a global solution i.e. declares a 

node to be malicious. 

 
The revocation method in our scheme is different and 

better from [3], because revocation is based upon number of 
alerts from several nodes and malicious node can be detected 
in a single transmission/iteration. Also now there is no need 
of report counter at base station. 

VIII THRESHOLD: A CRITICAL PARAMETER 

In our proposed scheme, threshold probability and 

threshold number of votes is very important and critical 

since, a node is declared compromised based on these P 

values. Threshold P values is also very difficult to determine 

however it can be considered as a function of number of 

factors which can help to determine this value e.g. topology, 

application, environment, transmission range. 

IX SIMULATION RESULTS 

Simulation has been run for about 200 times to analyze 
the results. Different scenarios were considered in which 
nodes were distributed randomly. Variable parameters 
including thresholds, transmission range, beacon nodes 
density, malicious nodes density have been varied 
sufficiently to analyze the performance of proposed 
algorithm.  

A Detection Rate vs. Transmission range 

We begin by examining detection rate i.e., no of nodes 

banned or revoked from the network vs. transmission range. 

(Detection rates are average values for a number of 

simulations) 

 

Fig. 2: Detection rate vs. Transmission range 

Figure 2 shows that detection rate increases with 

transmission range (T.R.) till certain value .This is because if 

the no of neighbor nodes required to generate alerts is less 

than specified alert threshold, then malicious node will not 

be detected . But when number of neighbor nodes is enough, 

then transmission range will not affect the detection range. 

However, increasing transmission range also increases false 

detection rate. This is because the detection is highly 

dependent on threshold number of votes which have been 

selected for particular T.R. So if T.R. is increased, more 

number of false votes will be received, which will be 

counted in to get trust value of a node. Thus if T.R has to be 

changed then threshold also requires to be changed.  

 

Figure 3: Detection rate vs. Network size 

B Detection Rate vs. Network Size 

Figure 3 shows the trend of detection rate for a particular 

arena size. We can observe that detection rate increases with 

increased no of neighbor nodes. 
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Fig. 4: False detection vs. Compromised Node Density  

XI CONCLUSION AND FUTURE WORK 

A novel IWD based algorithm for detection of malicious 

beacon node has been presented. IWD has been used for the 

first time in area of Wireless Sensor Networks. Also the 

algorithm for the first time incorporates the environmental 

effects in wireless communication while detecting 

compromised beacon nodes. The algorithm has space and 

potential for development and improvement. The scheme is 

suitable even for hard weather conditions. However a 

complex IWD mathematical model can be used instead of 

the simpler one which may improve results. Also a 

mechanism can be included in the algorithm to detect the 

malicious `` if a node generates alerts against another node 

again and again while no other node is reporting, then the 

node itself is malicious.  
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Abstract - This paper addresses the minimum energy network 
connectivity (MENC) problem. This problem consists of 
minimizing the transmission power of each sensor in a 
wireless network, which results in minimizing the energy 
consumption of the network, while keeping its global 
connectivity at the same time. The MENC problem is NP-hard 
in the strong sense and it motivates us to apply heuristics 
algorithms, based on evolutionary optimization, to obtain 
near-optimal solutions. We use two algorithms, the first is a 
Genetic Algorithm proposed in the literature and the second is 
a Particle Swarm Optimization algorithm proposed in this 
work.  Computational tests were conducted using a set of 50 
instances of the problem and the performances of the 
algorithms are evaluated. The results reveal that the proposed 
algorithm is very competitive, achieving the best solutions for 
some instances. 

Keywords: wireless sensor networks, topology control, 
meta-heuristics, combinatorial optimization 

 

1 Introduction 
  Wireless sensor network (WSN) is a class of wireless ad 

hoc networks in which sensor nodes collect, process and 
communicate data acquired from the physical environment to 
an external base station, thus allowing for monitoring and 
control of various physical parameters [2]. WSNs are mainly 
characterized by their limited and non-replenishable energy 
supply. Hence, the need for efficient energy infrastructure is 
becoming increasingly more important since it impacts upon 
the network operational lifetime. 
 Topology Control (TC) is one of the most important 
techniques used in wireless ad hoc and sensor networks to 
reduce energy consumption which is essential to extend the 
network operational life time [1][4]. The main goal of TC is 
to design a good network (graph representing the 
communication links between network nodes) with high 
connectivity and low power consumption. 
A WSN is regarded strongly connected if for each sensor 
node, there is a route to reach any other node in the same 
network. The strongly connected topology problem with 
minimum total energy consumption was defined and proved 
to be a NP-complete problem [1][8]. 
 Comprehensive surveys of topology control can be found 
in [9] and [10]. Accordingly, most topology control 

approaches can be classified into two groups: physical 
topology control (PTC) and logical topology control (LTC) 
[13]. PTC satisfies the goal of topology control by adjusting 
transmission power; it reduces interference and energy 
consumptions. In other hand LTC also based on the approach 
used by PTC along with it consider the neighbor set of a 
node, and restrict it to a certain number to satisfy the network 
connectivity. This neighbor reduction mechanism helps to 
reduce the routing overhead. 
 In the literature, some heuristics methods have been 
developed to solve different topology control problems. In 
general, the energy metric to be minimized is the total energy 
consumption or the maximum energy consumption per node. 
In [1] two heuristics are proposed, one based on a Minimum 
Spanning Tree (MST) algorithm and a other a Broadcast 
Incremental Power method. A conventional genetic algorithm 
and a quantum genetic algorithm are compared in [5]. In [15] 
and [7], topology control is considered as a degree-
constrained minimum spanning tree problem. An improved 
discrete Particle Swarm Optimization algorithm for 
generating topology schemes is presented in [15]. A 
simulated annealing algorithm was designed in [7]. [14] 
proposes a genetic algorithm to logical topology control. In 
[11], ant colony optimization, a framework inspired by the ant 
foraging behavior in the area of Swarm Intelligence, is 
applied to physical topology control. In [12], simulated 
annealing is applied to the problem of minimizing broadcast 
tree, a problem very similar to physical topology control. 
 In [4] the same MENC problem is addressed and a 
genetic algorithm with local search is developed. This 
algorithm is called Topology Control Memetic Algorithm 
(ToCMA). ToCMA algorithm generates many different 
solutions and explores in an effective manner the solution 
space by using searching and genetic operators. Then 
ToCMA employs different procedures to maintain the global 
connectivity of the network. It checks if the network is 
strongly connected and if it is not then it is repaired. 
Furthermore, ToCMA employs an improvement procedure 
(local search) to further minimize the overall energy 
consumption of the network. In [4], the results obtained by 
ToCMA are compared with the solutions of the MST 
heuristic. The results imply that ToCMA has better 
performances than MST. 
 In this paper, a Particle Swarm Optimization (PSO) 
heuristic algorithm is adopted to solve the MENC problem. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 473



This algorithm uses procedures similar to those used in the 
ToCMA algorithm, to maintain the global connectivity of the 
network and to improve the overall energy consumption of 
the network. The experimental results of PSO algorithm are 
compared with the solutions of ToCMA and MST algorithms. 
The comparisons show that our algorithm obtains more robust 
topology schemes. 
 The paper is organized as follows. Section 2 briefly 
introduces the problem. Section 3 provides a description of 
the proposed PSO algorithm. Section 4 presents simulation 
results to demonstrate the effectiveness of the approach. 
Section 5 concludes the paper. 

2 Problem description 
 Please The formal definition of the minimum energy 

network connectivity (MENC) problem is given as follows 
[1][4]: A graph G = (V, E) is given where V = {n1,…,nn} is a 
set of n wireless nodes and is a set E of edges or links 
constructed in such a manner that there is a directed edge from 
u∈V to v∈V if and only if u can reach v using its maximum 
transmission power. The graph G sets an upper bound on the 
maximum connectivity that a wireless network can have. The 
MENC problem consists in determining a topology T (a 
subgraph of G) strongly connected with minimal total energy 
consumption. The total energy is computed as follow: 

TE = ∑ ������ , (1) 

where pi denotes the power assigned to sensor node ni. The 
network model and energy consumption follow similar 
assumptions as proposed in [1] and [4]. The sensors in the 
network are stationary and located in a two-dimensional plane 
(the location of each sensor is fixed after deployment). The 
location information will be used for calculating the distance 
between two sensor nodes. The sensors radiate and receive 
equally in all directions (omnidirectional antenna). If a sensor 
i transmits with a power level 

�� = �	, (2) 

 then any sensor within the distance d can receive the signal. 
Suppose there are two nodes ni and nj then the distance 
between these two nodes can be calculated by using the 
Euclidean distance, 

d =  
��� − ���	 + (�� − ��)², (3) 

where (xi, yi) e (xj, yj) are the position coordinates of sensors 
ni and nj, respectively. Sensor nodes can operate in different 
initial power levels, with a lower and an upper bound. 
 

3 The proposed PSO algorithm 
Particle swarm optimization (PSO), first proposed by 

Kennedy and Eberhart (1995) [6], is an evolutionary 
optimization heuristic, which is inspired by adaptation of a 
natural system based on the metaphor of social 
communication and interaction. 

The basic principle of PSO is founded on the assumption 
that “information is shared by the entire swarm”, which was 
derived from research into the behavior of a flock of birds or a 
school of fish while foraging for food. PSO algorithm uses a 
population (swarm) of individuals (solutions) called of 
particles. Each particle has information about its own 
position, velocity and fitness. With this information, each 
particle updates its personal best (best value of each 
individual so far) if an improved fitness value was found. On 
the other hand, the best particle in the whole population with 
its position and fitness value is used to update the global best 
(best particle in the whole population). Then the velocity of 
the particle is updated by using its previous velocity, the 
experiences of the personal best, and the global best in order 
to determine the position of each particle. 

The current velocity (at iteration t) of the particle i is 
updated as follows: 

 
��� = ������ + ����(������ − �����) 	+ 

�	�	(���� − �����), 
 

(4) 

where, ������ denotes the best position that particle i has 
obtained until iteration t-1; ���� denotes the best position 
obtained from particles in the population at iteration t-1; W is 
the inertia weight which is a parameter to control the impact 
of the previous velocities on the current velocity; c1 and c2 are 
acceleration coefficients and r1 and r2 are uniform random 
numbers between [0, 1]. 

The current position of the particle i is updated using the 
previous position and current velocity of the particle as 
follows: 

��� = ����� + ���. (5) 

  

Algorithm PSO 
01. Generate a population of N particles {���, … , �!� }; 
02. For each particle i, (i := 1,…,N) set ����: = ���; 
03. t := 0; 
04. While StoppingCriterion = false do 

05. For each particle ���, apply repairing procedure (if 
necessary) and improving procedure; 

06. Find the global best particle ��;  
07. t := t + 1; 
08. For each particle i, update the velocity ��� and the 

position ���; 
09. For each particle i, find the personal best position 
����; 

10. End-While. 
11. Return the best particle. 

Figure 1: Pseudo-code of the PSO algorithm. 
 

 In this article, an adaptation of PSO heuristic is proposed 
to solve the MENC problem. A pseudocode description of the 
PSO algorithm is presented in Figure 1. The algorithm has 
five input parameters: the population size, the inertia weight 
parameter, the two acceleration coefficients and the stopping 
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condition of the algorithm. The best obtained particle is 
returned by the algorithm. 
 In the next subsections, we described the main steps of 
the PSO heuristic. 

3.1 Solution representation and initial 
population 

For the MENC problem, a particle (solution) i is 
represented by a string of n integer numbers: xi = (��� ,…,	��� ), 
where n is the total number of nodes in the sensor network. 
The number �

#
$  is the power level (maximum power 

transmission) assigned to the sensor node j. The assignment of 
power to the sensor nodes becomes the only factor that affects 
the connectivity of the sensor network [4]. 

The quality (fitness) of a solution is measured by the sum 
of the power assigned to each sensor node (total energy 
consumption of the network), namely: 

%���� � ∑ ��	
��

��� , (6) 

where ��	
�  denotes the power assigned to node nj, in the 

particle i, and it is calculated according to Equation (2). 
 The initial population of the N particles is generated 
randomly (N is the size of the population). For each node is 
randomly assigned a power within the interval [0, 5002], 
where 5002 is the maximum energy that a sensor node can 
take [4]. This procedure does not guarantee the feasibility of 
each solution. Then a repairing procedure has to be applied. 

3.2 Repairing procedure 

A solution (particle) must be feasible, that is, the 
topology network must be a directed strongly connected. 
There are four possible cases of infeasibility [4]: case (i) there 
is one or more totally isolated node in the network; case (ii) 
there is one or more one-way isolated groups of nodes in the 
network; case (iii) there is one or more loop in the network; 
case (iv) partition occurs in the network, that is, there are two 
or more sub-networks. 

If a solution is infeasible, as in [4], a repairing procedure 
(that includes these four cases of infeasibility) is applied. In 
the PSO algorithm, the repair of a solution is done as follows. 

First, the repairing procedure checks if there is a node 
sensor with zero in-degree and/or out-degree. If the out-degree 
of a node x is zero, then the power of this node is increased 
until it reaches its nearest neighbor node y, e.g., the 
procedures calculates the necessary power needed by x to be 
able to communicate with its nearest neighbor y. Similarly, if 
the in-degree of a node x is zero, the power of its nearest 
neighbor node y is increased until it reaches node x. In both 
cases, the degrees of both nodes, x and y, are updated. An 
example of an infeasible topology is shown in Figure 2. In this 
network, nodes 1 and 2 have both, in-degree and out-degree, 
equal to zero (these nodes are totally isolated). The node 4 has 
out-degree equal to zero and node 5 has in-degree equal to 
zero. Figure 3 shows the topology partially repaired. The 
power of nodes 1, 2 and 4 were modified. It is worth noting 

that “longest output arc” of a node represents the assigned 
power to this node. 
 After checking the in-degree and out-degree of the nodes, 
the repairing procedure checks for partitioned groups and 
one-way isolated groups. These groups are sub-networks 
strongly connected that do not communicate with the rest of 
the network. For example, Figure 4 shows the three groups of 
the topology in Figure 3. The communication between these 
groups has to be set up. To set up the communication from a 
group g1 to a group g2, the procedure tries to find a node y in a 
group g2 which is the nearest neighbor of a node x in group 
g1. Then, the procedure calculates the power needed for x to 
communicate with y and assigns this power value to x. 
Similarly, the communication from g2 to g1 can also be set up. 
This repairing is applied to all partitioned groups (or one-way 
isolated groups) until network connection is established. 
Figure 5 shows the repaired network obtained from the 
network shown in Figure 4. In this example, the 
communications from Group 1 to Group 2 and Group 2 to 
Group 1 are set up. Also, the communication from Group 3 to 
Group 2 is set up. 

 
Figure 2: Infeasible topology. Figure 3: Topology after the first 

repairing. 
 

3.3 Improving Procedure 

 Feasible solutions are improved by a local search method. 
This method tries to reduce the energy of each sensor node, 
while maintaining the network connectivity. The same 
improvements have been adopted by [4]. 

There are two basic improvements that can be executed in 
each solution (network). First, a node sensor may be using 
more energy than necessary to communicate with its farthest 
neighbor. Suppose that nodes 1 and 2 are at a distance d, and 
node 2 is the farthest neighbor of 1.  Then, the maximum 
power requested for node 1 is ��	

&
 = d2. If the current power of 

node 1 is p1 > ��	
& 	then p1 is replaced by ��	

& , this is, the power 
of node 1 is decreased to the power level that is just enough to 
reach its farthest neighbor. Figure 6 illustrates an example in 
which the current power of node 1 is greater than the power 
needed to reach its farthest neighbor node 2. 
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 The second improvement occurs when the power needed 
for a node x to reach directly its farthest neighbor y is more 
than the power needed if x follows an alternative route to y. 
For example, in Figure 7, the node 5 has a direct route to the 
node 3, which is its farthest neighbor. However by using an 
alternative route, shown in bold, the node 5 communicates 
with the node 3. Thus, the energy of node 5 can be reduced 
(“unnecessary links are removed”). 

 
Figure 4: Network with three 
groups. 

Figure 5: Network with the 
resumed connection. 

 
 

 
Figure 6: First improvement. 
Reduction of unnecessary power. 

Figure 7: Second improvement. 
Energy of node 5 is reduced. 

 

4 Computational results 
In this work we carried out a study of the proposed PSO 

algorithm, ToCMA [4] and MST heuristic [1] to establish 
which ones show better performance for the MENC problem. 
All the tested algorithms are coded in C++ language and the 
experiments have been executed on a Intel Core i7 2.8GHz 
computer with 4GB of RAM memory and running with 
Windows 7 64 bit O.S.  

The experiments were performed on 50 instances of the 
problem, where the number of sensor nodes n varies from 10 
to 100. For each n, 5 instances (graph with all possible 
communication links) were generated. The coordinates of the 
nodes were randomly generated on a two-dimensional plane 

500×500, so the power that could be randomly assigned to a 
sensor is between the boundaries of 0-5002. 

The PSO and ToCMA algorithms were run with the same 
stopping criterion which is based on an amount of CPU time. 
This time is giving by 2n2 milliseconds, where n is the number 
of sensors (size of the instance). In this way, it is assign more 
time to larger instances that are obviously more time 
consuming to solve. 

In the reimplementation of the ToCMA algorithm, we use 
the same operators and parameters presented in [4]. In the 
PSO algorithm, the number of particles created at each 
iteration was fixed in N = 30. In order to find appropriate 
values for the parameters W, c1 and c2, the PSO algorithm was 
executed using different combinations of these parameters. 
Five independent executions were performed for each 
combination of W, c1 and c2. The obtained results are 
compared using the Relative Percentage Deviation (RPD) 
which is computed in the following way: 

RPD =
best

best

TE

TETE −
×100  (7) 

where TE is the total energy consumption of the network 
obtained by the algorithm, TEbest is the total energy 
consumption of the best solutions obtained among all the runs.  
 The performance of the algorithm (for different values of 
W, c1 and c2) is compared by average RPD (ARPD) over all 
the instances. In order to validate the results, an Analysis of 
Variance (ANOVA) [16] has been carried out employing the 
ARPD as response variable. All the tests have been executed 
with a confidence level of 95%. The result of ANOVA shows 
that there are no statistically significant differences among the 
means determined by the combinations of the parameters W, 
c1 and c2. Figure 8 depicts the mean plots confidence intervals 
with a 95% confidence level from the ANOVA test. From 
Figure 8, it can be seen that the best RPD means are obtained 
with W = 0.5, c1 = 0.2 and c2 = 0.2. 
 
 

 
Figure 8: Effects of different values for parameters (W, c1, c2) of PSO 

algorithm. 
 

Figure 9 shows the average (of each group of 5 instances 
of the same size) of the total energy consumption of the 
networks obtained by the three algorithms, MST, ToCMA and 
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PSO. We can see that for all instances, the ToCMA and PSO 
algorithms perform better than the MST algorithm. 
 
 

 
Figure 9: Comparison of PSO, ToCMA and MST with respect to the verage 

of total energy consumption of the obtained networks. 
 
The efficiency of the ToCMA and PSO algorithms are 

evaluated by the relative percentage improvement with respect 
to the MST algorithm. This improvement is calculated using 
the following formula: 

Improvement Percentage =
MST

AMST

TE

TETE lg100
−

×  (8) 

where TEAlg is the value of total energy consumption of the 
network obtained by ToCMA or PSO, and TEMST is the total 
energy value obtained by MST algorithm.  

Table 1 shows the average percentage improvement of 
ToCMA and PSO compared to MST algorithm. We can see 
that ToCMA obtains better average improvement in 2 sets of 
instances with 20 and 50 nodes. And PSO obtains better 
average improvement on 6 sets, with 30 40, 60, 70, 90 and 
100 nodes. Besides that, PSO obtains an overall improvement 
of 9.30% whilst ToCMA 8.90%. These results show that, 
regarding the total energy consumption of the network, the 
algorithms PSO and ToCMA are comparable and PSO 
performs slightly better. 
 
Table 1: Improvement percentage of ToCMA and PSO with 

relation to MST 

Number of 
nodes: n 

Improvement Percentage 
ToCMA PSO 

10 2.87 2.87 
20 9.55 8.96 
30 5.12 5.36 
40 9.10 9.59 
50 10.90 10.01 
60 10.18 11.31 
70 8.55 9.59 
80 10.15 11.46 
90 10.74 12.21 
100 9.69 11.61 
Average 8.69 9.30 

 
 
We analyze the obtained network topologies by 

considering the length of the edges and the physical degree of 
the nodes.  

Figure 10 compares the algorithms by considering the 
average edge length. We can see that PSO generates network 
topologies with small length edges for instances with 40 - 100 
nodes. We can also see that, for instances with 60 - 100 nodes, 
MST has better performances than ToCMA in terms of the 
average edge length. This situation can happen because in the 
MST algorithm the total length of all the edges is minimized. 

We also note that, the average edge length decreases as 
the number of nodes increases (the network density increases 
as the number of nodes increases). This is a consistent fact, 
since the coordinates of the nodes, for all the instances, were 
generated on the same two-dimensional plane. 

 
  

 
Figure 10: Comparison of PSO, ToCMA and MST with respect to the average 

edge length. 
 
Figure 11 compares the algorithms with respect to the 

average physical degree of the nodes. The PSO algorithm 
generates network topologies with smaller degrees for 
instances with 40-100 nodes. The maximum obtained average 
degree was 4. Although this degree is maintained as the 
number of nodes increases, the average degree increases in the 
networks obtained by the other algorithms. 

As the number of nodes increase, PSO has better 
performances than ToCMA and MST in terms of the total 
energy consumption, average edge length and average 
physical degree. Based on that, we can conclude that PSO has 
generated a more robust network topology structure than 
others. 
 

 
Figure 11: Comparison of PSO, ToCMA and MST with respect to the 

average physical degree. 
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5 Conclusions 
 In this paper, we have addressed a NP-complete problem 
on Topology Control in ad hoc wireless networks, with the 
objective of minimizing the total energy consumption while 
obtaining a strongly-connected topology. We have proposed a 
Particle Swarm Optimization algorithm in order to reduce the 
total power consumption. The experimental results verified 
the efficiency and competitiveness of the proposed algorithm 
by comparison with ToCMA and MST algorithms. The PSO 
generated networks not only with better total energy 
consumption (the main considered objective) but also with 
smaller average edge lengths and smaller average degree of 
nodes, indicating a better topology. 
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Abstract— Complex network has been used in phono-
semantic compounds in this paper, especially the degree
correlation, hierarchical structure, diversity of the function
of nodes and their relationships has been studied. We found
that high degree nodes tend to be connected to low degree
nodes, displaying a disassortative mixing property in the
whole; some nodes can act both as phonetic radical and
semantic radical, leading to a more complicated structure;
and the hierarchical structure makes the disassortative mix-
ing property more obvious. This paper reveals that phono-
semantic compounds are optimal combination of phonetic
radicals with semantic radicals, and they bear the merits of
easy remembering, easy spreading and easy understanding.
The phono-semantic compounds follow the principle of least
effort [1] and characteristics of human cognitive mechanism.

Keywords: Disassortative Mixing, Hierarchical Structure, Com-
plex Network, Phono-semantic Compounds, Degree Correlation

1. Introduction
There are various complex systems, whose internal mem-

bers interact with each other to reach a dynamical balance.
This phenomenon is common in nature and human society,
to name a few, brain structures, food chain networks, the
Internet and WWW. The properties of those complex sys-
tems could be described by theories of complex network.
A node is utilized to demonstrate an entity and an edge
to depict their connection. Nodes and edges connectively
form the entire network. Recently, quite a lot of work have
been carried out making a more detailed analysis of the
structure of complex networks[2][3][4]. People find that so-
cial interactions[5][6][7][8] and technology structures[9][10]
characterize the assortative mixing, others such as brain
networks[11], food chain networks, cell networks[12] and
online social networks(OSN)[13] reflect disassortative mix-
ing. Besides, some networks, such as metabolic network[14]
and Chinese character network[15], even have hierarchical
structure.

Chinese characters are carriers of Chinese culture and
visualization of Chinese way of thinking. Study their for-
mation and construction are very meaningful. Research of
Chinese characters could disclose the behavior, lifestyles

and ideology of ancient Chinese. For example, the existence
of so many derogatory characters constructed with
(e.g.“奸”, “嫉”, “妓”, etc.) in Chinese characters reflect
the thousands-year-old traditional ideology of patriarchy.
When ancient Chinese created characters, usually they con-
structed them based on the objects’ appearances intuitively.
These objects are common in people’s daily life such as
“氵”(water), “艹”(grass), “木”(wood). That’s why a
great deal of characters were constructed with the radicals
“氵”, “艹”, “木” etc.

Quite a lot of contribution has been made in analysis
of the Chinese language using complex networks theory.
Li[16], Yamamoto[17], and Wang[18] built phrase related
networks which display scale free and small world features.
In [16], the nodes are meaningful words which may be single
Chinese character or multi-character combination. Jianyu Li
[15][19] found that Chinese phrase networks display some
important features: not only small world and the power-law
distribution, but also hierarchical structure and disassortative
mixing. But in the area of Chinese characters not many
results are yet reported. More than 80 percents of Chi-
nese characters is phono-semantic character. Phono-semantic
compounds consist of phonetic radicals and semantic radi-
cals, which could be treated as nodes in our network. This
paper mainly investigates the degree correlation, diversity
of the function of nodes, hierarchical structure and their
relationship in phono-semantic compounds network.

2. Data preparation
2.1 Concepts

Complex network is different from regular network and
random network, because it has some special features, such
as small world and scale free, etc. Recently, people studied
more properties of complex network, for example, degree
distribution, average path length (APL for short) and clus-
tering coefficient, etc.

The degree of a node in a network is the number of
connections or edges the node has to other nodes. If one
node has a high degree, and widely connected, it must
be good at composing characters in Chinese characters
structure network. The degree distribution is very important
in studying both real world networks, such as the Internet
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and social networks, and theoretical networks.The degree
distribution P (k) of a network is then defined to be the
fraction of nodes in the network with degree k. Thus if
there are N nodes in total in a network and Nk of them
have degree k, we have

P (k) =
Nk

N
. (1)

Average path length is the average shortest distance of two
nodes.

APL =
1

N(N − 1)

∑
i6=j∈V

dij(ij), (2)

where dij is the shortest distance of node i and node j. The
correlation is characterized by the

Ci =
2ei

ki(ki − 1)
(3)

and defined as the rate of edges ei actually connected with
node i and all links over i, where ki is the degree of i. And
average clustering coefficient of the whole network is

C =
1

N

N∑
i=1

Ci. (4)

2.2 Network construction

Semantic radicals and phonetic radicals are treated as
nodes to construct a phono-semantic compounds network. If
two nodes could construct a Chinese character, that means
they are relevant. According to Xinhua Dictionary, the most
widely used dictionary in China, we divided 4000 Chinese
characters into 211 semantic radicals and 1084 phonetic
radicals. We construct the networks in the following senses.

• Two nodes are connected if relevant.
• Self-connections are ignored.
• Variants (such as 足，⻊) of a semantic radical are

treated as two different nodes.
• Node which can be used as both semantic radical

and phonetic radical (e.g.“木” is semantic radical in
“桦”, and it is phonetic radical in “沐”), will be
treated as one single node.

Based on above, we construct a phono-semantic compounds
network:

尧 木

氵

肖羊

火
山

口亻

洋

浇

消

沐
样

桡

梢

烊
烧

灿

哓
困

哨

伙
佯 侥

休

俏 峭峣

汕

仙

Fig. 1: Part of phono-semantic compounds network

3. Analysis
3.1 Degree Correlation

There are several correlation coefficients, often denoted
r, measuring the degree of correlation. Pastor-Satorras[20],
describe degree correlation using a straightforward method,
which calculate degree of nodes connected to node that
degree is k, and the result is a function of k. If high degree
nodes tend to be connected to low degree nodes, we call
the network to have a disassortative mixing pattern, and
when high degree nodes tend to link to other high degree
nodes, it appears assortative mixing feature. If the network
has an assortative mixing pattern, the value of function is
increase by degrees, vice versa. An uncorrelated network
exhibits the neutral degree-mixing pattern whose function is
constant. After that, Newman[21][5] simplified the method
of calculating degree correlation. The correlation could be
characterized by the assortativity r(−1) ≤ r ≤ 1 and defined
as the Pearson correlation coefficient:

r =
M−1

∑
i jiki − [M−1

∑
i
1
2 (ji + ki)]

2

M−1
∑

i
1
2 (j

2
i + k2i )− [M−1

∑
i
1
2 (ji + ki)]2

, (5)

where ji and ki are the remaining degrees at the two ends of
an edge and M represents the number of all links. r range
from -1 to 1. When r > 0, we call the network to have an
assortative mixing pattern, and when r < 0, disassortative
mixing. An uncorrelated network exhibits the neutral degree-
mixing pattern whose r = 0.

According to statistics, there are 1295 nodes in our phono-
semantic compounds network, and the average number of
links between semantic radicals is 18.8768, while that be-
tween phonetic radicals is only 3.6744. Obviously, seman-
tic radicals could construct more Chinese characters than
phonetic ones, which quite directly leads to the observation
that semantic nodes have higher degree. The correlation
coefficient is r = −0.4155, which is negative. Table 1 lists
many concrete examples in real social network and TechNet,
etc.
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Table 1: Degree assortativity coefficients of various kinds
of networks. N indicates the number of nodes, r is degree
assortativity coefficient[15][21].

Network N r

physics coauthorship 52909 0.363
biology coauthorship 1520251 0.127
mathematics coauthorship 253339 0.120
Film actor collaborations 449913 0.208
Chinese character network 4892 −0.4097
Chinese phrase network 4858 −0.0645

Compare with social network, phono-semantic com-
pounds network is similar to Chinese phrase network [15].
It is disassortative mixing, which means the high degree
nodes tend to be connected to low degree nodes. Generally
speaking, semantic radicals are nodes of high degree and
phonetic ones are low degree nodes. Disassortative mixing
in this paper means high degree semantic radicals prefer
to be linked to low degree phonetic radicals. The semantic
radical suggests only a general category of meaning of
the compound character and it does not provide a specific
meaning or definition. Their degrees tend to be higher. But
the phonetic couldn’t be higher, otherwise it could be a
big challenge for people to remember so many characters
with the same pronunciation. Therefore the disassortative
mixing tendency in constructing Chinese characters follows
the principle of least effort [1]. The constructed characters
are easy to be recognized by their semantic radicals and their
low degree phonetic radicals.

3.2 Diversity of nodes’ function

Table 2 lists the top ten of characters construction capabil-
ity. Study reveals that the characters constructed by the same
phonetic radicals may not pronounce uniquely (22 characters
constructed by “肖” have 6 pronunciations).

Table 2: Top ten of the highest characters construction of
nodes in phono-semantic compounds network. The number
of characters these nodes can construct has been given in
brackets.

radicals Top ten

semantic radicals 氵(270), 木(202), 扌(191), 口(168), 艹(162),
亻(151), 钅(134), 讠(108), 月(102)

phonetic radicals 肖(22), 非(21), 令(21), 各(20), 古(20),
且(19), 交(18), (18), 青(18), 包(17)

xiāo 

消、宵
qiào 

俏、峭
shào 

哨
xiè

 屑
qiāo 

悄
shāo 

梢、稍

肖

Fig. 2: Pronunciations of characters constructed by the
phonetic radical “xiao”.

This phenomenon not only exists in high degree phonetic
nodes, but also in low degree ones. We divided this case into
four categories:
• Character with the same pronunciation as their phonetic

radical (消xiāo and 宵xiāo e.g.);
• Character with pronunciation differs only in tone from

their phonetic radicals(such as 匪fěi and 痱fèi);
• Characters with pronunciation differs only in conso-

nants or vowels from their phonetic radicals (俏qiào,
悲bēi, 冷lěng e.g.);

• Characters with pronunciation differs both in conso-
nants and vowels from their phonetic radicals (罪zùi,
排pái e.g.).

According to statistics, Type.1 accounts for about
38.5%, Type.2 accounts for 17.6%, Type.3 accounts
for 26.3%, Type.4 accounts for 17.6%. Evidently, it
is extremely common that characters with the same
phonetic radical pronounce differently. In fact, such
differentiation is good for understanding and memorization.
For instance, people can hardly understand what are you
talking about if 22 characters constructed by “肖” all
pronounce xiāo. Beyond that, one semantic radical
may have multiple meanings too. For example, “日”
could construct a large number of characters as semantic
radical. “昭”，“晴”，“昕”，“晞”，“曦”，“曜”

and “晓” all have meaning of bright, while
“晚”，“昏”，“暗” and “暮” have meaning of
dusk. However, they are all relevant to light. So instead
of indicating the accurate meaning of characters, semantic
radicals can only show a general concept.

In phono-semantic compounds network, we also found
some nodes which can be used as both semantic radicals
and phonetic radicals (such as “木” is a semantic radical
in “桦”, but it is a phonetic radical in “沐”). There are
119 this kind of nodes approximately. It accounts for 56.4%
of the semantic nodes, accounts for 11.0% of the phonetic
nodes and accounts for 9.3% of the whole network nodes.
Almost half of semantic radicals are this kind of nodes and
they play a very important role in our network. Because the
average number of characters which are connected to them is
21.9160, while semantic and phonetic nodes’ is only 18.8768
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and 3.6744. That’s why the semantic radicals can construct
more characters than phonetic ones. This kind of feature
not only makes phono-semantic compounds network more
complex, but also makes nodes’ function more various.

Fig. 3: Relational graph of semantic, phonetic and om-
nipotent nodes(nodes can be as both semantic radicals and
phonetic radicals)

3.3 Hierarchical structure
As we know, several concepts are proposed to measure the

hierarchy in a network, such as the hierarchical path[22], the
scaling law for the clustering coefficients of the nodes[23],
etc. These measures can tell us the existence and the extent
of hierarchy in a network.

In this paper our networks are multilevel. Like Fig.4, sim-
ple components are used to form complicated components
(phono-semantic characters), then the complicated compo-
nents are used to form more complicated ones. For example,

“付”and “广” are used to construct “府”, and “府”
are used to construct “腐”. We call the phono-semantic
characters such as“付”and“府”, the "mid-components"
provisionally. "Mid-components", 194 in network, are all
phonetic radicals, which tend to be connected to seman-
tic radicals. They generally have low power on phono-
semantic compounds construction, the average number of
characters they can construct is only 2.4536. Compare with
simple components, the mid-components have a tendency
of stability. The more complicated the components are, the
less characters they can construct. Because too complicated
structure of Chinese characters is not convenient for writing.

Table 3: Average degrees of different radicals.
Nodes Average degree

Phonetic radicals(total) 3.6744
Phonetic radicals(except “mid-components") 4.7072
Semantic radicals 18.8768
"Mid-components" 2.4536

Fig. 4: Illustrating how a “mid-component" is constructed
and how a “mid-component" constructs a new phono-
semantic character

The intrinsic hierarchy can be characterized in a quantita-
tive manner using the recent finding of Drogovtsev, Goltsev,
and Mendes[24]. If the clustering coefficient of a node with
k links follows the scaling law, like

C(k) ∼ k−1, (6)

so the network have hierarchical structure. We found our
phono-semantic compounds network have following charac-
teristics like Fig.5.

Fig. 5: Relationship between degree and clustering coeffi-
cient of nodes

We can see the phono-semantic compounds network has
the tendency of hierarchy. The Chinese ancients reuse the
preexisting simple characters to construct the new ones. It
reduces the burden of the memory of people and improves
the efficiency of creating characters.

4. Conclusion
We have already known that phono-semantic compounds

network has diversity of the function of nodes. It is also
hierarchical and disassortative mixing. Some nodes can be

Int'l Conf. Artificial Intelligence |  ICAI'12  | 483



used as both phonetic radicals and semantic radicals. Thus
the network is more complicated. Moreover, some “simple
components" are uses to form “complicated components"
and the “complicated components" are relatively harder to
combine with other components than the simple ones. So
their degree is relatively low. The emergence of these nodes
with low degree makes the disassortative mixing of the
network more obvious.

We use complex network to analyze phono-semantic char-
acters. We can not only learn extensive and profound Chi-
nese culture better, but also understand the unique and cre-
ative formation of Chinese characters from ancient Chinese.
Moreover, it will help us devise more interesting Chinese
character learning course. And based on the differentiation
of different radicals’ degree, we can improve the layout of
“Five-stroke Coding System", a well known character input
method.
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Abstract— In this paper we use binary sensor networks, in 

which sensors send only one bit for tracking a particular target, 

passing through a field of sensors. We show that there are some 

geometric properties in binary sensor networks which help us 

improve the tracking in this kind of network. This algorithm 

differs even further from the previous method in that all 

nodes in the network are the same.  The performance of 

this algorithm was tested with a large set of Monte Carlo 

simulations. Another, smaller set, of Monte Carlo 

simulations were generated, and those for which this 

algorithm could not give an answer with certainty were 

re-analyzed by a human in a series of blinded tests, using 

data from a Range Doppler plot, i.e. data about the 

targets’ range and radial velocity over time. It was 

determined that the performance of both tests increased 

as the targets’ relative radial velocities and track times 

increased. 

 

I. INTRODUCTION 

Sensors are used to measure many things such as 

temperature, humidity, light, sound and many other things.in 

binary sensor networks , there is no need to send all the data 

which is sensed , instead , just one bit gives us a good 

minimal description . In target tracking subjects, binary 

sensor networks are used to track objects pass a trajectory in 

the network environment. Sensors only send one bit, 1 – if 

the object is getting nearer to the sensor or, 0- if the object is 

going away from the sensor. Obviously, we can see that this 

method of tracking only inform us about the direction which 

the target is going along, but does not give enough 

information about the exact location of target. Although the 

direction information is enough for some situations,   we can 

have the location information by adding another binary 

sensor to the primary sensor. By knowing this, we can 

assume the location of the object too.  
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Besides using particle filter method, we have three 

assumptions implicitly. First, the sensors distributed within a 

region are able to sense the object which is getting near or 

getting far. The sensing radius of sensors forms the size and 

scope of this region. 

Second, all the data gathered by the sensors, are sent to a 

processing station – a base station. Since our information is 

just one bit, it is possible to send this information easily. 

And the third assumption is that we can use a secondary 

sensor to define the location of the object passing along a 

trajectory. That kind of a sensor may be implemented as an 

IR sensor with thresholding that depends on the favorite 

proximity range, and can also be derived from the same 

basic sensing element that provides the original direction bit 

of information. 

A second method of viewing targets is by a Range 

Doppler plot. This plotting technique again uses scatterer 

range as one axis but instead of time for the second, it uses 

the Doppler return of the scatterer at that range. Range 

Doppler plotting is rooted in the practice of target 

identification, decision making on what is and is not an 

object of interest. Although it has been used heavily for 

target imaging, cases have been made for its usage as a tool 

for tracking. A tumbling and/or spinning target will have 

returns from scatterers on its body, which can lead to an 

image that is similar in dimension to the object that sourced 

the signal returns. 

Analogous to a Range Time plot, target history can be 

recorded in the form of a track showing past data in Range 

Doppler plotting. Much like the Range Time plots, Range 

Doppler plots contain tracks that may bear no resemblance 

to the Newtonian trajectory of the targets. As with the Range 

Time plot’s tracks which cross, the crossing tracks of a 

Range Doppler plot may not reflect targets’ doing so in 

reality. The true area of interest is whether the two plotted 

crossings are brought about by different situational 

parameters. 

II. RELATED WORKS 

In some cases like sensor networks [7], tactical 

battlefield surveillance, air traffic control, perimeter security 

and first response to emergencies, target tracking is used as 

an essential point of interest. 

Distributed Energy-Efficient Target Tracking with Binary 

Proximity Sensors 
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Many methods such as Kalman filter approaches about 

how a target can be tracked, has been proposed .one of the 

recent methods is particle filtering. This method which is 

introduced in the field of Monte Carlo simulations quantizes 

probability deployment of the target location rather than 

maintaining the whole feasible position space. This matter 

would be obtained by maintaining multiple copies of an 

object. These copies which own a specific weight are called 

particles. Whenever an event occurs (usually sensor 

reading), a new set of particles are generated, and also the 

corresponding weights are updated.  The main paper about 

this method is [9].from that time to now, many papers used 

this technique, but some of the most important are variance 

reduction scheme [8] and auxiliary particle filter [12]. 

There has been number of probabilistic approaches 

applied in robotics for simultaneous localization and 

mapping (SLAM), where the robot try to track itself using 

observed location of numerous landmarks.in some cases like 

[10], particle filtering is used as a successor method, if the 

Kalman filter had failed. 

Sensor networks encounter two main problems. The first 

problem is the energy efficiency of the whole network and 

sensors.in [3] some schemes for developing the network 

energy saving with a little loss in tracking quality is 

proposed. The second problem is considering efficient 

processing in gathering data by sensors.in [2], a location-

centric  approach ,dynamically divides the sensor set into 

geographical cells run by manager.  

In [4] , a method for tracking a target in a clustered area , 

run by 3 sensors to track the object. This approach uses a 

distributed protocol.  

Track crossings can come from a single target which 

splits apart into multiple targets. It may seem counter-

intuitive at first that targets moving away from each other 

would result in crossings on a Range Time plot, but the 

crossing occurs for the same reason as before; radar loses 

spatial separation because it reduces three dimensional 

trajectories to one dimension range measurements. 

As you might guess, since we use binary sensor networks 

and in these kinds of networks only one bit of information is 

transmitted to the base station, many of the issues mentioned 

above are not a major problem. 

III. THE BINARY SENSOR NETWORK MODEL 

 

As we said earlier, in binary sensors only one bit is sent. 

From this one bit information , we decide the type of sensor. 

We call the sensor a "plus sensor" , whenever the target is 

moving toward that sensor ( getting nearer) and we call the 

sensor a "minus sensor" , whenever the target is moving 

away from that sensor . All the information from this area of 

sensing – namely "active region of sensor network" – is sent 

to base station . The data bit along with sensor id , is 

contained in the message transmitted to the base station . 

Since the sensor detection might be noisy , thresholding and 

hysteresis is used to detect the movements of the object and 

computing the direction .we assume the base station is 

informed about the location of each sensor . We also assume 

that all the sensors are able to sense the target movement 

over the same space .  

Let consider m binary sensors S= {S1,S2,…,Sm} are 

distributed inside a 2D environment, object U is moving 

within the region along a curve and X(t) is one of its 

parametric representations .  sensors do not sample the 

environment all the time , instead, environment is sampled 

only in specific intervals of time , creating a sequence of 

binary m-vectors s        m  (with si
(j) = +1/ − 1 

denoting U is getting close/ going away from sensor i at time 

tj). Afterward we would like to achieve a measure of the 

trajectory X of U for the given position of the sensors. 

A. The Instantaneous Sensor Network Geometry 

First of all , we show one of important properties of plus 

and minus sensors in the form of a lemma . 

Inductive proximity sensors are designed to have a type 

of hysteresis in their circuitry that is used to eliminate output 

chattering.  As a target approaches the sensor's detection 

face, it eventually triggers a sensor output.  When the target 

moves away from the sensor's detection face , the triggered 

output holds until a certain distance has been passed. 

 The distance, called the "reset distance" or "distance 

differential," can be as high as 10% if the sensor's total 

sensing distance.  This holds proportionally true for 

detection objects that cause reduced sensing distances.  

Make sure that the target object is completely removed 

beyond the sensor's reset distance to avoid all potential 

chattering from detectable object vibrations or other 

environmental factors. 

 When using a multitude of inductive proximity sensors 

in an application, be aware of an effect called mutual 

interference.  This occurs when one proximity sensor's 

magnetic field affects another sensor's magnetic field 

causing it to trigger an output.  This false triggering can be 

erratic and difficult to detect. 

 Look for inductive proximity sensors that feature 

alternate frequency models.  These alternate frequency 

sensors oscillate their magnetic fields in different 

frequencies and do not interfere with one another as much as 

two inductive proximity sensors with the same frequency. 

Simply take one frequency proximity sensor and mount it 

next to one of a different frequency.  Inductive proximity 

sensors are a simple and effective sensing tool.  Avoid 

application problems by planned implementations, and your 

applications will be a success. 

Like the super node algorithm implementation this 

algorithm also assumes that cluster head nodes have more 

power than normal sensor nodes.  However, sensor nodes are 

not assigned to clusters in this algorithm.  Instead, they are 

invited to join a cluster by the cluster head.  The cluster head 

does this by broadcasting a join message that includes the 

time and signature of the target the cluster head detected [7].  

Those sensor nodes that have stored data that matches the 

data in the broadcast message respond to the broadcast by 

sending their captured data to the cluster head node.  
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Interestingly, the cluster head only waits for a certain 

number of replies and when that number of replies has been 

received the cluster head calculates the target’s location.  

Also, unlike the supernode algorithm, this algorithm only 

has one active cluster head at a time.  In other words, cluster 

heads do no work together [7]. 

Considering constraint noted in Section 3, we can use a 

"Particle filter -like" algorithm to track the object. 

The main idea in particle filter is to represent the location 

of density function which can be done by set of random 

points called "Particles". Each time a sensor event ( For 

example a reading ) occurs , these particles are updated , and 

the algorithm  calculates an estimation of actual location  

based on these samples and weights. We can keep a sample 

set with all weights equal to each other (like what is 

represented in [9]) , or , use the idea of each particle being 

assigned different values ( like what is proposed in [8]) . At 

each  phase a set of particles (or possible positions) with 

weights updated according to the probability of going from 

the location at time k – 1 (represented by xk−1 j ) to the 

location at time k (represented by xk
j ). This probability is 

estimated by  p(yk|x
k
j ). The first particle set is generated by 

drawing N independent particles outside the sensing circle of 

the “plus” and “minus” sensors at the time of the first sensor 

observing. Next, with each sensor observing , a new set of 

particles is produced as follows: 

1. A previous position is selected according to the “old 

weights" 

2. A probable successor is selected for this position 

3. If this successor respects verification conditions 

(which is problem-specific and will be explained in next 

Subsection add it to the set of new particles and calculate its 

weight. 

The above order of phases is repeated until N new 

particles have been created. The last phase is to normalize 

the weights so they sum up to 1. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sensor observations are aggregated to only one bit vector 

shown as yk (k is the time parameter). The target's movement 

f  is measured by taking xj
k  within the zone  given by the 

following restrictions : 

• xk
j has to fall outside the “minus” and “

plus” convex hulls (from Theorem 2) 

• xk
j has to fall inside the circle of center S+ 

and of radius the distance from S+ to xk−1 j (from 

Proposition 4), where S+ can be any “plus” sensor 

at sampling times k − 1 and k 

• xk
j has to fall outside the circle of center S− 

and of radius the distance from S− to xk−1
j (from 

Proposition 4), where S− can be any “minus 

"sensor at sampling times k − 1 and k 

Proximity sensing is the ability of a robot to tell when it 

is near an object, or when something is near it. This sense 

keeps a robot from running into things. It can also be used to 

measure the distance from a robot to some object. This 

sensing capability can be engineered by means of optical-

proximity devices, eddy current proximity detectors, 

acoustic sensors or other devices. 

  Proximity sensors currently come in four flavors:  

1. inductive 

operates by detecting the eddy current losses when a 

material enters to an electromagnetic field 

2. capacitive  

         operates by generating an electrostatic field and 

detecting changes in this…field caused when a target 

approaches the sensing face. 

3. ultrasonic 

       Ultrasonic sensors detect objects by emitting bursts 

of high-frequency sound .   waves which reflect or “echo” 

from a target. 

4. optical 

       designed to be sensitive to different wavelengths of 

light 

IV. TRACKING WITH A PROXIMITY BIT 

As we discussed earlier in Theorem 7, under some 

special conditions , two trajectories may be indistinguishable 

from each other. Therefore , we add another feature to 

identify the target's location. This is done by adding another 

sensor , namely Proximity sensor , for each binary sensor in 

the field . the sensing range of these sensors may vary , and 

are usually smaller than binary sensor's range itself . 

 

A. Algorithm  And  Implementation 

 

Algorithm 2 is just the modified version of Algorithm1 

for every sensor node. In this algorithm, we have proximity 

bit (provided by Proximity sensors) and a motion direction 

bit (provided by motion direction binary sensors) .so if we 

remove the proximity feature, Algorithm 2 is simply equal to 

Algorithm 1. 
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B. Experiments 

 

Initially, transition probabilities are set as 

11 12 21 220.95, 0.05, 0.05, 0.95        and the 

simulation result is shown in Figure 4.3.  Since it is assumed 

that the probability that a target keeps its current mode is 

high, mode changes occur in short period and clearly 

presented in Figure 4.3.  On the other hand, when different 

values are chosen as transition probabilities, the mode 

changes have different characteristics.  As expected, the 

difference between marginal values of each mode 

probability decreases as transition probabilities between two 

modes increases.  In Figure 4.5, two mode probabilities 

during uniform motion (0 ~ 4 seconds and 8 ~ 12 seconds) 

are almost mixed, which makes it delicate to distinguish the 

current mode from the figure.  In addition, transient response 

speed changes.  In the first simulation, the actual mode 

change occurs at 4 seconds but the conversion point is at 4.8 

seconds.  That is to say, there is 0.8 second time delay.  

However, this time delay is vanishing as different transition 

probabilities are adapted.  In the second and third 

simulations (Figure 4.4 and Figure 4.5), time delays are 0.4 

and 0.1 seconds, respectively.  Even though these three 

simulations assumed that there is no measurement noise, it 

helps us understand the influence of transition probabilities.  

The next chapter deals with the case when measurement 

noise is presented, and it shows that the result is more 

complex and more uncertain. 

 

Fig. 4.  Mode Probability: 

11 12 21 220.9, 0.1, 0.1, 0.9        

 

Fig. 5.  Mode Probability : 

11 12 21 220.8, 0.2, 0.2, 0.8        

 

For simulation, three sensors are modeled under the 

assumption that they are radars, which is most commonly 

used in target tracking.  Since radar measures the range and 

azimuth, they should be converted to the Cartesian 

coordinates.  In simulation, predetermined target trajectory is 

converted to the polar coordinates and then converted to the 

Cartesian coordinates again after mixing with measurement 

noise. The most crucial value of the sensor is the standard 

deviation of the range measurement and the azimuth 

measurement, r  and  , respectively. 

This algorithm deviates even further from the previously 

discussed algorithms.  Cluster heads are special high 

powered nodes that know the location of every node within 

their cluster [10].  This algorithm takes advantage of the fact 

that the cluster head knows these locations.  When sensor 

nodes detect a target, they send a very small notification 

message to their cluster head and store the target location 
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data, time and other relevant data in their local memory [10].  

Upon receiving several notifications, the cluster head 

performs a probabilistic localization algorithm to determine 

which sensor nodes to query saved data from [10].  In other 

words, the cluster head runs an algorithm that helps it predict 

which sensor nodes are closest to the target and will 

therefore have the best data to use in order for the cluster 

head to calculate an accurate estimation of the target 

location.  When the cluster head determines which nodes to 

query, they are asked for the data they saved in their local 

memory and the cluster head uses this to calculate the 

location of the target [10].  

V. CONCLUSION 

The main idea is that each sensor request information 

from only a subset of nodes which are more probable to flick 

on the basis of its local information. S supposes that the 

target moved on the same direction and traveled the same 

distance between times t −2 and t− 1 as between  times t − 1 

and t. so the requested information are only requested to the 

sensors flip base on this trajectory. We should also mention 

that the sensors request from a  fixed number but randomly 

selected nodes . 

At first each node is assigned a different region as 

possible starting place of the target. At first two time 

intervals every node gets the observations from all nodes so 

that the starting information is correct. 
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Abstract - This work investigates the effects of surface 

topography of the distributed sensor networks on perception 

through the differences in sensor readings. Compound eyes 

are found in some insects and crustaceans. Lateral inhibition 

is a biological signal processing which can increase contrast, 

enhancing perception.  It is known that eye convexity helps 

increase field of view (FOV).  A series of experiments were 

carried out to understand the effect of surface topography on 

local contrast gradient. Two sets of sensor networks of 5 x 5 

were constructed. In the first network the board holding the 

sensors was a flat circuit board, whereas the second one was 

given a radius of curvature of roughly 30 cm. All readings 

were recorded in a dark chamber. Sensor networks were 

illuminated by a light source whose coordinates could be 

adjusted.  Results are tabulated.  It is seen that eye convexity 

in compound eyes improves perception, as well as FOV. 

Keywords: Lateral Inhibition, Distributed Sensor Networks, 

Contrast Enhancement, Convexity, Compound Eyes, Contrast 

Enhancement 

 

1 Introduction 

  Haldan Keffer Hartline have studied the underlying 

principles of compound eyes for over thirty years by 

analyzing horseshoe crab (Limulus polyphemus) that has 

compound eyes. Hartline has shown that the photoreceptor 

cells in each ommatidium are connected in such a way that 

these cells drive down the output of the neighboring cells 

when stimulated. This leads to an increase in contrast and 

sensitivity in peripheral processing [1]. 

 The literature search has found that almost no work 

exists about compound eyes with regards to topography and  

perception sensitivity. In fact the authors have failed to find 

one. One of the partially related research is about poly-

visualization. Multi-lens visualization device used in medicine 

was designed by Joseph Rosen and David Abookasis. Their 

study has focused on the imitation of the visual processing of 

flies. Researchers combined individual photographs after 

scanning an object, and obtained a representative good 

picture. Images were averaged and dispersed beams were 

eliminated. This means strays at image were eliminated. This 

technique has been a solution for the problem on present 

devices [2]. But this study is about image improvement 

instead of increasing sensitivity in multiple sensing. 

 Another worth mentioning may be found in Istanbul 

Technical University. Ozcelik was inspired by the compound 

eyes of the insects in his thesis of subpixel information 

gathering and resolution improvement. The spinoff was a 

high-resolution low-cost camera in the similar working 

principles of a fly obtaining a single image from a multitude 

of images [3]. 

 Last study models compound eyes and contrast 

enhancement. Workers there try to find a cost-effective 

sensory information processing setup for an engineering 

application.  Coskun et al. [6] show that a low-cost but 

sensitive distributed sensor network is feasible. Nevertheless, 

there is also no link between surface topography and 

sensitivity increase in perception, given that everything else is 

the same. 

2 Compound Eyes and Lateral 

Inhibiton 

 Ommatidium is a single simple eye unit of a wider 

ommatidia in a faceted compound eye. The number of 

ommatidium varies. There are roughly 4000 ommatidia in 

stablefly (Musca domestica). This number comes down to 300 

at glowworms.  It may reach 5000 for chafers, 9000 for 

Dytiscus, and up to 28 000 ommatidia for certain species [4]. 

 Every ommatidium in a compound eye has a specific 

optic system.  Every ommatidium has the basic anatomy form 

of a simple eye. There are retina and retina cells, 

rhabdomeres, masking pigments and axons, Figure 1. 
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Figure 1. Form of Ommatidium [7] 
 

 Perceptions at compound eyes are somewhat different 

from simple eyes. Each ommatidium transmits the reverse 

images cast on retina to the brain.  Number of images 

transmitted to the brain, is equal to the number of ommatidia. 

The brain stiches one image with the other. This composed 

new image is thought to be a mosaic-like image compared to 

what we see. This in turn likely to mean that the eventual 

composition is a high-resolution and high-contrast picture.  

 Contrast in mosaic-like vision is higher than the image 

formed by a simple eye. The main reason of this contrast 

difference is basicly Lateral Inhibition. Lateral inhibition 

(L.I.) is the dominant feature of biological distributed sensory 

networks where each individual receptor drives down each of 

its neighbors in proportion to its own excitation. The strengths 

of these connections are fixed rather than modifiable and are 

generally arranged as excitatory among nearby receptors and 

inhibitory among farther receptors. In other words, when any 

given receptor responds, the excitatory connections tend to 

increase its response while inhibitory connections try to 

decrease it [4, 5, 6]. 

 The frequencies of discharge of each of two ommatidia 

were measured, for various intensities of illumination, when 

each was illuminated alone and when both were illuminated 

together. The below expressions show the amount of 

inhibition exerted upon ommatidium A by ommatidium B, as 

a function of the degree of activity of B, and shows the 

converse effect upon B of the activity of A [1, 5]. 

 
rA= eA – βAB*(rB – rB

0
)                            (1) 

rB= eB – βBA*(rA – rA
0
)                            (2) 

- rA and rB values are reactions of A and B ommatidiums 

after lateral inhibition, 

- eA and eB are reactions of A and B ommatidiums without 

lateral inhibition, 

- βAB is inhibition coefficient of B ommatidium for A 

ommatidium, 

- βBA is inhibition coefficient of A ommatidium for B 

ommatidium, 

- rA
0
 and rB

0
 are threshold frequency of A and B 

ommatidiums 

3 Experiments on Surface Topography 

At this study, photoresistors (LDR) were used to 

represent ommatidia in compound eyes. The test rig is 

composed of an aluminum frame, a light source whose height 

and position could be adjusted. Down below, there is a flat 

board to allow LDRs. The whole rig was then covered by a 

thick black cover in a darkened lab environment. In each 

setup, a total of 25 sensors were used. Light source was tuned 

in position so that sensor number 13 receives a maximum 

amount of light, and neighboring sensors give off a close 

reading, Figure 12 a. In Fig 12 b, the same test rig is used 

except that the board that all the sensors were mounted upon is 

convex with a rough radius of curvature of 0.3 meters. Sensor 

outputs were measured by a Keithley 2700 multimeter with 

multiplexers. 
 

 
(a) 

 

 
(b) 

Figure 2 a, b. Compound Eye on Flat(a) and 

 Convex(b) Surface 

All the experiments were performed at two height levels 

for the light source, 196 and 100 mm. The convexity in the 

board was formed when the board was allowed to soak 

moisture and then shaped under a heat gun. 
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It is worth mentioning that if the Table 1 is inspected 

carefully, even though symmetrical, not all the neighbors 

received the same amount of light. This may be due to the fact 

that the light source may be slightly off the vertical, or the 

sensor normals do not coincide with the surface normals. To 

have a meaningful comparison, lower right quarter of the 

Table 1 was assumed to be measured from all the remaining 

three quarters, leading to Table 2.  Table 1 gives resistance 

values (KOhm). Table 2 shows symmetrized version of Table 

1. Table 3 gives the reciprocals of the resistance values, 1/R 

which is used at signal processing. Table 4, on the other hand, 

reflects these above-mentioned reciprocals after LI was 

applied with (α = 0,15 and β = 0,05). Including Table 4, the 

distance of the light source has been 196 mm and it is kept 

right above the 13
th

 sensor. Then, to compare the convex and 

flat compound eye systems, the light source has been adjusted 

to 100 mm from the surface, and tabulated on the Table 5. 

 

 

 

 

Table 1. Actual LDR Resistance Values, K Ohm 
 

1. Sensor 

R = 11,831 

2. Sensor 

R = 3,792 

3. Sensor 

R = 3,518 

4. Sensor 

R = 5,561 

5. Sensor 

R = 10,196 

6. Sensor 

R = 4,909 

7.Sensor 

R = 1,439 

8.Sensor 

R = 1,18 

9. Sensor 

R = 1,921 

10. Sensor 

R = 6,564 

11. Sensor 

R = 2,93 

12.Sensor 

R = 1,334 

13.Sensor 

R = 0,991 

14. Sensor 

R = 1,479 

15. Sensor 

R = 5,805 

16. Sensor 

R = 6,131 

17.Sensor 

R = 1,988 

18.Sensor 

R = 1,46 

19. Sensor 

R = 2,379 

20. Sensor 

R = 5,961 

21. Sensor 

R = 8,63 

22.Sensor 

R = 4,556 

23.Sensor 

R = 4,13 

24. Sensor 

R = 5,76 

25. Sensor 

R = 12,616 

 
 
 
 

Table 2. Symmetrized Resistance Values, K Ohm 
 

1.Sensor 

R = 12,616 

2.Sensor 

R = 5,961 

3.Sensor 

R = 5,805 

4.Sensor 

R = 5,961 

5. Sensor 

R = 12,616 

6.Sensor 

R = 5,961 

7.Sensor 

R = 2,379 

8.Sensor 

R = 1,479 

9.Sensor 

R = 2,379 

10. Sensor 

R = 5,961 

11. Sensor 

R = 5,805 

12.Sensor 

R = 1,479 

13.Sensor 

R = 0,991 

14.Sensor 

R = 1,479 

15. Sensor 

R = 5,805 

16. Sensor 

R = 5,961 

17.Sensor 

R = 2,379 

18.Sensor 

R = 1,479 

19.Sensor 

R = 2,379 

20.Sensor 

R = 5,961 

21.Sensor 

R = 12,616 

22.Sensor 

R = 5,961 

23.Sensor 

R = 5,805 

24.Sensor 

R = 5,961 

25. Sensor 

R = 12,616 

 

 

 

 

Table 3.  1/R Values 

1.Sensor 

ω1 ≅ 0,079 

2.Sensor 

ω2 ≅ 0,167 

3.Sensor 

ω3 ≅ 0,172 

4.Sensor 

ω4 ≅ 0,167 

5. Sensor 

ω5 ≅ 0,079 

6.Sensor 

ω6 ≅ 0,167 

7.Sensor 

ω7 ≅ 0,420 

8.Sensor 

ω8 ≅ 0,676 

9.Sensor 

ω9 ≅ 0,420 

10. Sensor 

ω10 ≅ 0,167 

11. Sensor 

ω11 ≅ 0,172 

12.Sensor 

ω12 ≅ 0,676 

13.Sensor 

ω13 ≅ 1,009 

14.Sensor 

ω14 ≅ 0,676 

15. Sensor 

ω15 ≅ 0,172 

16. Sensor 

ω16 ≅ 0,167 

17.Sensor 

ω17 ≅ 0,420 

18.Sensor 

ω18 ≅ 0,676 

19.Sensor 

ω19 ≅ 0,420 

20.Sensor 

ω20 ≅ 0,167 

21.Sensor 

ω21 ≅ 0,079 

22.Sensor 

ω22 ≅ 0,167 

23.Sensor 

ω23 ≅ 0,172 

24.Sensor 

ω24 ≅ 0,167 

25. Sensor 

ω25 ≅ 0,079 

 

Table 4.  1/R Values Subjected To LI 

1. Sensor 

γ1 ≅ 0,05315 

2. Sensor 

γ2 ≅ 0,11635 

3.Sensor 

γ3 ≅ 0,1053 

4. Sensor 

γ4 ≅ 0,11635 

5. Sensor 

γ5 ≅ 0,05315 

6. Sensor 

γ6 ≅ 0,11635 

7. Sensor 

γ7 ≅ 0,3271 

8. Sensor 

γ8 ≅ 0,59205 

9. Sensor 

γ9 ≅ 0,3271 

10. Sensor 

γ10 ≅ 0,11635 

11. Sensor 

γ11 ≅ 0,1053 

12. Sensor 

γ12 ≅ 0,59205 

13. Sensor 

γ13 ≅ 0,94115 

14. Sensor 

γ14 ≅ 0,59205 

15. Sensor 

γ15 ≅ 0,1053 

16. Sensor 

γ16 ≅ 0,11635 

17. Sensor 

γ17 ≅ 0,3271 

18. Sensor 

γ18 ≅ 0,59205 

19. Sensor 

γ19 ≅ 0,3271 

20. Sensor 

γ20 ≅ 0,11635 

21. Sensor 

γ21 ≅ 0,05315 

22. Sensor 

γ22 ≅ 0,11635 

23. Sensor 

γ23 ≅ 0,1053 

24. Sensor 

γ24 ≅ 0,11635 

25. Sensor 

γ25 ≅ 0,05315 

 

4 Experiment Results 

The first four tables reflect the trials for flat circuit board 

with sensors. So as to understand the influence of the surface 

curvature on the sensory perception, light source was pulled 

down to 100 mm distance from the nearest sensor, located at 

the center (number 13).  These results may be seen on Table 5. 

The first column on Table 5 gives the ratio of certain 

resistance values. When no signal processing is made, raw 

independent readings show that the ratio of the  2
nd

 sensor to 

the 3
rd

 one is 1.67. This means, the 2
nd

 sensor has 67 % more 

resistance than the 3
rd

 one. The second and the third columns 

reveal ratio of resistance values at flat and curved surfaces. 

The last two columns display the cases of lateral inhibiton 

applied on flat and curved systems. Table 5 helps gather some 

important information. This information can be stated as 

follows: 

When light is shed on the board centrally, light intensity 

naturally dies out toward the distant sensors. Even when there 

is no signal processing, this weakening of light from the center 

generates a natural contrast difference. 
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Table 5. Comparison Table 
 

Contrast 

Between 

Crude 

Data 

(Flat) 

Crude 

Data 

(Curved) 

Flat Data 

(After 

Lateral 

Inhibiton) 

Curved 

Data 

(After 

Lateral 

Inhibiton) 

R2 / R3 1.67 2.06 5.33 21.5 

R7 / R8 3.20 3.18 10.52 8.75 

R12 / 

R13 
3.06 4.83 4.03 7.27 

 

Second and third columns are the proof that curvature 

has a very positive effect on the contrast augmentation. If the 

ratio of R7/R8 is considered to be roughly the same, there is a 

50% rise at R12/R13 value. With lateral inhibition, contrast is 

seen to wax even more for both flat and curved systems, but 

notably more so for the curved one. In our opinion, the 

discrepancy in R7/R8 ratios in all the four columns is due to 

misalignment of sensor 7 during surface mounting and 

soldering. Sensor 7 must slightly be off from the surface 

normal towards the light source in couple of degrees.  

5 Conclusions 

As seen from the experiments, contrast is being enhanced 

when a sensor network and  lateral inhibition signal processing 

are adopted. It is also observed that when the radius of 

curvature of the board where the sensors were mounted gets 

smaller, the difference in consecutive sensor outputs increases. 

This is another way of saying that convex eyes not only allow 

a wider field of view but also augment the total light 

difference between light and dark areas in perception.   Even 

though not reported here, another obvious advantage of a 

curved system is the capability of better localization of sources 

(light, for example), on the grounds that it simply makes the 

contrast gradient sharper. Curved facetted compound eyes thus 

must be quite an advantage in nature to both hunter and the 

prey alike. Hence, a good engineering application with a 

sensor net so as to have a sharper perception may involve a 

curved sensor board architecture, as well as an implementation 

of LI.   
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Abstract - In recent years, various networks have come to 

exist in our surroundings. Not only can the internet and 

airline routes be regarded as networks; protein interactions 

are also networks. A network is defined as a structure of nodes 

(points) and links (lines). As described in this paper, an airline 

network is used as an example of an “economic network 

design problem.” For the airline network, modeled based on a 

connection model proposed by Jackson and Wolinsky, a utility 

function can be defined as the sum of profits obtained from 

each route. Furthermore, an optimization simulation using the 

evolutionary computation is presented for a domestic airline 

in Japan. 

Keywords: Airline Network, Simulation, Network Game 

Theory, Evolutionary Computation 

 

1 Introduction 

  In recent years, the Japanese aviation industry has been in 

dire straits, and the failure of Japan Airlines (JAL) has been 

well publicized. Although JAL has announced abolition of one 

loss-producing line one after another, All Nippon Airlines 

(ANA), which had been expected to replace JAL, has shown 

bad financial health. In such a situation, finding optimal airline 

networks that maximize profits is extremely important. 

Because the profits of other routes might also be affected by 

abolishing a loss-making line, it is necessary to consider 

transitions in an aviation network. Properly speaking, when 

abolition of a route is determined, it is desirable to consider 

not only the influence of the direct flight, but the concomitant 

increase and decrease of passenger traffic by effects on transit 

passengers. Therefore, this paper defines a profit function that 

regards the influence on transit passengers explicitly. We seek 

the optimal airline network that maximizes profits. In 

modeling of the airline network, connections models of 

Jackson and Wolinsky (1996) are extended to a model in 

which profits generate on a link and the utility function of the 

network is defined. 

In the paper “airline network optimization problems,” 

analyses were conducted for the network to maximize network 

utility, but finding optimal network theory is difficult when 

assessing real-world problems. Therefore, we propose a 

solution using evolutionary computation to resolve “airline 

network optimization problems.” Furthermore, optimization 

simulation using evolutionary computation is demonstrated for 

a domestic airline in Japan. Optimal networks obtained when 

only the rate of the passenger discount by the transit was 

changed were found using the proposed algorithm. 

The remainder of this paper is organized as follows. Section 

2 formulates an “airline network optimization problem.” 

Section 3 presents a description of a method of an “airline 

network optimization problem” using an evolutionary 

computation. Simulation results are presented in Section 4. 

Finally, we state the important conclusions in Section 5. 

 

2 Airline network 

An airline network is modeled in this paper based on 

Jackson and Wolinsky’s (1996) connections model. In Jackson 

and Wolinsky (1996), the form that a stable network takes is 

analyzed under the situation in which formation of the link 

with a new each node (player)(relation) and an existing link 

disconnection are selected in the strategy. The network 

formation game theory proposed by Jackson and Wolinsky 

(1996) can become a substantial framework when dealings 

between varieties of economic agents are analyzed. For 

example, the conclusion distribution of the Free Trade 

Agreement in an international trade is foreseen, and it is 

applied to the analysis of the decision of the best airline line 

network etc. In the following, after first describing the utility 

function in the connections model, the airline network is 

modeled. 

2.1 Connections model 

As described in this paper, an economic network is denoted 

as a non-directed graph G = (V, E) according to the graph 

theory. Graph G consists of node set V and link (edge) sets E. 

For example, a node in a graph represents an economic player 

(individual, group, city, and nation), and the link stands for a 

transport link, a telecommunication net, an economic regional 

alliance, etc. A link Ee  is sets of node pairs e = {i, j}. A 

link between i and j is simply denoted ij. Considering a 

complete graph that consists of node set V, an economic 

network that consists of nodes (players) is subgraph G of 

complete graph K. The values of wij is an intrinsic value to 

obtain node i from node j by a direct link, and cij is the running 

cost of link ij. The utility function to obtain node i in graph G 

is defined as shown below. 
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|V|: number of nodes in V 

δ: decay rate of the gain 

sij(G) : shortest path length in G 

wij: gain to obtain node i from node j through link ij 

cij: running cost of link ij 

Furthermore,  1,0  is the decay rate of the gain. 

Considering the shortest path length sij between ij, 
ij

Gs
wij )(

  is 

the gain to obtain node i from node j through the shortest path 

sij. Only when the link exists directly between ij is the link 

running cost cij needed. The graph value (utility of the entire 

network) is a summation of utilities of all nodes that exist in 

the network. The graph value is defined by the following 

equation. 
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The economic network design problem above can be 

formulated as follows. 

 　)(maxarg Gunet
KG V

                 (3) 

2.2 Airline network model 

 There was a problem of lacking concreteness, although 

the connections model of Jackson and Wolinsky (1996) was 

able to assume various networks. Therefore, the analytical 

object is focused on the airline network. In the following, the 

airline network is modeled based on a connections model. The 

point in which the airline network model differs greatly from 

the utility function of connections model is to examine the 

utility obtained from a link. 

In the airline network model, a node and a link respectively 

signify an airport and a route. The airline route with only the 

outward or homeward journey is a rare case. Therefore, the 

airline network is assumed to be a non-directed graph that 

does not incorporate the direction of the connection of the link. 

A link Ee of non-directed graph is a set of node pairs e = {i, 

j} ( Vji , and ji  ) without the order. A link between i and 

j is denoted simply as ij, and ji = ij. Furthermore, rij is an 

income of link ij; cij is an operation cost of link ij. The profit 

obtained between links ij in graph G is defined as 
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|V|: number of nodes (airport) 

δ: decay rate of the profit 

sij(G) : shortest path length in G 

rij: income between i and j 

cij: operation cost of link ij 

Also,  1,0  is the decay rate of the profit. Considering that 

the shortest path length sij between ij, 
ij

Gs
rij 1)( 

 is the income 

got from node i by a passenger who goes to node j. Only when 

a direct flight exists between ij is operation cost cij needed. For 

these analyses, it is assumed that operation cost cij is necessary 

only for the direct flight's existing according to connections 

model. It is assumed that a flight need not be increased even if 

the number of passengers increases by an indirect link. 

Consequently, for aircraft that are not used over capacity, the 

load factor is at the 60% level also for the main route. 

In addition, the income is the product of ticket price pij and 

the number of passengers qij. Also, δ is the product of the 

decay rate of ticket price δ1 and the passenger decay rate δ2. 

Equation (4), showing the price of the airline ticket and the 

number of passengers, can be rewritten as the income as 

follows. 
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δ1: decay rate of ticket price 

δ2: passenger decay rate 

pij: ticket price between i and j 

qij: passengers between i and j 

Also,  1,01   is the decay rate of the ticket price. The fare 

that a passenger must pay indeed gives a discount if the 

number of times of connection increases. In addition, 

 1,02   is the passenger decay rate. Whenever the number 

of connections to the destination increases by δ2, it is included 

in the model that the number of passengers decreases. 

Next, operation cost cij is defined. Actually, cij is the 

operation cost of one year for the route between i and j, and 

the cost function is defined by the following equations. 

 ijijij FYOPc                     (6) 

OPij: cost per flight 

FYij: number of annual flights 

   BFUdWOP ijij                (7) 

W: change of the weight by the number of passengers 

dij: straight line distance between i and j 

FU: fuel cost per km 

B: airport landing fee 

   RMXTAXFPLMXFU /           (8) 

LMX: maximum fuel capacity of the aircraft 

FP: price per liter of jet fuel 

TAX: fuel tax per liter 

RMX: longest cruising range of aircraft 

 
PWPMXWE

PWPFWE
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ij




               (9) 

WE: operating empty weight of the aircraft 

PFij: number of passengers per flight 

PMX: number of seats of aircraft 
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PW: weight per passenger 

The graph value )(Gnet  (profit of the entire airline 

network) is the summation of profits of all links in the network. 

The graph value )(Gnet  is defined by the following equation. 
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    (10) 

In equation (4), the profit when the direct link (direct flight) 

exists between ij differs when the direct link does not exist. 

However, no problem as ij

Gs
rij 1)( 

  exists because the 

shortest path length sij(G) = 1 when a direct flight exists. 

Equation (10) and equation (2) are the same structures if it is 

excluded that the exponent of δ is sij(G)-1. It is understood 

that the airline network model is a pure application of the 

connections model. 

The airline network optimization problem above can be 

formulated as follows. 

 　)(maxarg Gnet
KG V




                 (11) 

 

3 Evolutionary computation for “airline 

network optimization problem” 

 It is extremely difficult to analyze the network where the 

utility of the entire network is maximized in non-symmetric 

node (player) theoretically. One kind of evolutionary 

computation method, Population-Based Incremental Learning 

(PBIL) with a local search for the approximate solution 

method, is applied. Optimization of the network is tried. The 

basic operation of the improved algorithm is almost identical 

to that of the usual PBIL, but there is a difference in the 

update process of the probability vector. The difference point 

is to do a greedy search based on the selected excellent 

individual before the probability vector is updated. The 

former excellent solution is replaced if a better solution is 

found from the former excellent solution as a result of a 

greedy search. However, a local search examines the range of 

Hamming distance 1 as the neighborhood. This proposed 

algorithm is called G-PBIL. In the following, the schematic 

diagram of algorithm is presented in Fig. 1, and detailed 

processing of each Step is described. 

Step 1: Initialization of probability vector P


 

The probability vector ),,,( 21 nbitpppP 

  is the 

probability that each bit of the gene becomes 1. When 

the search begins, the probability vector is set to all 0.5. 

nbit is the gene length, which changes according to the 

scale of the problem. The probability vector in t 

generation (cycle) is written as ),,,( 21

t

nbit

ttt pppP 

 . 

Step 2: Generate the sample population according to 

probability vector P


 

Each individual is expressed by the bit string of 0 or 1 

that is called a gene, and the probability vector is simply 

a description of the appearance probability of 1 by the 

vector. 

Step 3: Evaluate the population, and select an excellent 

individual 

The population is evaluated, and an excellent individual 

with the best fitness in the population is selected. The 

selected excellent individual is the notation 

 
Fig. 1. Schematic diagram of algorithm. 
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 t

nbit

tt mmM ,,1  . A term called fitness is used 

because the right and wrong of an objective function 

values change with a minimization problem or maximum 

problem. 

For a minimization problem, it is considered that a 

smaller objective function value has higher fitness. 

Conversely, for a maximization problem, a greater 

objective function value indicates higher fitness. 

Step 4: Greedy search based on a selected excellent 

individual. 

First, the population that changes the gene of M
t
 by only 

one bit is generated. Next, fitness of the population that 

newly generates it is calculated, and the individual with 

the best fitness among former M
t
 and newly generated 

populations is new M
t
. Greedy search is stopped if 

former M
t
 has best fitness. Otherwise, greedy search is 

tried again based on new M
t
. However, when trying 

greedy search again, changing a bit again that has already 

changed from M
t
 from the first received from PBIL is 

forbidden. This rule limits the frequency of a greedy 

search. Even if it is the maximum, the frequency of a 

greedy search under this rule is gene length. The reason 

to adopt such a rule is that it is thought that the frequency 

of a greedy search becomes every high if the bit is 

changed unrestrictedly.  

Step 5: Update probability vector 

The probability vector is updated using excellent 

individual M
t
 improved by a greedy search. 

t

i

t

i

t

i mLRpLRp  )0.1(1
         (12) 

LR stands for the learning rate. When LR is large, the 

search will converge rapidly to the generation's excellent 

individual. To evade the initial convergence, LR should 

be set to a small value. However, because a generation 

number required for search increases when the value of 

LR is small, setting it to an extremely small value hinders 

the search. 

Step 6: Mutation 

Mutation occurs at a constant mutation probability, and 

the value of each element of the probability vector 

updated with Step 5 is changed further according to the 

following equation. 

MRrandpMRp t

i

t

i   11 )0.1(      (13) 

Mutation Rate (MR) is a degree of the change by the 

mutation. The probability vector changes greatly by MR 

large. }1,0{rand is a uniform random number. 

Step 7: Repetition of Step 2 – Step 6 

The processing of Step 2 – Step 6 is repeated until the 

termination condition is satisfied. It is defined as the first 

generation to repeat the processing of Step 2 – Step 6 

once in PBIL. The termination condition of processing 

when the set number of generations is passed or the 

convergence of the search is admitted by the 

convergence criterion is usually adopted as a termination 

condition. 

 

 When this algorithm is adapted to the "network 

optimization problem" for which a design variable takes the 

discrete value of 0–1, it is necessary that a gene correspond to 

a graph as presented in Fig. 2. Denoting a graph by an 

adjacent matrix, and also making an adjacent matrix 

correspond to a genotype can express a graph with a gene. The 

adjacent matrix A of a graph G (airline network) is the matrix 

of |V|×|V|, where aij represents element of row i and column j 

of matrix A. It is assumed that aij =1 when the link (edge) 

exists directly between vertices i and j. It is also assumed that 

aij =0. 



 


otherwise

Gijif
aij

0

1 　　　
              (14) 

 

When G-PBIL is adapted to the "network optimization 

problem" in which a design variable takes the discrete value 

of 0–1, the gene length is set as nbit = |V|(|V|-1)/2. In Step 3 of 

an algorithm, as presented in Fig. 2, a gene is changed to a 

graph, and the graph value is computed using equation (10). 

Making a computed graph value into the goodness of fit of a 

gene is synonymous with optimizing a graph to optimize a 

gene. 

4 Simulation analysis of the optimal airline 

network 
 Here, the proposed algorithm is used and simulated. The 

simulation is targeted to 19 airports of Japan with domestic 

routes serving 1.5 million passengers or more annually. Figure 

4 shows the existing network among the 19 airports. 

4.1 Data 

 To conduct a simulation, some data are necessary: the 

ticket price pij, number of potential passengers qij, and straight 

line distance dij between i and j. First, we consider the ticket 

price pij between i and j. If between i and j is an existing route, 

pij examines the price of the airline ticket. However, the price 

cannot be examined about the route that does not exist. Then, 

the airline ticket price of the non-existent route is estimated by 

 
Fig. 2. Coding for a network graph with 0–1 design 

variable. 
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the following regression by making the distance dij into an 

explanatory variable. 

dp                       (15) 

A single regression analysis that uses a straight line distance 

based on Google Map was done with the price of the airline 

tickets of All Nippon Airways (ANA). A significant result was 

obtained statistically by α = 15562.75 and β = 21.21 with 

correlation coefficient 0.89 and a coefficient of determination 

0.80. 

Next, passenger qij travelling between i and j is considered. 

Data existing for passengers between existing routes can be 

determined using data of the Ministry of Land, Infrastructure, 

Transport, and Tourism. Passenger qij of the non-existent route 

is estimated using the gravity model used well in aeronautic 

demand forecasting. A passenger can be estimated using the 

following formula and turns into the correlation coefficient 

0.806 by a= 0 and b = 2.631×10
-8

. However, only routes of 

not less than 300 km of distance can be estimated, and 

passenger qij for routes less than 300 km are set to zero. 

a

ij

ji

ij
d

poppop
bq


                  (16) 

pop : quota population of each airport 

Data used as explanatory variables are the quota population of 

each arrival-and-departure airport and the distance in a 

straight line dij between airports. Because the quota population 

of each airport is needed here, we presume that the following 

methods are used. In this paper, a Voronoi diagram is drawn 

by setting each airport to the generatrix (node): the population 

of each area residing with a nearby airport is used most. The 

quota population (Table 1) of each airport was calculated by 

the figure of the area divisions and population data are given 

by Asahi Shimbun Publications. Data of the existing route are 

obtained using data provided by the Ministry of Land, 

Infrastructure, Transport and Tourism. Data estimated using 

the gravity model are used only for the non-existent route. 

 Each datum used for a cost function is set to a jet fuel 

value rank FP = 50 yen/liter, an aviation fuel tax TAX= 26 

yen/liter, the landing fee B = 400,000 yen, and weight per 

passenger PW = 100 kg. 

4.2 Optimization simulation 

 we simulate the case of one kind of aircraft. Data of the 

aircraft are computed from the average value of the main 

aircraft (Table 2). The determined optimal network by the 

simulation is presented in Fig. 3 – Fig. 6. 

When the fare discount rate (1 - δ1) and the passenger 

decrease rate (1 - δ2) become small, the optimum network is 

clarified as centralized on Tokyo International Airport 

(Haneda). The fare discount rate (1 - δ1) and the traveler 

decrease rate (1 - δ2) become small as δ =δ1δ2 becomes large. 

That relation corresponds to the previous work clearly to make 

the network excessively concentrated by growing of δ. The 

change to Fig. 4 from Fig. 3 occurs when the passenger 

decrease rate (1 - δ2) becomes small. This change shows that 

the direct flight from the main island of Japan to Naha Airport 

is decreasing by two routes. The change to Fig. 5 from Fig. 3 

changes when the passenger decrease rate (1 – δ1) becomes 

small. This change shows that the direct flights from the main 

island of Japan to Naha Airport are decreasing by four routes, 

and that numerous direct flights between the airports in the 

main island of Japan are also decreasing. Furthermore, the 

change to Fig. 6 from Fig. 3 occurs when both the fare 

discount rate (1 - δ1) and the passenger decrease rate (1 - δ2) 

become small. The change to Fig. 5 from Fig. 3 and a 

difference are not apparent. Consequently, among the fare 

discount rate (1 - δ1) and the passenger decrease rate (1 - δ2), 

the fare discount rate (1 - δ1) has a stronger influence on the 

optimal network. If the fare discount rate (1 - δ1) is small, then 

because the airline can gain greater profits also from a transit 

flight (indirect link), it will be expected that the number of a 

direct flights will decrease. However, if it is expected that 

there is negative correlation in the fare discount rate and the 

passenger decrease rate, then the passenger decrease rate will 

become large when the fare discount rate becomes small. 

Moreover, graph values of all the optimal network of Fig. 3 

– Fig. 6 have exceeded graphed values of the existing network. 

Compared with the existing network, the optimal network by a 

simulation has a tendency with few routes in the graph of the 

optimal network. The tendency is notably apparent for the 

route involving Ishigaki Airport. Although a direct flight exists 

between each airport and Ishigaki Airport in the main island of 

Japan in the existing network, only the transit flight through 

Naha Airport exists in the optimal network graph. Therefore, 

cost cutting is possible by losing a direct flight with a great 

distance between Ishigaki Airport and the airport in the main 

TABLE I 

Allocated populations of 19 airports (Unit: 10,000 people) 

Airport name Airport code pop 

1. Haneda HND 3302.30  

2. New Chitose CTS 46.73  

3. Osaka ITM 1422.54  

4. Fukuoka FUK 312.09  

5. Naha OKA 134.70  

6. Chubu NGO 980.25  

7. Kagoshima KOJ 213.79  

8. Kansai KIX 188.20  

9. Kumamoto KMJ 184.38  

10. Miyazaki KMI 66.07  

11. Hiroshima HIJ 225.93  

12. Sendai SDJ 220.16  

13. Kobe UKB 337.01  

14. Matsuyama MYJ 122.93  

15. Nagasaki NGS 147.90  

16. Komatsu KMQ 98.09  
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island of Japan. However, in this experiment, the passengers 

of a non-existent route are estimated using the population 

around an airport, and it cannot be considered that Ishigaki 

Island is a tourist resort. The route between Haneda Airport 

and Ishigaki Airport is known for a seat-occupancy rate being 

high, and probably, it is not realistic to abolish the route. 

Regarding this point, the seat-occupancy rate is included in a 

cost function, and improvement with a different seat-

occupancy rate for every route can be considered. 

 

5 Conclusion and Future work 

 As described in this paper, an airline network is modeled 

based on Jackson and Wolinsky’s (1996) connections model. 

Moreover, the optimal network in an existing airline network 

is found using the airline network model. Results of 

simulations show that because a realistic network identified, 

the possibility exists that a connections model can be used as a 

framework for airline network analysis. Although Jackson 

reported that the connections model can be applied as a 

framework of various network analyses, few examples have 

been presented in which a connections model is actually 

 
Fig. 3. Optimal network (δ1 = 0.50, δ2 = 0.50). 

 

 
Fig. 4. Optimal network (δ1 = 0.50, δ2 = 0.90). 

 

 
Fig. 5. Optimal network (δ1 = 0.90, δ2 = 0.50). 

 

 
Fig. 6. Optimal network (δ1 = 0.90, δ2 = 0.90). 
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applied to actual network analysis. This paper has contributed 

a research example using a connections model. The G-PBIL 

algorithm that extended PBIL was used for optimization of an 

airline network. In the simulation, a network that is more 

efficient than the existing network can be found. When the 

fare discount rate and the traveler decrease rate were small, 

the optimum network was shown to centralize to Tokyo 

International Airport (Haneda). 

Future works will expand the simulated range. With the G-

PBIL algorithm, although improvement in search performance 

was sought using a local search together to PBIL, the time 

which search takes has also increased. The search time by 

local search increases as the network scale becomes large, and 

it becomes difficult to perform a simulation. Therefore, it is 

necessary to consider the proper balance of the evolutionary 

computation and the local search in G-PBIL. Moreover, 

although this simulation of only a domestic flight was 

performed, the international role of Haneda Airport can be 

clarified by adding main airports of the world. As a subject for 

other future work, analysis of the optimal airline network 

when an airport is closed or built is also possible by 

application of estimation of passengers using a Voronoi 

diagram and gravity model. 
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TABLE II 

Aircraft data 

  
Boeing 

747-400D 

Boeing 

777-300 

Boeing 

777-200 
Average Used data 

Number of seats 2 class 524 451 400 458.33 450 

Maximum fuel capacity  

(Unit: liter) 
216840 171160 117335 168445.00 150000 

Longest cruising range 

(Unit: km) 
13450 11135 9696 11427.00 10000 

Operating empty weight 

(Unit: kg) 
181000 160000 138000 159666.67 150000 

(Source: Japan Aircraft Development Corp.) 
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Abstract— A novel algorithm based on bimatrix game
theory has been developed to improve the accuracy and
reliability of a speaker diarization system. This algorithm
fuses the output data of two open-source speaker diariza-
tion programs, LIUM and SHoUT, taking advantage of the
best properties of each one. The performance of this new
system has been tested by means of audio streams from
several movies. From preliminary results on fragments of
five movies, improvements of 63% in false alarms and
missed speech mistakes have been achieved with respect to
LIUM and SHoUT systems working alone. Moreover, we also
improve in a 20% the number of recognized speakers, getting
close to the real number of speakers in the audio stream.

Keywords: speaker diarization, bimatrix game-theory, data fu-
sion.

1. Introduction
1.1 Speaker diarization

Speaker diarization is the process of splitting an audio
recording with an unknown number of speakers into time
segments according to a recognized speaker, and then clus-
tering those fragments by speakers. It is known as the
task of determining Who spoke when? [1]. This technique
distinguishes between instants of speech, music or silence.
Initially, it emerged as an initial process for the speech
recognition, but over recent years has become an important
independent task used in many fields, such as information
retrieval or navigation. In fact, it has been mainly developed
for broadcast recorded meetings [2], news audio and tele-
phone conversations [3]. Generally, speaker diarization is a
very useful tool in every field in which it is necessary the
determination of the number of speakers, along with the time
periods when each one is active.

The most remarkable applications for speaker diarization
systems are reflected in the Rich Transcription evaluation
series (RT) [4], a community which promotes and gauges
advances in the state-of-the-art in several automatic speech
recognition technologies. This community is sponsored by
the National Institute of Standards and Technology (NIST)
in the Unites States [4].

Unfortunately, few speaker diarization systems are avail-
able for public general use. Two of them are LIUM [5]
and SHoUT [6], which are open-source systems available on
the Internet, mainly developed for applications on broadcast
news that use audio streams. In this paper, both LIUM and
SHoUT systems are used for obtaining speaker diarization
output data on audio streams from movies. We use a fusion
system to select the best decision at every second of our
input audio from LIUM and SHoUT programs, in order to
reach a better reliability and accuracy in our whole speaker
diarization system. This fusion is carried out by means of a
novel algorithm based on bimatrix game theory.

1.2 Game theory
Game theory is the study of mathematical techniques

for analyzing situations of cooperation or conflict (games)
between two or more rational intelligent individuals (players)
[7]. It was introduced by von Neumann in 1928 [8], and
improved later together with Oskar Morgenstern by consid-
ering cooperative games of several players [9]. Subsequently,
Nash introduced the Nash equilibrium criterion [10], which
supposed an important advance. Game theory has been
widely used in a great variety of fields, such as economics,
political science, philosophy or engineering. One of its main
goals is the study of intelligent rational decision making,
since it allows the understanding and modeling of different
rational strategies performed by diverse agents. This involves
a considerable help and support in decision making systems.

The three main elements in a game are the players
(typically two), their played strategies, and the pay-off
matrix, which contains the received prize by each player
for each strategy. Zero-sum games [7] are a particular case
in which the interest of both players are strictly opposed,
hence the pay-off matrix contain the same values in opposite
signs. Players in this kind of games strictly play in a
competitive way. On the other hand, non-zero-sum games
[11] can contain some strategies which are equally beneficial
or detrimental for both players. Therefore, in non-zero-sum
games competitive and cooperative strategies are generally
performed.

The modeled game in this paper is non-zero-sum. It exe-
cutes a data fusion algorithm based on the comparison of two
data outputs from two systems. These data can be processed
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in a cooperative way, taking into account the outcome from
both data sources, or in a competitive way, analyzing the
different properties of every system, and selecting the best
of them.

Fusion data systems related to game theory have been
widely studied, mainly in military and general security
fields. For instance, a data fusion aided platform routing
algorithm based on game theory for cooperative intelligence
is proposed by Shen et al. [12]. Other example is using
a Markov stochastic game method to estimate the belief
of possible cyber attacks patterns [13]. Although similar
algorithms to the proposed in this paper have not been found
in the literature, game theory is a powerful tool that can
be successfully used for improving speaker diarization by
means of fusion data algorithms.

2. Speaker diarization systems
2.1 LIUM

LIUM [14] is an open toolkit [5] for speaker diarization
developed by the Laboratoire d’Informatique de l’Université
du Maine [15] for the French ESTER2 evaluation campaign
[16]. It obtained the best results for the task of speaker
diarization of broadcast news in 2008. It is written in Java
and performs methods such as Mel-frequency cepstral coeffi-
cients computation, speech/non-speech detection and speaker
diarization, using some tools from the speech recognition
system Sphinx-4 [17]. The main algorithm follows next
steps:

1) Segmentation based on BIC (Bayesian Information
Criteria): speaker change points are detected and the
audio signal is split into segments.

2) BIC clustering: similar segments are joined together.
3) Segmentation based on Viterbi decoding: a new seg-

mentation is generated.
4) Speech detection: in order to remove music and jingle

regions, a segmentation into speech / non-speech is
obtained using a Viterbi decoding with 8 one-state
Hidden Markov Model.

5) Gender and bandwidth detection: detection of gender
and bandwidth is done using a Gaussian Mixture
Model (GMM) for each of the 4 combinations of
gender (male / female) and bandwidth (narrow/ wide
band). Each cluster is labeled according to the char-
acteristics of the GMM which maximizes likelihood
over the features of the cluster.

6) GMM-based speaker clustering: a hierarchical ag-
glomerative clustering is performed over the last di-
arization in order to obtain a one-to-one relationship
between clusters and speakers.

Audio input files used in the executions of the system are
in Wave format (16kHz / 16bit PCM mono). Output files
show the properties of the analyzed segment, along with
several frequency values related to each found cluster.

Figure 1 shows an example of output file in LIUM.
It provides the instants in which every speaker change is
recognized, the speech segment length in centi-seconds, the
gender of the speaker and the speaker label.

Fig. 1: LIUM output file

2.2 SHoUT
SHoUT is a Dutch acronym for Speech Recognition

Research at the University of Twente. It was completely
developed by Marijn Huijbregts during his PhD research [18]
at the University of Twente. It is also open source [6], and
it is written in C++ in a Linux platform. SHoUT program
follows next steps:

1) Speech activity detection: a silence-based segmenta-
tion strategy is employed based on silence and sound
models training using HMM.

2) Segmentation and clustering: a new segmentation is
performed merging multiple models throughout sev-
eral iteration steps.

3) Automatic speech recognition: several features are
extracted and normalized by means of cepstrum mean
normalization and vocal tract length normalization.
These features are decoded in order to obtain acoustic
models dependent on speech clusters.

4) Acoustic model adaptation: the clustering information
obtained during segmentation and clustering is used to
create speaker dependent acoustic models.

The output file from SHoUT is shown in Figure 2. It is
similar to the LIUM one previously explained, although the
information length is provided using seconds as time unit.

3. Game modeling
A data fusion system has been designed according to a

bimatrix game with the three main elements in every game:
players, strategies and pay off.
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Fig. 2: SHoUT output file

A. Players
We consider two players: A (LIUM) and B (SHoUT),
which perform their strategies throughout the whole
audio sample. Each played strategy corresponds to
one second. Thus, the duration of the audio sample
will determine the number of times the game is
played, which is the same as the total number of
performed strategies by each player.

B. Strategies
Each player can carry out three different strategies:

• Strategy nº 1: No-change speaker
There is not a speaker change detection. The
detected speaker in the current second is the
same as the detected in the previous one.

• Strategy nº 2: New speaker
A speaker change to an unknown speaker is
detected, since the detected speaker in the current
second is different to the detected one in the
previous second. In addition, the current speaker
is new, since he/she has not been previously
detected in the audio sample.

• Strategy nº 3: Former speaker
A speaker change is detected in the same way
as in the previous strategy. However, the detected
speaker in the current second has already been
detected previously in the audio sample.

C. Pay-off
Initially, the pay-off matrixes have the same structure
as a typical bimatrix game with two players and three
strategies.

A =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 B =

b11 b12 b13
b21 b22 b23
b31 b32 b33


(1)

The coefficients aik and bik stand for the pay-off
received by player A (LIUM) and player B (SHoUT),
respectively, if LIUM plays strategy i and SHoUT
plays strategy k.

The fusion data system is designed according to a decider
for this game. This decider performs the following steps.
For each second:

1) Select LIUM and SHoUT strategy.
2) Compare both pay-offs, related to both strategies.
3) Choose the strategy which supposes highest pay-off

for the corresponding player. The fusion system will
adopt the selected strategy in current second.

4) Each player receives its pay-off.

Pay-off values have been decided according to the dif-
ferent observed behaviors in both diarization systems. The
most reliable strategies have been assigned in line with the
highest pay-off values. If a system is chosen by the decider,
it receives a positive pay-off, whereas if the system has not
been chosen, it receives the same pay-off value with negative
sign. So far, a zero-sum game would be appropriate to model
this behavior. However, there is another situation which must
be taken into account: cases in which both systems perform
the same strategy have been considered as the most reliable.
In these cases, the decider certainly choose both systems. In
addition, the selected strategy is provided with the maximum
reliability since it is supported by two systems. Hence, these
cases have been assigned to the highest pay-off values in
both systems. Thus, a player receives a good pay-off if its
strategy is chosen, but it receives an even better pay-off if
both players are chosen. Consequently, the game is non-
zero sum, and two pay-off matrixes are needed: therefore,
the game is bimatrix. Moreover, several ideas that cause
modifications in some pay-off values will be introduced
subsequently.

To establish the required principles to set the pay-off
values it is necessary to consider several properties related to
both systems, which have been observed by means of several
tests executed in both systems with different audio streams.
The main goal of these considerations is to determine a
direct relation between the reliability of each system and
the pay-off values. On this way, the decider will select the
most reliable strategy for each event, according to the pay-
off values. The following properties have been implemented:

1) Initially, the pay-off related to different strategies for
each player (i 6= k) are the same value with opposite
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signs. Thus:

aik = −bik ∀i 6= k (2)

2) If both systems execute the same strategy, the decider
will certainly adopt it. Moreover, this strategy will be
provided with the maximum reliability. Thus, in this
case the pay-off values are the same and have the
maximum value:

aii = bii ∀1 ≤ i ≤ 3 (3)
aii > aik ∀i 6= k (4)
bii > bik ∀i 6= k (5)

Note that these situations correspond to Nash equilib-
ria [10], since they are maximum in both matrixes,
i.e. they are optimum, and any other situation would
suppose worse results. So, if both systems executed
the same strategies all the time, the game would
be constantly in an equilibrium point, reaching the
maximum reliability.

3) Both systems perform silence, music and speech ac-
tivity recognition with excellent results. In fact, the
most remarkable found mistakes are related to errors
in correct speaker identification. Specifically, both sys-
tems tend to consider former speakers as new speakers.
Consequently, a detection of a former speaker (strategy
nº3) is more reliable than a detection of a new speaker
(strategy nº2). In addition, taking into account the
negative pay-off values for non-chosen players, the
final pay-off values fulfill the next properties:

a3i > a21 > 0 (6)
ai3 < a12 < 0 (7)
bi3 > b12 > 0 (8)
b3i < b21 < 0 (9)

∀i < 3

Note that the pay-off values in entries below the main
diagonal in A matrix are positive, since it supposes that
the player A has been chosen. Same way in player B,
but in this case the entries above the main diagonal
are positive.

4) LIUM is more likely to detect erroneously new speak-
ers than SHoUT. In fact, the final number of detected
speakers by LIUM is commonly higher than the one by
SHoUT. Therefore, a new speaker change detection in
LIUM (strategy nº2) when SHoUT has not detected a
change (strategy nº1) will be considered as less reliable
than the opposite case:

a21 < b12 (10)

4. Evaluations results
Several tests have been performed in order to evaluate

the results of our fusion system. We have taken for the
experiments audio segments with dialogues with different
speakers from the movies "Guess Who’s Coming to Dinner",
"Marnie", "Pride and Prejudice", "Psycho" and "Sense and
Sensibility". All the segments have been manually labeled
to obtain the ground truth, creating a file with the same
format as output files from LIUM and SHoUT programs.
This reference file has the time slots from the audio sample
associated to the proper speaker. To perform a numerical
evaluation of the system, specific values have been assigned
to A and B matrixes, according to the established properties
on section 3.

A =

50 −10 −20
10 40 −30
20 30 60

 B =

 50 15 20
−10 40 30
−20 −30 60

 (11)

Therefore, numerical prizes have been settled to each
player at the end of the execution of the fusion system. The
prize values depend on the duration of each segment, since
a different prize is obtained for each second. The obtained
results are shown on Table 1, where it can be observed
that SHoUT has won the game in every movie except in
"Psycho".

Table 1: Obtained prizes values.
Movie LIUM SHoUT Duration (seconds)

Guess Who’s Coming to Dinner 18190 18340 438
Marnie 23560 23620 603
Pride and Prejudice 19370 19555 463
Psycho 19500 19300 446
Sense and Sensibility 7120 7490 157

To evaluate the improvements introduced by our speaker
diarization system, we have used the Diarization Error
Rate (DER) value [20]. This parameter can be defined as
the addition of the different possible errors of a speaker
diarization system. In our experiment, DER has been defined
as:

DER = FalseAlarmSpeech+MissedSpeech (12)

False Alarm Speech is the number of times where a
hypothesized speaker change is labeled as a non-change
speaker in the reference. On the contrary, Missed Speech
is the number of times where a hypothesized non-change
speaker is labeled as a speaker change in the reference.

Silence activity detection can be also considered in a DER
measure. Nevertheless, we have not taken it into account,
since we have tested that the presented results by both
systems in silence activity detection are much better than
the results in speaker identification task, as it was explained
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in section 3. Thus, only time slots related to detected speech
have been considered.

The results obtained with LIUM, SHoUT, and our fusion
system in terms of DER, are shown on Table 2, together
with the added improvements (in %) by our system:

Table 2: DER and improvement values.
DER Improvements (%)

Movie LIUM SHoUT Fusion LIUM SHoUT

Guess Who’s Coming
to Dinner

22 19 4 82 79

Marnie 14 7 2 86 71
Pride and Prejudice 14 15 7 50 53
Psycho 12 11 3 75 73
Sense and Sensibility 5 10 4 20 60

On average, improvements of 63% and 67% on the DER
parameter with respect to LIUM and SHoUT programs are
reached with our fusion system. The less improvements
correspond to those films, "Pride and Prejudice" and "Sense
and Sensibility", in which LIUM system performs lower
DER than SHoUT. This can be translated into a possible
unfairly performance of the fusion system, since the system
which presents better results has lost the game. We are
working to improve our system in these cases in order to
reduce even more the DER parameter independently on the
input stream.

In addition, the number of recognized speakers has been
evaluated. As it has been previously explained, it is difficult
to recognize properly former speakers, so the number of rec-
ognized speakers by speaker diarization systems is typically
greater than the true value. However, our system reduces
this number thanks to the fusion of strategies which allows
clustering some speakers previously considered as different.
The results are shown on Table 3. On average, we improve
a 20% the number of detected speakers in comparison to the
best output from LIUM and SHoUT systems working alone.

Table 3: Number of recognized speakers.
Real speakers Recognized Improvements (%)

Movie LIUM SHoUT Fusion LIUM SHoUT

Guess Who’s Com-
ing to Dinner

4 19 8 6 68 25

Marnie 4 16 5 5 69 0
Pride and Prejudice 7 16 12 10 37 17
Psycho 5 8 9 6 25 33
Sense and Sensibility 3 6 7 4 33 43

5. Conclusions
In this paper we introduce a novel fusion algorithm based

on game theory to improve the accuracy and reliability of
two speaker diarization systems: LIUM and SHoUT. This

algorithm is based on bimatrix game theory and performs a
non-zero sum game. The establishment of the pay-off values
has been carried out by means of different properties inferred
by the analysis from both systems’ behavior. The obtained
tests show considerable advances of our fusion system in
comparison to the results from LIUM and SHoUT programs
working alone.
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  In much the same way that  the structure of conventional 

propositional logic is the logic of the description of  the behavior of classical physical systems and is 

isomorphic to a Boolean lattice, so also the algebra, C(H), of closed linear subspaces of  (equivalently, the 

system of linear operators on)  a Hilbert space is a logic of  the descriptions of the behavior of quantum 

mechanical systems and  is  a model of an ortholattice (OL).  An OL can thus be thought of as a kind of 

“quantum logic” (QL).  C(H) is also a model of an orthomodular lattice (OML), which is an OL conjoined 

with an orthomodularity axiom/law (OMA).  The rationalization of the OMA as a claim proper to physics 

has proven problematic, motivating the question of whether the OMA is required in an adequate 

characterization of QL.  Here, I use an automated deduction framework to show that the OMA is 

independent of the axioms of ortholattice theory.  These results corroborate (and fix a minor defect in)  

previously published work characterizing the strength of the OMA, and demonstrate the utility of 

automated deduction in investigating quantum computing logic-optimization strategies. 
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1.0  Introduction 
 

The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional logic ([12]) is the 

logical structure of description of the 

behavior of classical physical systems (e.g. 

“measurements of the position and 

momentum of an electron are 

commutative”) and is isomorphic to a 

Boolean lattice ([10], [11], [19]), so also the 

algebra, C(H), of the closed linear subspaces 

of  (equivalently, the system of linear 

operators on)  a Hilbert space H ([1], [4], 

[6], [9], [13]) is a logic of the descriptions of 

the behavior of quantum mechanical 

systems (e.g., “the measurements of the 

position and momentum of an electron are 

not commutative ”) and is a model ([10]) of 

an ortholattice (OL; [8]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).  C(H) is also a model of (i.e., 

isomorphic to a set of sentences which hold 

in) an orthomodular lattice (OML; [7], [8]), 

which is an OL conjoined with the 

orthomodularity axiom (OMA; see Figure 

1).   

 

The rationalization of the OMA as a claim 

proper to physics has proven problematic 

([13], Section 5-6), motivating the question 

of whether the OMA is independent of the 

axioms of ortholattice theory. 
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_______________________________________________________________________ 

 

 

Lattice axioms 

   x = c(c(x)).                                

   x v y = y v x.                              

   (x v y) v z = x v (y v z).                  

   (x ^ y) ^ z = x ^ (y ^ z). 

   x v (x ^ y) = x. 

   x ^ (x v y) = x. 

 

Ortholattice axioms 

   c(x) ^ x = 0. 

   c(x) v x = 1. 

   c(c(x)) = x. 

   x ^ y = c(c(x) v c(y)).  

 

Orthomodularity law/axiom (OMA) 

   x v (c(x) ^ (x v y)) = x v y.  

 

Definitions (useful, but not required) 

   i1(x,y) = c(x) v (x ^ y). 

   i2(x,y) = i1(c(y), c(x). 

   i3(x,y) = (c(x) ^ y) v (c(x) ^ c(y)) v i1(x,y). 

   i4(x,y) = i3(c(y), c(x)). 

   i5(x,y) = (x ^ y) v (c(x) ^ y) v (c(x) ^ c(y)).                  

   le(x,y) = (x = (x ^ y)). 

 

where  

x, y are variables ranging over lattice nodes 

^ is lattice meet 

v is lattice join 

c(x) is the orthocomplement of x 

      i1(x,y) means x 1 y (Sasaki implication) 

      i2(x,y) means x 2 y (Dishkant implication) 

      i3(x,y) means x 3 y (Kalmbach implication) 

      i4(x,y) means x 4 y (non-tollens implication) 

      i5(x,y) means x 5 y (relevance implication) 

 le(x,y) means x ≤ y 

=  is equivalence ([12]) 

1 is the maximum lattice element (= x v c(x)) 

0 is the minimum lattice element (= c(1)) 

 

Figure 1.  Axioms (and some useful definitions) of lattices, ortholattices, 

orthomodularity. 

 

________________________________________________________________________ 

 

The axioms for lattices, ortholattices, 

and orthomodularity, are shown in  

Figure 1.   

 

In a QL, the distributive law 

 

    (x v (y ^ z) = (x v y) 
       ^ (x ^ z)) 

 

does not hold, because the distributive 

law implies commutativity of 
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(measurement-) propositions, and in 

general, the (measurement-)propositions 

of QL are not commutative.  

Roughly speaking, a QL can be thought 

of as a classical propositional logic (CL) 

in which the distribution law does not 
hold.  Table 1 shows some further 

differences (and similarities) between 

classical propositional logic and quantum 

propositional logic. 

________________________________________________________________________ 

 

 

Table 1.  Quantum logic connective counterparts of  

classical logic connectives. 

 

 

Classical logic 

connective 

Quantum propositional 

logic connective 

“counterpart” 

“x or y” lattice join (x v y, or x   y) 

“x and y” lattice meet(x ^ y, or x  y) 

“not-x” orthocomplement  

(c(x), or x

) 

“if x, then  y” 

(implication) 
x i y  (i = [1|2|3|4|5]) 

 

 

________________________________________________________________________ 

 

 
Note that there are five QL implications that 

satisfy the Birkhoff-von Neumann condition 

 

  (x i y = 1)  (x  y),  

    i = 1, 2, ..., 5    (CBvN) 
 

In classical propositional logic, there is only 

one implication, sometimes denoted “0”, 

that satisfies CBvN. 

 

 

2.0  Method 

 
The ortholattice and OMA axiomatizations 

of Megill, Pavičić, and Horner ([5], [14], 

[15], [16], [21]) were implemented in a 

mace4 ([2]) script ([3]) and then executed in 

that framework  on a  Dell Inspiron 545 with 

an  Intel Core2 Quad CPU Q8200 (clocked 

@ 2.33 GHz) and 8.00 GB RAM, running 

under the Windows Vista Home Premium 

/Cygwin operating environment.  More 

specifically, the script used in this work 

implements the derivation of a model 

(Figure 2) in which the ortholattice axioms 

conjoined with the negation of the OMA  

hold in at least one interpretation, 

demonstrating that the OMA is independent 

of the ortholattice axioms. 

 

 

3.0  Results 
 
Figure 2 shows a mace4 “domain size 6” 

model which demonstrates “the OMA is 

independent of the ortholattice axioms". 
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_______________________________________________________________________ 

 

 

============================== INPUT ================================= 

assign(iterate_up_to,10). 

set(verbose). 

 

formulas(theory). 

x = c(c(x)). 

x v y = y v x. 

(x v y) v z = x v (y v z). 

(x ^ y) ^ z = x ^ (y ^ z). 

x v (x ^ y) = x. 

x ^ (x v y) = x. 

c(x) ^ x = 0. 

c(x) v x = 1. 

c(c(x)) = x. 

x ^ y = c(c(x) v c(y)). 

i1(x,y) = c(x) v (x ^ y). 

le(x,y) <-> x = x ^ y. 

A v (c(A) ^ (A v B)) != A v B. 

end_of_list. 

 

============================== end of input ========================== 

 

. . . 

 

============================== MODEL ================================= 

 

interpretation( 6, [number=1, seconds=0], [ 

 

        function(A, [ 2 ]), 

 

        function(B, [ 3 ]), 

 

        function(c(_), [ 1, 0, 4, 5, 2, 3 ]), 

 

        function(^(_,_), [ 

      0, 0, 0, 0, 0, 0, 

      0, 1, 2, 3, 4, 5, 

      0, 2, 2, 2, 0, 0, 

      0, 3, 2, 3, 0, 0, 

      0, 4, 0, 0, 4, 5, 

      0, 5, 0, 0, 5, 5 ]), 

 

        function(i1(_,_), [ 

      1, 1, 1, 1, 1, 1, 

      0, 1, 2, 3, 4, 5, 

      4, 1, 1, 1, 4, 4, 

      5, 1, 1, 1, 5, 5, 

      2, 1, 2, 2, 1, 1, 

      3, 1, 3, 3, 1, 1 ]), 

 

        function(v(_,_), [ 

      0, 1, 2, 3, 4, 5, 

      1, 1, 1, 1, 1, 1, 

      2, 1, 2, 3, 1, 1, 
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      3, 1, 3, 3, 1, 1, 

      4, 1, 1, 1, 4, 4, 

      5, 1, 1, 1, 4, 5 ]), 

 

        relation(le(_,_), [ 

      1, 1, 1, 1, 1, 1, 

      0, 1, 0, 0, 0, 0, 

      0, 1, 1, 1, 0, 0, 

      0, 1, 0, 1, 0, 0, 

      0, 1, 0, 0, 1, 0, 

      0, 1, 0, 0, 1, 1 ]) 

]). 

 

============================== end of model ========================== 

 

 

Figure 2.  A “domain size 6” mace4 model in which the axioms of an ortholattice and the negation of 

the OMA hold (thus demonstrating that the OMA is independent of the ortholattice axioms).   Each 

text line of  values in the rightmost set of square brackets are assignments of values of  integers to 

lattice positions.  Such an assignment of values to nodes is said to satisfy or be a model of the indicated 

function/relation if the function/relation holds within the lattice under the assignment to those 

positions.   Details of the mace4 notation can be found in [2]. 
 

_______________________________________________________________________ 

 

 

 

The time to produce the content of Figure 2 

on the platform described in Section 2.0 was 

approximately 0.06 second. 

   

 

4.0 Discussion 
 
The results shown in Section 3.0 motivate at 

least three observations: 

 

 1.  The  OMA is independent of the 

ortholattice axioms.   

 

 2.  The proof corrects a minor 

(right-associativity) defect in a previously 

published work ([21])  on the strength of the 

OMA. 

 

 3.  A proof that the OMA is 

independent of the ortholattice axioms is 

implied by the proof in [22], which shows 

that the OMA is also independent of 

ortholattice axioms conjoined with the weak 

orthomodularity law. 
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Abstract - Classical rationality as accepted by game 
theory assumes that a human chooser in a given moment 
has consistent preferences and beliefs and that actions 
result consistently from those preferences and beliefs, and 
moreover that these preferences, beliefs, and actions 
remain the same across equal choice moments.  Since, as is 
widely found in prior experiments, subjects do not follow 
the predictions of classical rationality, behavioral game 
theorists have assumed consistent deviations from classical 
rationality by assigning to subjects certain dispositions—
risk preference, cognitive abilities, social norms, etc.  All 
of these theories are fundamentally cognitive theories, 
making claims about how individual human minds work 
when choosing.  All of them are fundamentally wrong in 
assuming one kind of consistency or another.  Or at least, 
all of the proposals for consistency in belief, preference, 
and action with which we are aware turn out to be wrong 
when tested experimentally.  
 
Keywords: Behavioral game theory, experiments, cognition, 
Trust, Dictator, Donation 

1  Introduction   
  Game theoretic models are utilized for behavioral 
predictions across a variety of domains such as allocation 
of security forces [1], allocation of health care services [2], 
and the design of political, social and market institutions 
[3; for relevant surveys see: 4, 5, 6, 7]. Despite the 
widespread use of game theoretic models to explain human 
behavior, we often observe behavior, from voting, to the 
divergence of political parties platforms, to market bubbles 
and crashes that do not readily accord with the predictions 
derived from game theory [8].  
  To address the discrepancy between predicted and 
actual behavior, scholars have proposed four common 
patches: (1) cognitive biases or errors in how people make 
decisions [9, 10, 11, 12]; (2) a mismatch between the 
experimenter’s defined payoffs and an individual’s actual 
utility [13, 14]; (3) the effects of uncertainty, bounded 
search ability, limited time for learning and equilibration, 
                                                
Prepared for the 2012 International Conference on Artificial Intelligence. 
Corresponding author: Nicholas Weller.  
 

or limits in the ability of thinking about others’ likely 
behavior [15]; and (4) newer and more clever equilibrium 
refinements that capture the folk psychology of different 
game theorists [16, 17, 18, 19].   
  While it is common to report that experimental 
subjects do not make choices that comport with Nash 
equilibrium strategies (or even von Neumann-Morgenstern 
utility maximization), we should not infer that human 
reasoning is thus somehow flawed.  It is perhaps the case 
that our existing, deductive, models of human reasoning 
are too limited. Humans are able to solve many tasks that 
are quite difficult [20, 21]. Like vision, taste and smell, 
human intelligence and behavior are varied and flexible, 
creating an enormous diversity of beliefs and choices, but 
the models that we use to predict behavior do not and 
cannot capture this diversity. To build a better theory of 
human behavior, we must start with an appreciation for 
how we actually reason.  As cognitive science has shown, 
intuitive notions of how the mind works (vision, language, 
memory, etc.) may be very useful for humans to hold as 
scaffolding for consciousness, but they are 
comprehensively wrong and simplistic. Intuitive notions of 
how we reason are not a basis for science.  How we reason 
must be discovered, not assumed, and certainly not 
borrowed from intuition 

 One of the principal problems stems from the core 
solution strategy for noncooperative games of Nash 
equilibrium. While it is mathematically elegant, it requires 
agents in the game to have correct and consistent beliefs 
[22]. To have “correct beliefs” we assume that the agents, 
or the players in a game, to regard all other players as 
being “Nash players” and to predict that they all follow 
Nash equilibrium (NE) strategies. It is also typically 
required that players have “common knowledge” that they 
are all Nash players, that is, that they know that other 
players know that they themselves are following Nash 
equilibrium strategies, and so on, ad infinitum.  Others 
have pointed out that “Common Nash refinements have 
similar attributes. Although these refinements differ in 
what they allow players to know and believe, they continue 
to require that actors share identical conjectures of other 
players’ strategies” [23, p. 106].  If players do not believe 
that other players will adopt NE strategies, however, it is 
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no longer true that players’ best response to each other will 
be to follow a NE strategy. The natural, biological, or 
cognitive means by which this comes about are not 
specified, merely that, given enough time and effort, 
players can all learn what behaviors to adopt and when to 
adopt them, or, baring this eventuality, that societies will 
adopt rules, laws or norms to restrict and channel behavior 
to more efficient forms.  Prior work on subjects’ beliefs in 
experimental settings suggest that subjects possess non-
equilibrium beliefs [24, 25] and that in at least some 
settings their behavior can be reasonable, given their 
beliefs [26].  
  In what follows, rather than trying to stitch together 
measurements from different experiments, with different 
protocols, run under different conditions and at different 
times, we use a within-subjects design, run over a single 
academic term, to investigate choices in a large battery of 
single-shot games.  Within our battery of tasks we elicit 
subjects’ beliefs about the other subject’s actions, plus we 
elicit recursive beliefs about other subjects’ beliefs in these 
games.  We demonstrate that subjects’ actions and beliefs 
are consistently inconsistent, deviating from one person to 
another and for each person from one task to another. A 
given subject is often not consistent in action across nearly 
identical choice moments at different times in the same 
within-subject battery of tasks and a given subject is often 
not consistent even at the same time in their beliefs, 
preferences and actions. We also see great variation across 
subjects for a given task. For our specific battery, this 
refutes not only Nash equilibrium but also the patches that 
have been designed to explain deviation from it.  
 
2  Experimental Design 
  We report on a number of tasks here related to the 
well-known Trust Game [27]. In our experiments, subjects 
know that their choices are always private and anonymous, 
even to the experimenters at the time of the experiment 
(i.e., double blind). Subjects receive no feedback during 
the course of the experiment about the consequences of 
their choices, except for quizzes related to the given tasks 
(subjects may, for some of our tasks, be able to infer the 
consequences of their choices). For each task, subjects are 
randomly matched to another subject.  Thus, to the extent 
possible, every task is a single shot, separate from the prior 
and future choices.  Subjects are divided into two rooms, in 
groups of ten in each room.  We ensure that no subject 
knows anyone else in either of the two rooms of the 
experiment. As much as possible, then, this environment 
creates a situation in which subjects derive their utility 
solely from the payoffs in the experimental tasks and not 
from concerns about reputation, signaling for future games, 
experimenter demand, or other actions that are not related 
to the immediate monetary payoffs we present.  
  The Trust Game (sometimes called the investment 
game) involves two players. Each player begins with a $5 

endowment.  The first player (Player 1 or the “Investor” 
[27]) chooses how many dollars, if any, to pass to an 
anonymous second player (Player 2 or “Trustee” [27]). In 
our experimental protocols, we use no labels other than 
“the other person(s)” (to avoid a gaming frame). To avoid 
suggesting an investment or reciprocity frame we label 
each action as a “transfer.” The first player keeps any 
money he does not pass. As in [27], the money that is 
passed is tripled in value and the second player receives the 
tripled amount. The second player at that point has the 
original endowment of $5 plus three times the amount the 
first player passed, and decides how much, if any, of that 
total amount to return (i.e., transfer) to the first player. The 
second player at the moment of choice in the Trust Game 
is in a role that is equivalent to the role of Dictator in the 
classic Dictator Game [see 8]. As in the Dictator Game, the 
dominant strategy equilibrium, which is trivially the 
subgame perfect Nash equilibrium (SPNE), is that Player 2 
will return $0. By backward induction, then Player 1 in the 
Trust Game will send $0. This is also a dominant strategy.  
As such, any amount sent by Player 1 to Player 2 should be 
viewed by Player 1 as a donation, and we label the first 
half of the Trust Game as what we call a Donation Game. 
  These equilibrium strategies derive from the 
assumption is that all players maximize their monetary 
payoff and that they believe that all other players do the 
same.  In the Trust Game, a Player 1 with these beliefs 
would conclude that Player 2 will return nothing and so, as 
a maximizer, Player 1 sends nothing.   The beliefs that 
players hold about other players lead to the belief at every 
level of recursion that all players will send $0, and that 
they will guess that others will send $0, and they will guess 
that others will predict that everyone will send $0, and so 
on, ad infinitum.   
 But what happens if a subject with these NE beliefs 
finds himself off the equilibrium path?  In the Trust Game, 
only Player 2 could make a choice after finding himself or 
herself presented with an off-the-equilibrium-path choice.  
If Player 2 is gifted with anything more than his or her $5 
endowment, the subgame perfect Nash equilibrium 
strategy is still to send $0 back.   
  Every subject makes decisions first as Player 1.  They 
are then randomly paired with someone from the other 
room and they make choices as Player 2. So everyone gets 
to be Player 1 first, then Player 2, about 90 minutes later.  
To limit learning, even if it is just learning about the 
actions of a randomly assigned partner in another room, we 
defer the choices for all subjects as Player 2 to the end of 
the experiment. They thus play Trust twice, but in different 
roles. Player 1 never learns the consequences of any of his 
or her choices in the Trust Game.  Player 2 can of course 
infer the consequences of his or her own choices. 
  We add elements to the basic Trust Game to tap into 
subjects’ beliefs. Our belief elicitation mechanism borrows 
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from the idea of a prediction market [28], which in 
experimental settings such as those described here have 
been referred to as “scoring rules” [29, 30, and for a brief 
survey see 8]. We do not ask subjects to report their 
expectations, as some experimenters have done, in order to 
prod strategic thinking, rather, we ask them to “guess” 
other subjects’ choices, or to guess other subjects’ 
“predictions.”  As with all of our protocols, we try to 
provide little or no framing of the experimental tasks 
offered to our subjects.  Only after Player 1 makes his 
choice about how much to transfer, do we ask him to guess 
how much Player 2 will return.  We then elicit Player 1’s 
recursive beliefs about Player 2.  So, we next ask Player 1 
to guess what Player 2 will later predict how much Player 
1 is transferring. We further ask Player 1 to guess Player 
2’s prediction of Player 1’s guess of how much Player 2 
will return.  We also elicit each subject’s recursive beliefs 
when they are in the role of Player 2.  Before Player 2 
learns Player 1’s choice, and thus before Player 2 knows 
how much they have available to them, we ask Player 2 to 
guess how much money Player 1 transferred.  We also ask 
Player 2 to guess how much Player 1 predicted that Player 
2 would guess that Player 1 transferred.  After Player 2 
learns Player 1’s transfer, we ask Player 2 to guess how 
much Player 1 predicted she would return. All subjects 
know that all subjects earn $3 for each correct guess and 
earn nothing for a guess that is wrong.  All subjects in our 
experiments know this.  We also allowed subjects to, in 
essence, “double-down,” on each guess, adding a second 
“bet” equal to $3 if they are correct in their guess and $0 
otherwise.  We also always quizzed our subjects with 
respect to the instructions, paying them for correct 
answers.   
  In calibrating these prediction questions prior to the 
launch of our experiments we learned two things: (1) that 
there does not exist an easy language for eliciting recursive 
beliefs, so we made use of generic cartoon “heads” to 
represent what subjects are predicting and “$” sign and 
arrow icons to represent actions and the object of their 
current attention; and (2) subjects laughed and failed to 
answer our queries, even when diagrammed in cartoon 
form, with written explanations.  These two preliminary 
findings suggested to us that people really do not have the 
recursive beliefs required by NE. 
  The questions we ask vary slightly for each task, but 
as an example, here is the exact question we ask Player 2: 
“How much money do you guess the other person 
transferred to you? If you guess correctly, you will earn $3. 
If not, you will neither earn nor lose money.” We add 
similar incentivized prediction tasks to various 
experimental tasks. Players do not learn whether their 
predictions were right or wrong and subjects never have 
any information about other subjects’ guesses.   
  Subjects also make decisions in a variety of other 

games, including the already mentioned Dictator Game and 
what we call the Donation Game. In both these games, 
each subject is randomly paired with yet other subjects in 
the other room.  In the Dictator Game, The Dictator (Player 
1) and the Receiver (Player 2) have endowments identical 
to those the subjects had when they were in the role of 
Player 2 and Player 1 in Trust (although they have been 
randomly rematched and they known they’ve been 
randomly rematched).  Accordingly, the Dictator Game 
was identical right down to the specific endowments to the 
second half of the Trust Game. In effect, each subject 
replayed the second half of the Trust Game, but now 
without the reciprocity frame. The SPNE is for the Dictator 
to send $0 to the Receiver.  The Donation Game is 
identical, except that each player begins with a $5 
endowment and the amount Player 1 chooses to send is 
quadrupled before it is given to Player 2 (making it roughly 
similar but not identical to the choice faced by Player 1 in 
the Trust Game, without the possibility of reciprocity).  
The dominant strategy and SPNE is again for the Donor to 
send $0. 
   The subjects in our experiment completed the tasks 
using pen and paper in a controlled classroom 
environment. Subjects were recruited using flyers and 
email and text messages distributed across a large public 
California university and were not compelled to participate 
in the experiment, although they were given $5 in cash 
when they showed up and signed in. A total of 180 subjects 
participated in this experiment. The experiment lasted 
approximately two hours, and subjects received on average 
$41 in cash.  The experiment was followed sometime later 
with a questionnaire, for which subjects were also paid.   

3  Result: Subjects’ Beliefs in the 
Trust Game 
  Common patches to help explain the commonly 
observed departures to NE strategies (other-regarding 
preferences, cognitive constraints, decision-making biases, 
or equilibrium refinements) usually continue to maintain 
the assumption that players deviate from game-theoretic 
expectations in consistent ways.  For example, if players 
prefer to reduce inequality, that preference should be stable 
across all manner of economic games [10]. Or, if players 
cannot perform backward deletion of dominated sub-
games, as game theory requires, then this handicap should 
operate in all game environments of equal difficulty [17, 
18, 19]. In this section we focus both on whether subjects 
have beliefs that are consistent with SPNE and whether 
their beliefs are consistent across tasks (regardless of 
alignment with SPNE). To date, there has been little focus 
on identifying the extent to which players have consistent 
beliefs or behavior across games.  
  Cognitive science gives us considerable reason to 
doubt that players will behave identically across different 
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environments, because changes in environment lead to 
changes in mental activation, which affects beliefs and 
behavior.  As Sherrington famously wrote, the state of the 
brain is always shifting, “a dissolving pattern, always a 
meaningful pattern, though never an abiding one” [32]. If 
the particular tasks, and order of those tasks, induce 
different mental activations, then belief and behavior 
should vary accordingly.  Our experiment is designed to 
shed light on whether subjects have consistent beliefs and 
make consistent choices. 
  In many of our tasks, we ask subjects to make guesses 
about other players’ actions and predictions. Do subjects 
believe what game theory assumes they believe?  The 
answer is that there is huge variance across what subjects 
believe in a single game and also huge variance within 
subjects from one task to another.  
  The SPNE in the Trust Game is that neither Player 1 
nor Player 2 will send any money to the other.   All should 
believe that all others will predict that no one will send 
money, and all such beliefs should be infinitely recursive, 
so that Player A believes Player B believes Player A 
believes Player B will send no money, and so on for any 
number of steps and for any subject in any role A or B.   
  But we see quite the contrary in our experiments: only 
68 of 180 subjects as Player 2 believe that Player 1 will 
send nothing. In other words, 62% of subjects have 
“incorrect” beliefs, that is, beliefs contrary to those that 
support SPNE strategies.     
  Next we examine the guesses made by Player 1 of the 
amount Player 2 will return.  In what follows, we include 
even the Player 1s who sent nothing. (Since Player 2 
begins with a $5 endowment, Player 2 can transfer money 
even if Player 1 sent nothing.)  Ninety-two of the 180 
subjects guess that Player 2 will return $0, but 88, or 49%, 
believe that Player 2 will return some money.  This means 
that 49% of these subjects have “incorrect” beliefs.  Their 
beliefs diverge broadly from SPNE, across a large span of 
possible returns.  
  We can compare subjects’ beliefs about others in one 
part of the Trust Game with their choices in that same part 
of the Trust Game. For example, we can examine the 
difference between what a subject choose to do as Player 1 
in the Trust Game, and what they believe as Player 2 that 
Player 1 will do (and recall, when they are Player 2, 
they’ve already made choices as Player 1).  The modal 
category is subjects believe that other subjects will play 
like them: 109 of the 180 subjects guess that the choice of 
the Player 1 with whom they are randomly matched will be 
the same as their own choice when they were Player 1. For 
these subjects, theory of mind might equal theory of self, 
or this may simply represent the “false consensus” effect in 
which people think others are more like them than they 
actually are [31], or it might be akin to the curse of 
knowledge, but we can’t really tell. Perhaps most 

surprising, there is a large variance, with 71 subjects (39%) 
making guesses that differ from their own choices. 
  We can also examine the number of subjects who 
have beliefs consistent with NE across tasks. In the Trust 
Game, subjects make predictions as Player 1 about the 
behavior of Player 2 and as Player 2 about the behavior of 
Player 1. We already demonstrated that in either single 
task, a great many subjects do not have SPNE beliefs. If 
Player 1 has NE beliefs, it means that this subject guessed 
that Player 2 would return nothing. If Player 2 has NE 
beliefs, it means that the subject guessed that Player 1 
would send nothing. Overall, out of 180 subjects in our 
analysis, only 63 subjects made guesses as both Player 1 
and 2 that were consistent with NE beliefs. In other words, 
only 35% of our subjects have consistently “NE beliefs” 
even inside this one game.   

 There were 83 subjects who lacked NE beliefs in both 
part of the Trust Game, 29 subjects who possessed “NE 
beliefs” as Player 1 but not as Player 2, and only 5 subjects 
who possessed “NE beliefs” as Player 2 but not as Player 
1. Our experiment does not allow us to identify why 
players’ beliefs diverge from the NE beliefs, but it is clear 
that most subjects deviate from NE beliefs during at least 
one of the experimental tasks.  
  There were 60 subjects who were “fully Nash actors” 
in the Trust Game, that is, the subjects whose actions as 
both Player 1 and 2 were consistent with SPNE strategy. 
We examine whether these 60 subjects have beliefs that are 
“fully Nash” in the Trust Game. The answer is no. First, let 
us consider these 60 subjects in the role of Player 1 in 
Trust.  Of these 60 subjects, 56 guessed as Player 1 that 
Player 2 would return nothing, which is consistent with 
SPNE. Only 40 of the 60 “fully Nash” Trust players (66%) 
guessed that Player 2 predicted that they would transfer $0.  
The other 20 of the 60 “fully Nash” Trust players (1/3rd) 
lacked that SPNE belief. 49 of the 60 also guessed Player 
2’s prediction of Player 1’s guess of what Player 2 will 
return to be $0. These results show that even the 60 “fully 
Nash” Trust subjects hold beliefs whose degree of 
consistency with SPNE principles varies question by 
question even when we look at only those questions asked 
of them when they are in the role of Player 1.  Beliefs show 
flexibility.  
  We next turn to the beliefs of those 60 “fully Nash” 
Trust subjects when they are in the role of Player 2 in 
Trust.  Of the 60, 44 guess that Player 1 will transfer 
nothing; that is, 16 of 60 (27%) lack SPNE beliefs.  Of the 
60, 35 guess that Player 1 predicts that they will return 
nothing; that is, for this question, 42% of these 60 “fully 
Nash” Trust subjects have beliefs that are inconsistent with 
SPNE. Overall, non-SPNE beliefs are quite common even 
among the 60 “fully Nash” actors in the Trust Game.  
Beliefs show flexibility and refute the assumed beliefs of 
Nash equilibrium and the four patches often applied to NE.  
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4  Result: Inconsistency of Behavior in 
Trust, Donation, and Dictator 
  We turn next to examine the actions of subjects across 
a number of similar tasks to see if individual subjects 
behave consistently.  In particular, we look at a set of tasks, 
all of which involve choosing how much money to transfer 
to another person and in some tasks the decision is not 
contingent on the other player. In the Trust Game, subjects 
play the role of Player 1 and 2 during the course of the 
experiment.  
  One way to investigate consistency of behavior is to 
examine the choices of subjects who as Player 2 in Trust 
received money from Player 1.  Of the 100 subjects who 
received money as Player 2 in Trust, only 62 returned any 
of the money to Player 1. Additionally, of those 62, only 
40 sent money in the Dictator Game, which is identical to 
the percentage of subjects who sent nothing in other 
“double blind” versions of the Dictator Game [13]. This 
shows that many subjects do not behave consistently in 
these two identical choice situations, in which their actions 
could reduce inequality. Further, of the 40 who sent money 
in Dictator, only 29 also send money in the Donation 
Game. This means that of the 100 subjects who received 
money as Player 2 in Trust, only 29 sent money to the 
other player in all three related tasks. This shows that the 
same subjects do not behave consistently even in their 
violations of SPNE.  
  Another example of apparently inconsistent behavior 
comes from examining the subjects who passed $0 out of 
$5 in the Donation Game, suggesting they are not 
concerned with others’ earnings. Of the 87 subjects who 
passed $0 in the Donation Game, 63 of them also passed 
nothing as Player 1 in the Trust Game, both behaviors of 
which are consistent with standard game theoretic 
behavior. However, the other 24 subjects passed $0 in the 
Donation Game and some amount greater than $0 in the 
Trust Game. What model predicts this behavior? Why 
would a player who passes nothing in the Donation Game 
pass money in the Trust Game? One possibility is that the 
player believes that passing money in Trust will result in 
greater earnings, because Player 2 will return enough 
money to make the choice to pass money financially 
beneficial. However, among these 24 subjects some guess 
they will earn money in the Trust Game and others guess 
they will lose money. The lack of consistency in these two 
very similar settings is further evidence that assumptions of 
consistent behavior are at odds with much human action.   
  Subjects deviate remarkably from NE strategies.  We 
have reported how subjects’ beliefs deviate from those 
necessary to support equilibrium strategies.   We have also 
shown that these deviations are not consistent.  
Accordingly, it is doubtful that proposals to explain 
deviation from NE strategies will succeed if they presume 

a consistent mental or behavioral signature.    
  Now, we ask whether actions are minimally rational, 
that is, do subjects’ actions accord with their beliefs?  To 
begin, we investigate whether action and belief accord in 
the Trust Game.  In our experiment, over one-half of 
subjects in the role of Player 1 (100 out of 180) pass a 
nonzero amount of money to Player 2 (this differs from 
[27]), which is inconsistent with a SPNE strategy, and on 
average subjects pass $1.44 (which is not significantly 
different than the findings in [27]). Of the 100 subjects 
who receive money as Player 2, 62 of them return some 
money to Player 1.  On net, Player 1 loses money (our 
results here are almost identical to those by [27]).  
  To look at the relationship between beliefs and actions 
we examine the difference between the amount Player 1 
sends to Player 2 and the amount Player 1 guesses Player 2 
will return.  Recall that any money sent by Player 1 is 
tripled before it is sent to Player 2 and added to Player 2’s 
initial $5, (e.g., if Player 1 sends all $5, then Player 2 has 
$20, and if Player 2 splits that money, then Player 1 and 
Player 2 end with $10 each, and we would say that each 
has “earned” $5 through their actions).  Overall, there are 
only a few players who guess that they will lose money by 
sending money to the other player. Mostly, players expect 
to break even or benefit slightly from their decision. The 
beliefs held by these players imply not only that they do 
not expect others to play consistently with SPNE 
strategies, but also that they expect, on average, to profit 
from their non-SPNE strategy to send money. But again, 
beliefs are not consistent across subjects. 
  There are 100 subjects who as Player 1 in Trust chose 
to send a positive amount to Player 2, and 20 of those 
players guess they will not receive anything in return. 
These 20 players guess that Player 2 will follow a SPNE 
strategy.  These 20 subjects cannot simultaneously be 
maximizing their payoffs and hold the belief that Player 2 
will follow a SPNE strategy of returning $0 so it is hard to 
see how their choices accord with their own beliefs. We 
must either conclude that they are not payoff maximizers 
or relax the assumption that subjects act according to 
beliefs.  One possible response is to give up the assumption 
that believing, preferring, deciding, and acting are 
coordinated mental events.  Perhaps subjects act without 
fully activating their decisions, or believe without 
activating the consequences of those beliefs for action, or 
act without activating beliefs, and so on.     
  These results make it clear that we may not be able to 
simply observe behavior and then make correct inferences 
about the underlying beliefs that generated the behavior. 
When we observe a Player 1 in the Trust Game pass 
money what beliefs do we presume preceded that 
behavior? Is this a subject who is motivated by other-
regarding preferences who does not expect to benefit 
financially? Or, is this a player who sincerely believes that 
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the 2nd player in the Trust Game will return enough money 
to make the initial decision profitable?  
  There were 60 subjects who were “fully Nash actors” 
throughout the game; that is, they chose SPNE strategies 
(i.e., $0) as both Player 1 and Player 2., We ask whether 
these 60 “fully-Nash” actors in Trust are “fully Nash” in 
the related Donation and Dictator Games.  Of these 60 
subjects, 57 pass $0 in the Dictator Game and 50 of the 60 
pass $0 in the Donation Game. If we focus on those 57 
subjects who are “fully Nash actors” as both Player 1 and 
Player 2 in Trust and also as Dictator in the Dictator Game, 
we find that 48 of the 57 pass nothing in the Donation 
Game. Therefore, across our entire subject pool, only 48 
(27%) have consistent NE behavior in three related games 
of Trust, Donation, and Dictator.  
  Although deviations in a single game have been 
widely recognized, research has not focused on how 
behavior across games is related. We have shown in a 
variety of ways that NE-consistent behavior in one task 
does not guarantee similar behavior in another setting. 
Therefore, even accurately predicting a subjects’ action in 
one setting is no guarantee that it is possible to predict 
accurately the subjects’ action in another setting. We 
demonstrate thisusing game theoretic environments that are 
exceedingly similar, which would seem to stack the deck in 
favor of finding consistent behavior across games. 
However, the results from our battery of experimental 
tasks demonstrate that subjects regularly deviate from 
SPNE in both their beliefs and behavior, that the deviations 
are themselves inconsistent, and that there is variation in 
the degree to which behavior accords with belief.   These 
deviations are so pervasive and the variation so large, even 
among subjects taking actions in similar or identical 
strategic settings, that is seems unwarranted to refer to 
them as “deviations.” On the contrary, even though our 
subject pool is derived from subjects with very high math 
SATs, who were on the whole in the top 2% of high school 
graduates, consistent “NE behavior and beliefs” appear to 
be remarkable deviations from human cognitive patterns 
and human behavior.   

5  Discussion 
  Games are defined by seven characteristics: players, 
actions, information, strategies, payoffs, outcomes, and 
equilibria, including equilibrium refinement [33].   
Equilibria must be mutually consistent, indeed, “[T]he 
Nash equilibrium (NE) concept . . . entails the assumption 
that all players think in a very similar manner when 
assessing one another’s strategies. In a NE, all players in a 
game base their strategies not only on knowledge of the 
game’s structure but also on identical conjectures about 
what all other players will do. The NE criterion pertains to 
whether each player is choosing a strategy that is a best 
response to a shared conjecture about the strategies of all 

players. A set of strategies satisfies the criterion when all 
player strategies are best responses to the shared 
conjecture. In many widely used refinements of the NE 
concept, such as subgame perfection and perfect Bayesian, 
the inferential criteria also require players to have shared, 
or at least very similar, conjectures” [23: 103-104].  NE is, 
at its core, a cognitive theory.   
  In cognitive science, “theory of mind” refers to our 
amazing disposition to attribute mindedness to other 
human beings. Classical economics takes theory of mind 
for granted, and extends it to the view that all of those 
minds are driven by consistent preferences and beliefs to 
consistent actions. Behavioral game theory applies patches 
to come up with a conception of individual minds as 
consistently deviant from classical rationality. Hence the 
phrase “predictably irrational.” The difference between 
classical rationality and behavioral game theory is not 
about consistency: classical rationality assumes that 
everyone is consistent in the same way, while behavioral 
game theory assumes that each person is consistent in a 
certain “deviant” way. While classical rationality and 
behavioral game theory are often taken to be opposed, we 
seem them as uniformly based on an assumption of 
consistency that does not stand with experimental test.  
  Some scholars justify consistency as a mathematical 
shortcut that is meant to represent the result of some 
unspecified learning, evolutionary adjustment process, or 
the adoption of social norms, laws or institutions [34]. 
These processes, however, are rarely defined. This line of 
reasoning also implies that beliefs and choices will not be 
consistent if players do not have time to learn or evolve. 
  As in many related experiments [for a survey see 8], 
subjects in our experiments do indeed deviate from SPNE 
predictions, both in their actions and in their beliefs. We 
also demonstrate that subjects’ recursive beliefs (beliefs 
about the beliefs of other players) are often inconsistent 
with NE predictions, a result that has not been widely 
appreciated.  We show further that the variance in actions 
and beliefs is very large.   

Even the common patches of behavioral game theory 
do not predict the tremendous diversity that we observed 
for individual subjects and the variance across subjects’ 
beliefs and behavior. Subjects’ reported beliefs and their 
behavior are regularly incongruent – subjects who play 
consistently with NE prediction do not always possess the 
assumed game theoretic beliefs. Furthermore, subjects’ 
beliefs differ across settings even when there are no 
changes in the cognitive complexity of the setting. Taken 
together these results suggest that game theoretic models 
and common modifications employed to make them 
explain the deviations from straightforward NE, do not 
accurately predict the variations in behaviors we observe in 
a laboratory setting. Therefore, research into decision-
making should turn to discovering the cognitive patterns of 
decision-making. 
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Abstract 
 

The optimization of quantum computing circuitry and compilers at some level must be expressed in terms of 

quantum-mechanical behaviors and operations.  In much the same way that  the structure of conventional 

propositional logic is the logic of the description of  the behavior of classical physical systems and is 

isomorphic to a Boolean lattice, so also the algebra, C(H), of closed linear subspaces of  (equivalently, the 

system of linear operators on)  a Hilbert space is a logic of  the descriptions of the behavior of quantum 

mechanical systems and  is  a model of an ortholattice (OL).  An OL can thus be thought of as a kind of 

“quantum logic” (QL).  In order to delimit the axiomatic basis of the derivation of a proposition in a 

formal system, it is  helpful to formulate a theory so that none of  its axioms depend on any others in that 

theory.   Here, I use an automated deduction framework to show that the axioms of the Megill-Pavičić 

formulation of ortholattice theory are independent.  In addition, these results  illustrate the utility of 

automated deduction in investigating  the foundations of quantum computing. 

 

Keywords:  automated deduction, lattice theory 

 

 

1.0  Introduction 

 
The optimization of quantum computing 

circuitry and compilers at some level must 

be expressed in terms of the description of 

quantum-mechanical behaviors ([1], [17], 

[18], [20]).  In much the same way that 

conventional propositional logic ([12]) is the 

logical structure of description of the 

behavior of classical physical systems (e.g. 

“measurements of the position and 

momentum of an electron are 

commutative”) and is isomorphic to a 

Boolean lattice ([10], [11], [19]), so also the 

algebra, C(H), of the closed linear subspaces 

of  (equivalently, the system of linear 

operators on)  a Hilbert space H ([1], [4], 

[6], [9], [13]) is a logic of the descriptions of 

the behavior of quantum mechanical 

systems (e.g., “the measurements of the 

position and momentum of an electron are 

not commutative ”) and is a model ([10]) of 

an ortholattice (OL; [8]).  An OL can thus be 

thought of as a kind of “quantum logic” 

(QL; [19]).   
 
 

The Megill-Pavičić formulation of 

ortholattice theory ([11]) is shown in Figure 

1. 
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______________________________________________________________________________ 

 

 
% Definitions 

le(x,y)  <->  (x v y = y)   # label("Df of le"). 

1 = x v c(x)                # label("Df of 1"). 

0 = x ^ c(x)                # label("Df of 0"). 

 

% Axioms 

x = c(c(x))                                       # label"(MP_L1"). 

le(x, x v y)  &  le(y, x v y) & le(y, x v c(x))   # label("MP_L2"). 

(le(x,y) & le(y, x)) -> (x = y)                   # label("MP_L3a"). 

le(x,y) -> le(c(y), c(x))                         # label("MP_L4"). 

(le(x,y) & le(y,z)) -> le(x,z)                    # label("MP_L5"). 

(le(x,z)  &  le(y,z))  -> le(x v y, z)            # label("MP_L6"). 

 

where  

x, y are variables ranging over lattice nodes 

^ is lattice meet 

v is lattice join 

c(x) is the orthocomplement of x 

=  is equivalence 

1 is the maximum lattice element (= x v c(x)) 

0 is the minimum lattice element (= c(1)) 

 
Figure 1.  The  Megill-Pavičić formulation of ortholattice theory ([11]). 

________________________________________________________________________ 

 

 

2.0  Method 

 
The ortholattice  axiomatization of [11] was 

implemented in mace4 ([2]) scripts ([3]), 

then executed in that framework  on a  Dell 

Inspiron 545 with an  Intel Core2 Quad CPU 

Q8200 (clocked @ 2.33 GHz) and 8.00 GB 

RAM, running under the Windows Vista 

Home Premium /Cygwin ([5]) operating 

environment.  The script implements the 

derivation of models (Figure 2) in which all 

of those axioms, minus one, conjoined with 

the negation of the excluded axiom,  hold in 

at least one interpretation, demonstrating 

that the axiom which has been negated is 

independent of the remaining lattice axioms 

([10]). 

 

 

3.0  Results 
 
The six proofs Figure 2 show the 

independence of the ortholattice axioms  of 

[11] from each other. 

 
_________________________________________________________________________________________ 

 

 

============================== MODEL FOR MP_L1 ================================= 

 

interpretation( 2, [number=1, seconds=0], [ 

 

        function(A, [ 0 ]), 

 

        function(c(_), [ 1, 1 ]), 

 

        function(^(_,_), [ 

      0, 0, 

      0, 0 ]), 

 

        function(v(_,_), [ 

      0, 1, 

      1, 1 ]), 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 523



 

        relation(le(_,_), [ 

      1, 1, 

      0, 1 ]) 

]). 

 

============================== end of model ========================== 

 
 

 
============================== MODEL FOR MP_L2 ================================= 

 

interpretation( 3, [number=1, seconds=0], [ 

 

        function(A, [ 0 ]), 

 

        function(B, [ 0 ]), 

 

        function(c(_), [ 2, 1, 0 ]), 

 

        function(^(_,_), [ 

      0, 0, 0, 

      0, 0, 0, 

      0, 0, 0 ]), 

 

        function(v(_,_), [ 

      0, 0, 1, 

      1, 1, 0, 

      1, 0, 2 ]), 

 

        relation(le(_,_), [ 

      1, 0, 0, 

      0, 1, 0, 

      0, 0, 1 ]) 

]). 

 

============================== end of model ========================== 

 

 

 

============================== MODEL FOR MP_L3a ================================= 

 

interpretation( 6, [number=1, seconds=0], [ 

 

        function(A, [ 2 ]), 

 

        function(B, [ 4 ]), 

 

        function(c(_), [ 1, 0, 3, 2, 5, 4 ]), 

 

        function(^(_,_), [ 

      0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0 ]), 

 

        function(v(_,_), [ 

      0, 1, 2, 3, 4, 5, 

      1, 1, 1, 1, 1, 1, 

      2, 1, 2, 1, 4, 1, 

      3, 1, 1, 3, 1, 5, 

      2, 1, 2, 1, 4, 1, 

      3, 1, 1, 3, 1, 5 ]), 

 

        relation(le(_,_), [ 

      1, 1, 1, 1, 1, 1, 

      0, 1, 0, 0, 0, 0, 

      0, 1, 1, 0, 1, 0, 

      0, 1, 0, 1, 0, 1, 
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      0, 1, 1, 0, 1, 0, 

      0, 1, 0, 1, 0, 1 ]) 

]). 

 

============================== end of model ========================== 

 
 

 

 
 
============================== MODEL FOR MP_L4 ================================= 

 

interpretation( 2, [number=1, seconds=0], [ 

 

        function(A, [ 0 ]), 

 

        function(B, [ 1 ]), 

 

        function(c(_), [ 0, 1 ]), 

 

        function(^(_,_), [ 

      0, 0, 

      0, 0 ]), 

 

        function(v(_,_), [ 

      1, 1, 

      1, 1 ]), 

 

        relation(le(_,_), [ 

      0, 1, 

      0, 1 ]) 

]). 

 

============================== end of model ========================== 

 

 

 
 
============================== MODEL FOR MP_L5 ================================= 

 

interpretation( 8, [number=1, seconds=0], [ 

 

        function(A, [ 0 ]), 

 

        function(B, [ 2 ]), 

 

        function(C, [ 3 ]), 

 

        function(c(_), [ 6, 7, 4, 5, 2, 3, 0, 1 ]), 

 

        function(^(_,_), [ 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0, 

      0, 0, 0, 0, 0, 0, 0, 0 ]), 

 

        function(v(_,_), [ 

      0, 1, 2, 0, 1, 1, 1, 0, 

      1, 1, 1, 1, 1, 1, 1, 1, 

      2, 1, 2, 3, 1, 1, 1, 2, 

      0, 1, 3, 3, 1, 1, 1, 3, 

      1, 1, 1, 1, 4, 4, 6, 4, 

      1, 1, 1, 1, 4, 5, 5, 5, 

      1, 1, 1, 1, 6, 5, 6, 6, 

      0, 1, 2, 3, 4, 5, 6, 7 ]), 

 

        relation(le(_,_), [ 
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      1, 1, 1, 0, 0, 0, 0, 0, 

      0, 1, 0, 0, 0, 0, 0, 0, 

      0, 1, 1, 1, 0, 0, 0, 0, 

      1, 1, 0, 1, 0, 0, 0, 0, 

      0, 1, 0, 0, 1, 0, 1, 0, 

      0, 1, 0, 0, 1, 1, 0, 0, 

      0, 1, 0, 0, 0, 1, 1, 0, 

      1, 1, 1, 1, 1, 1, 1, 1 ]) 

]). 

 

============================== end of model ========================== 

 
 

 
============================== MODEL FOR M_L6 ================================= 

 

interpretation( 4, [number=1, seconds=0], [ 

 

        function(A, [ 0 ]), 

 

        function(B, [ 2 ]), 

 

        function(C, [ 0 ]), 

 

        function(c(_), [ 3, 2, 1, 0 ]), 

 

        function(^(_,_), [ 

      0, 0, 0, 0, 

      0, 0, 0, 0, 

      0, 0, 0, 0, 

      0, 0, 0, 0 ]), 

 

        function(v(_,_), [ 

      0, 1, 1, 1, 

      1, 1, 1, 1, 

      0, 1, 2, 3, 

      1, 1, 1, 3 ]), 

 

        relation(le(_,_), [ 

      1, 1, 0, 0, 

      0, 1, 0, 0, 

      1, 1, 1, 1, 

      0, 1, 0, 1 ]) 

]). 

 

============================== end of model ========================== 

 

 
Figure 2.  mace4 models showing, in turn, the independence of each of the axioms of the ortholattice 

theory formulation in [11] from each other   Each text line of  values in the rightmost set of square 

brackets are assignments of values of  integers to lattice positions.  The number of nodes in such a 

lattice is N, where N is the first parameter in the "interpretation" line in the model.  For example, in 

the model showing the independence of MP_L6, the "interpretation" line begins with "interpretation 

( 4, ...", so N = 4. Such an assignment of values to nodes is said to satisfy or be a model of the indicated 

function/relation if the function/relation holds within the lattice under the assignment to those 

positions.   Details of the mace4 notation can be found in [1]. 
 

_______________________________________________________________________ 

 

 

The time to produce the content of Figure 2 

on the platform described in Section 2.0 was 

approximately 0.5 second. 

   

 

4.0 Discussion 
 
The results shown in Section 3.0 motivate at 

least two observations: 
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 1.  Each ortholattice theory axiom of 

[11] is independent of the other axioms in 

that formulation.   

 

 2.  All the models in Figure 2 are 

distinct. 
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ABSTRACT
The HP software teams have built an enterprise social plat-
form for over 40,000 employees distributed across the globe
to share knowledge, learn from each others’ experiences, and
search for content relevant to the Hewlett Packard Applica-
tion Services business. Given the unstructured nature of the
content inside the platform, a key issue for the participants
is to search for and retrieve content. To address this chal-
lenge, social platforms typically allow their participants to
tag and thematize content. The platform then uses the tags
and themes to facilitate content search and retrieval. How-
ever, platform participants do not always tag and themetize
their content, and when they do, the tags and themes can
often be incomplete or misleading.
A robust and accurate tagging and themetization system

that will support the search and retrieval capabilities is crit-
ical to the platform. We provide a keyword and key phrase
extraction technique based on term co-occurrences that per-
forms better than traditional tfidf-based techniques. The
extracted keywords and key phrases are used to construct
a semantics graph. We further provide a content themati-
zation system that discovers the major themes within the
content based on the constructed semantics graph.

1. INTRODUCTION
The Industrialized Delivery System (IDS) Square is an

enterprise social platform built by Hewlett Packard to help
create a globally-connected community of 40,000+ employ-
ees. The sharing, search and retrieval of content in social
platforms often rely on manually-assigned tags to content;
however, participants often do not tag their content, and
when they do, the tags can be incomplete and misleading.
In collaboration with the software teams at Hewlett Packard,
we have built a system that automatically tags content, clus-
ters the sections of content into themes, and deduces the se-
mantics of the search phrases input by the participants. The
system relies on novel pattern recognition, data mining and
graph clustering techniques developed by our teams. Our
system is currently being integrated into the IDS Square
platform.
The HP software teams have built an enterprise social

platform for over 40,000 employees distributed across the
globe to share knowledge, learn from each others’ experi-
ences, and search for content relevant to the Hewlett Packard
Application Services business. The platform is called the
Industrialized Delivery System (IDS) Square, announced by
the Application Services leadership team to their employees
in late August, 2011. The 40,000+ IDS Square participants

will contribute to the network through a range of activities
such as posting services-related entries, linking their entries
to HP’s internal and external sites, and commenting and
voting on each others’ posts.

Given the unstructured nature of the content inside the
IDS Square platform, a key issue for the participants is to
search for and retrieve content. To address this challenge,
social platforms typically allow their participants to tag and
thematize content. The platform then uses the tags and
themes to facilitate content search and retrieval. However,
platform participants do not always tag and themetize their
content, and when they do, the tags and themes can often
be incomplete or misleading. A robust and accurate tagging
and themetization system that will support the search and
retrieval capabilities is critical to the IDS Square platform.

In collaboration with the Hewlett Packard software team,
we have built a system that automatically tags and theme-
tizes services-related content with the intent of providing
search and retrieval capability within the IDS Square. The
system is currently being integrated into the IDS Square
platform.

Our system automatically builds a repository of services-
related tags and generates a semantic graph of their relation-
ships. The repository is used to automatically assign tags
to any enterprise services-related content. The relationships
between the assigned tags - provided by the semantic graph
- are used to cluster the sections of the content (e.g., para-
graphs of text) into themes. Fig. 1 illustrates the system
components and their dependencies. The system consists of
the following components:

• Corpus Builder - We have available to us a small num-
ber of seed websites for each HP enterprise service line.
A seed site can be viewed as a main webpage for the
corresponding service line; it describes the correspond-
ing service line with links to related sites. Starting
from the seed sites, our crawlers retrieve HP’s internal
and external sites (as well as Sharepoint sites). The
retrieved content constitutes the corpus.

• Tag Extractor - Tag extraction is the discovery of the
words and phrases (i.e., two or more words) relevant
to the domain of interest, which, in our case, is the
HP Enterprise Services. The tags are automatically
extracted from the HP Enterprise Services content re-
trieved by the corpus builder.

Typically, tag extraction algorithms rely on the TF/IDF
technique, which discovers words and phrases that oc-
cur frequently in the corpus and rarely outside the cor-
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Figure 1: The architecture of the tags extraction, semantics graph building and thematization systems for
search and retrieval in the enterprise service platform designed for HP’s application services business

pus. However, in our context, the higher frequency
of occurrence of a phrase does not necessarily indi-
cate that the phrase is more relevant, or vice versa.
For instance, the phrase ”new opportunities” occurs
more frequently than the phrase ”application rational-
ization” in our corpus, although application rational-
ization is an actual service offering by the Application
Services business. Instead of applying the TF/IDF-
based techniques, we perform tag extraction through
pattern recognition. Our starting assumption is that
the critical words and phrases are more likely to oc-
cur inside structures such as the titles, sub-titles, lists,
tables and link descriptors. Following this assump-
tion, we design pattern recognition algorithms that
automatically discover and extract the members of the
structures from the corpus content.

We further apply pattern recognition techniques to dis-
cover which section(s) of a given content, are more
likely to represent the content topics. For instance, if
the content is an HTML page, we seek to differentiate
the main sections from the side-bars, as the side-bars
are less likely to be of relevance.

Once the members of titles, sub-titles, lists, tables and
link descriptors are identified, we use co-occurrence
based techniques [1] to extract the tags in the corpus.

• Semantics Graph Builder - The semantics graph is the

graph of relations between the tags. The nodes of
the graph are the tags, while the edges connecting the
nodes have weights, representing the distances between
the tags. A small distance between two tags indicates
that the two tags are highly related to each other.

If the phrases u and v relate to similar services lines or
if they frequently appear in the same titles, lists and
tables, then we force the semantic distance between
u and v to be small. Towards this end, we compute
the minimum number of web links to reach from each
seed page to each corpus page on which the phrase u
appears. From this, we deduce to which service lines
u is most related. We repeat the procedure for the
phrase v, and discover whether u and v relate to similar
service lines.

• Thematization - The tagging by itself does not pro-
vide sufficient insight about the content. We take one
step further and thematize the content, i.e., we sum-
marize each section of the content with a theme. In
order to progress from tags to themes, we cluster the
semantic graph into themes. To cluster the graph,
we first coarsen it by iteratively finding a matching
of the graph [2], and collapsing each set of matched
nodes into one node. We then partition the coarsened
graph by computing a small edge-cut bisection [2] of
the coarse graph such that each part contains roughly
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half of the edge weights of the original graph. Finally,
we project the partitioned graph back to the original
graph.

• Tags, Themes and Search - The content in the IDS
Square (e.g., plain text, HTML page, e-mail message,
Sharepoint document) are assigned tags by matching
the n-tuples in the texts by the tags discovered in the
Tag Extractor stage. The content are then themetized
by finding the graph clusters in which the assigned tags
appear most often.

When a participant enters a search phrase in a search
box in IDS Square, our system understands the seman-
tic of the input phrase through the semantics graph,
and has the ability to retrieve the relevant content.

Our system is currently being integrated into the IDS
Square platform to be used by the over 40,000 employees
that support the Application Services business. The sys-
tem addresses the issue of understanding the meaning of
tags in their accepted meaning within HP. For instance, as
Fig. 2 illustrates, our system relates ”managed messaging”
to concepts such as ”workplace services” and ”enterprise e-
mail”, while Wikipedia (http://www.wikipedia.org) relates
it to the ”fairness test”, ”chamber of commerce” and ”reha-
bilitation services”.
Social platforms often rely on manual tagging by the par-

ticipants to support search and retrieval. Our system auto-
matically assigns tags and themes to content without any
manual step. More importantly, the system is designed
specifically for the HP services domain through building a
corpus of services content with crawling that starts from a
set of seed services pages. Thus, the extracted tags and
themes are highly relevant to HP’s services business, the
employees of whom will be the participants the IDS Square
platform.

2. KEYWORD EXTRACTION
Keyword extraction techniques are often based on the tfidf

method. The tfidf method compares the word frequencies in
the repository with the word frequencies in the sample text;
if the frequency of a word in the sample text is high while
its frequency in the repository is low, the word is extracted
as a keyword.
While the tfidf-based techniques are known to perform

well in many text mining applications, they have a major
shortcoming in the context of mining threads in an enter-
prise social platform. An enterprise social thread typically
contains only few sentences and words, making it difficult to
obtain reliable statistics based on word frequencies. Many
relevant words appear only once in the thread, making it dif-
ficult to distinguish them from the other, less relevant words
of the thread.
An alternative approach would be to form a vector of key-

words in the repository of forum threads, and, generate a
binary features vector for each thread. If the ith reposi-
tory keyword appears in the thread, the ith element of the
thread’s feature vector is 1, and if the keyword does not ap-
pear in the thread, the ith element of the thread’s feature
vector is 0.
The question with this simple alternative approach is then

that of generating keywords in a given repository. We apply
three different techniques:

• Remove only stop-words: We only filter out stop words
(e.g., if, and, we, etc.) from the repository, and let the
vector of keywords be the set of all remaining distinct
repository words.

• The tfidf method: We apply the tfidf method on the
entire repository by comparing the word frequencies
in the repository with word frequencies in the English
language. If the frequency of a word is high in the
repository and low in the English language, we take
the word as a keyword.

• Term co-occurrence: The term co-occurrence method
extracts keywords from the repository without com-
paring the repository frequencies with the English lan-
guage frequencies. This method is explained next [9].

2.1 Term Co-occurrence
LetN denote the number of all distinct words in the repos-

itory of forum threads. We construct a N×M co-occurrence
matrix, where M is pre-selected integer with M < N . We
typically take M to be 500. We index all distinct words by
n, i.e., 1 ≤ n ≤ N . We index the most frequently observed
M words in the repository by m such that 1 ≤ m ≤ M .

The (n.m) element (i.e. ,nth row and the mth column)
of the N × M co-occurrence matrix counts the number of
times the word n and the word m occur together. Consider
the word ẅirelessẅith index n and the word c̈onnectionẅith
index m, and that ẅirelessänd c̈onnectionöccur together 218
times in the repository. Then, the (n.m) element of the co-
occurence matrix is 218.

If the word n appears independently from the words 1 ≤
m ≤ M (the frequent words), the number of times the word
n co-occurs with the frequent words is similar to the uncon-
ditional distribution of occurrence of the frequent words.

On the other hand, if the word n has a semantic relation
to a particular set of frequent words, then the co-occurrence
of the word n with the frequent words is greater than the
unconditional distribution of occurrence the frequent words.

We denote the unconditional probability of a frequent
word m as the ex- pected probability pm and the total num-
ber of co-occurrences of the word n and fre- quent terms as
cn. Frequency of co-occurrence of the word n and the word
m is written as freq(n,m). The statistical value of χ2 is
defined as

χ2(n) =
∑

1≤m≤M

freq(n,m)−Nnpm
nmpm

. (1)

2.2 Clustering of Frequent Terms
We cluster two or more frequent terms together in either

of the following two conditions:

• The frequent words m1 and m2 co-occur frequently
with each other.

• The frequent words m1 and m2 have a similar distri-
bution of co-occurrence with other words.

To quantify the first condition of m1 and m2 co-occurring
frequently, we use the mutual information between the oc-
currence probability of m1 and that of m2.

To quantify the second condition of m1 and m2 having a
similar distribution of co-occurrence with other words, we
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use the Kullback-Leibler divergence between the occurrence
probability of m1 and that of m2.

3. ALGORITHM
We design a statistical clustering algorithm to minimize

(in the Lloyd-optimal sense) the error probability given in
(2) under the cluster entropy constraints. Gaussian mixture
models have been used extensively in the literature to design
generative algorithms for data clustering. Such algorithms
are often based on the EM algorithm [5]; however, there also
exists alternative training approaches such as Gauss mixture
vector quantization (GMVQ) [8, 11, 12, 13, 16]. The EM
algorithm assumes that the underlying data follows a Gaus-
sian mixture distribution and tries to fit a Gaussian mixture
model to the data, while the GMVQ is a Lloyd clustering
algorithm and it does not make any assumptions about the
statistics of the underlying data.
We use the GMVQ to design a hierarchical clustering al-

gorithm. Our choice of GMVQ (over the EM) is motivated
by the intractability of the EM solution in minimizing (2)
through a hierarchical clustering scheme. We first extend
the GMVQ to design a hierarchical (tree-structured) clus-
tering algorithm.
In section 3.1, we provide an overview of the GMVQ and

include the iterative solution for the GMVQ. In section 3.2,
we extend the GMVQ to design a tree-structured clustering
algorithm.

3.1 Gauss mixture vector quantization (GMVQ)
Consider the training set {zi, 1 ≤ i ≤ N} with its (not

necessarily Gaussian) underlying distribution f in the form
f(Z) =

∑
k pkfk(Z). The goal of GMVQ is to find the

Gaussian mixture distribution, g, that minimizes the dis-
tance between f and g. It has been shown in [8] that the
Gaussian mixture distribution g that minimizes this distance
(i.e., minimizes in the Lloyd-optimal sense) can be obtained
iteratively with the following two updates at each iteration:

i. Given µk, Σk and pk for each cluster k, assign each zi
to the cluster k that minimizes

1

2
log(|Σk|) +

1

2
(zi − µk)

TΣ−1
k (zi − µk)− log pk, (2)

where |Σk| is the determinant of Σk. We note that (5)
is also known as the QDA distortion.

ii. Given the cluster assignments, set µk, Σk and pk as

µk =
1

∥Sk∥
∑

zi∈Sk

zi, (3)

Σk =
1

∥Sk∥
∑
i

(zi − µk)(zi − µk)
T , (4)

and

pk =
∥Sk∥
N

, (5)

where Sk is the set of training vectors zi assigned to
cluster k, and ∥Sk∥ is the cardinality of the set.

3.2 Tree-structured Gauss Mixture Vector Quan-
tization

We use the BFOS algorithm to design a hierarchical (i.e.,
tree-structured) extension of GMVQ [13]. The BFOS algo-
rithm requires each node of a tree to have two linear func-
tionals such that one of them is monotonically increasing
and the other is monotonically decreasing. Toward this end,
we view the QDA distortion (5) of any subtree, T , of a tree
as a sum of two functionals, u1 and u2, such that

u1(T ) =
1

2

∑
k∈T

lk log(|Σk|)+
1

N

∑
k∈T

∑
zi∈Sk

1

2
(zi−µk)

TΣ−1
k (zi−µk),

(6)
and

u2(T ) = −
∑
k∈T

pk log pk (7)

where k ∈ T denotes the set of clusters (i.e., tree leaves) of
the subtree T , and µk, Σk, pk and the set Sk are as defined
in section 3.1.

The magnitude of u2/u1 increases at each iteration. This
is a key point of the design as, then, pruning is terminated
when the magnitude of u2/u1 reaches λ, resulting in the
subtree minimizing u1 + λu2.

4. EXPERIMENTS
We’ve tested our approach using HP’s internal enterprise

services content including websites and SharePoint sites. We
compared the hierarchical tree-based clustering approach to
3 other clustering techniques (EM, GMVQ and agglomer-
ative hierarchical clustering) under 3 different feature vec-
tor constructions, and under 2 different keyword extraction
schemes. The comparisons are performed on a subset of 6000
webpages of content. In each comparison, we measured the
misclassification error, which is the probability of a customer
query being assigned to a cluster of a product problem dif-
ferent from the problem expressed in the query. The ground
truth for the threads, problems and queries have been es-
tablished by HP’s internal website owners, independently of
the author of this paper.

4.1 Feature vectors
The ith thread has two feature vectors, the page title and

metadata xi,1 and the page content xi,2. Each feature vector
is a W -length binary (0 or 1) vector, where W is the total
number of unique words used across all pages. Each word is
indexed by w, where 1 ≤ w ≤ W .

The wth element of xi,1 is 1 if and only if the word w occurs
in the title of the ith page. Similarly, the wth element of xi,2

is 1 if and only if the word w occurs in the content of the ith

page. We exclude the stop-words (e.g., and, if, such, etc.)
from the feature vectors.

4.2 Comparisons
We’ve compared the hierarchical TS-GMVQ algorihm to

the EM algorithm, standard GMVQ algorithm and agglom-
erative clustering. In each comparison, we’ve tested three
different feature vector constructions for the EM, GMVQ,
TS-GMVQ and agglomerative clustering: the feature vec-
tor is xi,1, the feature vector is xi,2, and the feature vector
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Figure 2: A section of the semantics graph with key phrases and associated pairwise weights.

is [xi,1 xi,2]. The number of clusters established as ground
truth is 54.

4.2.1 Feature vector constructions
Denoting the feature vector of the training samples by yi,

we consider three feature vector constructions:

i. yi = xi,1. The clustering algorithm takes only the
meta data and page titles into account. The remaining
content are ignored.

ii. yi = xi,2. The clustering algorithm takes only the
content other than meta data and page titles.

iii. yi = [xi,1 xi,2]. The clustering algorithm takes into
account both the page titles and meta data and the
remaining page content.

We compare the hierarchical TS-GMVQ approach with
the EM, GMVQ, and agglomerative clustering under each
of these three feature vector construction settings.

4.2.2 Compared algorithms

i. EM:We use the standard EM algorithm. At each itera-
tion, the E-step updates the membership probabilities,
vi,k, for each cluster k and sample i, while the M-step
updates the mean, covariance and the probability of
occurrence for each cluster k as

ii. GMVQ: The standard GMVQ algorithm updates are
as given in (5)-(8) in section 4.1.

iii. TS-GMVQ: The TS-GMVQ is grown and pruned by
the BFOS algorithm using (9) and (10) as described
in section 4.2.

iv. Agglomerative hierarchical clustering: We start with
N clusters, where N is the number of threads in the
training set, and apply agglomerative clustering with
the distance criterion given in (5). At each iteration,
we merge the two clusters, whose closest feature vec-
tors are closest. In other words, at each iteration, for
each pair of clusters, ck and cm, we compute the dis-
tances between the feature vectors of ck and the feature
vectors of cm, and denote the closest distance by dk,m.
We merge the two clusters with the minimum dk,m.

Fig. 1 shows the classification error as a function of the
number of clusters for the threads in the notebook PC set.
The tfidf method is used for extracting keywords. In each
plot, the classification error rate of the TS-GMVQ approach
(red solid line) is compared to that of the GMVQ (blue
dashed line), EM (black dash-dot line) and agglomerative
hierarchical clustering (green dot-plus line). The top plot
shows the setting, where the training vector for GMVQ, EM,
TS-GMVQ and agglomerative hierarchical clustering are the
page title and meta data feature vectors, i.e., yi = xi,1. In
this setting, the TS-GMVQ approach outperforms the other
three algorithms.

The middle plot in Fig. 1 shows the setting where the
training vectors for the four approaches are the page content
feature vectors, i.e., yi = xi,2. Similar to the setting with
yi = xi,1, the TS-GMVQ approach leads to the minimum
classification error.

The bottom plot in Fig. 1 shows the classification errors
for the setting where both the page titles and meta data
and page content are included as feature vectors, i.e., yi =
[xi,1 xi,2]. The performance of the four algorithms (GMVQ,
EM, TS-GMVQ and agglomerative hierarchical clustering)
all improve compared to the settings shown in the top and
middle plots.

5. CONCLUDING REMARKS
The HP software teams have built an enterprise social

platform for over 40,000 employees distributed across the
globe to share knowledge, learn from each others’ experi-
ences, and search for content relevant to the Hewlett Packard
Application Services business. The platform is called the
Industrialized Delivery System (IDS) Square, announced by
the Application Services leadership team to their employees
in late August, 2011. The 40,000+ IDS Square participants
will contribute to the network through a range of activities
such as posting services-related entries, linking their entries
to HP’s internal and external sites, and commenting and
voting on each others’ posts.

Given the unstructured nature of the content inside the
IDS Square platform, a key issue for the participants is to
search for and retrieve content. To address this challenge,
social platforms typically allow their participants to tag and
thematize content. The platform then uses the tags and
themes to facilitate content search and retrieval. However,
platform participants do not always tag and themetize their
content, and when they do, the tags and themes can often
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Figure 3: The classification error rate as a function of the number of clusters for the enterprise services
content. The tfidf keyword extraction. The TS-GMVQ approach (red solid line) is compared to the GMVQ
(blue dashed line), EM (black dash-dot line), and agglomerative hierarchical clustering (green dot-plus line).
The top plot shows the setting with yi = xi,1, the middle plot shows the setting with yi = xi,2 and the bottom
plot shows the setting with yi = [xi,1 xi,2].

be incomplete or misleading. A robust and accurate tagging
and themetization system that will support the search and
retrieval capabilities is critical to the IDS Square platform.
In collaboration with the Hewlett Packard software team,

we have built a system that automatically tags and theme-
tizes services-related content with the intent of providing
search and retrieval capability within the IDS Square. The
system is currently being integrated into the IDS Square
platform.
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Stochastic Search and Planning for Maximization of Resource
Production in RTS Games

Thiago F. Naves and Carlos R. Lopes
Faculty of Computing, Federal University of Uberlândia, Uberlândia, Minas Gerais, Brasil

Abstract— RTS games are an important field of research
in Artificial Intelligence Planning. In these games we have
to deal with features that represent challenges for Planning
such as time constraints, numerical effects and actions with a
large number of preconditions. RTS games are characterized
by two important phases. The first one has to do with
gathering resources and developing an army. In the second
phase the resources produced in the first phase are used
in battles against enemies. Thus, the first phase is vital for
success in the game and the power of the army developed
directly reflects in the chances of victory. Our research is
focused on the first phase. In order to maximize resource
production we developed algorithms based on Simulated
Annealing and classical planning. As a result we have
obtained a signification improvement of the strength of the
army.

Keywords: Real-Time Strategy Games, Resources, Actions, Goal,
Search, Planning.

1. Introduction
Real-time strategy (RTS) games are one of the most

popular categories of computer games. Titles like "Starcraft
2" and "World of Warcraft" are two representative examples
of this category. These games have different character classes
and resources, which are employed in battles. Battles can be
waged by a human player or a computer.

It is possible to identify two phases in a RTS game. First,
there is an initial period in which each player starts the game
with some units and/or buildings and develops his army via
resource production. In the next phase military campaigns
take place. In this phase the resources gathered earlier are
employed for offense and defense. Therefore, the stage of
resource production is vital to succeed in this game.

The resources in RTS games are all kinds of raw mate-
rials, basic construction, military units and civilization. For
obtaining a desired set of resources is necessary to carry out
actions. In general we have three sorts of actions related
to resources: actions that produce resources, actions that
consume resources and actions that collect resources.

Once we conceive a sequence of actions (a plan) that
produces a desired set of resources (a goal), we carry out
this plan to take the game from an initial state of resources
to another final state in which the desired set of resources is
achieved. To identify what resources to be achieved (a goal)

is an important step to elaborate a plan of action. The choice
of an adequate goal has a direct impact on the strength of the
army, which is important in the development phase. Thus,
in the specification of a goal it is necessary to maximize
the amount of resources to be achieved in order to raise the
strength of the army. In this paper we describe our approach
to achieve goals that maximize production of resources.

The domain used for this work is StarCraft, which is
considered the game with the highest number of constraints
on planning tasks [1]. In our approach we have to generate
an initial plan of action to achieve an arbitrary amount of
resources. In order to do this, we developed an sequential
planner based on the STRIPS language [2]. The initial plan
is the basis for exploring new plans in order to find the one
that has largest amount of resources.

In this paper, we focus on the task of finding the goal that
maximizes resource production based on an initial plan of
action, as we stated earlier. Once we have an initial plan, we
use Simulated Annealing [3] (SA) to maximize the amount
of resources to be achieved. However, SA is not only used
for goal specification. In the process of figuring out a goal
specification, SA is also used to produce a plan to achieve
that goal. Our work is motivated by the results obtained in
[4] and by gaps in the approaches of [5] and [6] with respect
to the choice of goals to be achieved during the production
of resources. For the correct functioning of SA, techniques
were introduced to adjust its parameters and validate the
plans generated during the search. The results obtained are
encouraging and show the efficiency of the method to find
good solutions.

We understand that this research is interesting for the
AI planning field because it deals with a number of chal-
lenging problems such as concurrent activities and real-
time constraints. Most work in RTS games do not consider
the choice of goals within the game. Usually goals for
resource production have a random amount of resources
to be achieved. Thus, this research can go toward a new
approach to resource production, and can be extended to
other applications.

The remainder of this paper is organized as follows.
Section 2 lists the characteristics of the problem. In sec-
tion 3 related work is presented and discussed. Section ??
explains about the domain of production resources. Section
4 describes techniques and algorithms for adjusting the
parameters of SA in RTS games. Section 5 presents the
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consistency checker that works with SA. Section 6 discusses
the results of the experiments. In section 7 we make final
considerations about our approach.

2. Characterization of the problem
The planning problem in RTS games is to find a sequence

of actions that leads the game to a goal state that achieves a
certain amount of resources. This process must be efficient.
In general, the search for efficiency is related to the time that
was spent in the execution of the plan of actions (makespan).
However, in our approach we seek for actions that increase
the amount of resources that raise the army power of a
player. This is achieved by introducing changes into a given
plan of action in order to increase the resources to be
produced, especially the military units, without violating the
preconditions between the actions that will be used to build
these resources.

To execute any action you must ensure that its prede-
cessor resources are available. The predecessor word can
be understood as a precondition to perform an action and
the creation of the resource as a effect of its execution. In
this paper actions and resources have the same name. To
tell them apart we use the prefix act to indicate actions
and the prefix rsc when referring to resources. Resources
can be labeled in one of the following categories: Require,
Borrow, Produce and Consume. Figure 1 shows the
precedence relationship among some of the main resources
of the domain. These resources are based on StarCraft,
which has three different character classes: Zerg, Protoss
and Terran. This work focuses on the resources of the class
Terran.

Fig. 1: Some resources of the class Terran and their depen-
dencies.

For example, according to Figure 1 to execute an action
that produces a Firebat resource you must have a Barracks
and Academy available, a certain amount of Minerals and
Gas is also required. The Firebat is a military resource.
Thus, the action Firebat: Require (1 rsc Academy, 1

rsc Barracks), borrow (1 rsc Barracks), consume (50 rsc
Minerals, 25 rsc Gas) and produces (1 rsc Firebat). The
Barracks will be borrow, i.e, it is not possible to perform
another action until act firebat is finished. The time to
build a Firebat is 15 seconds. This situation describes the
challenges that surround the planning of actions.

In our approach each plan of action has a time limit,
army points, feasible and unfeasible actions. The time limit
constrains the maximum value of makespan of the plan of
action. The army points are used to evaluate the strength
of the plan in relation to its military power. Each resource
has a value that defines its ability to fight the opponent.
Feasible actions in a plan are those actions that can be carried
out, i.e, they have all their preconditions satisfied within the
current planning. Unfeasible actions are those that can not be
performed in the plan and are waiting for their preconditions
to be satisfied at some stage of planning. Unfeasible actions
do not consume resources of planning and do not contribute
for the evaluation of the army points of the plan.

Returning to the example of the Firebat, suppose that a
goal with a time limit of 700 seconds is (1 rsc Firebat,
1 rsc Marine). A plan for this goal can be achieved by
the following actions: (10 act Minerals, 1 act Gas, 1 act
Refinery, 1 act Barrack, 1 act Academy, 1 act Firebat, 1
act Marine). In a plan every action produces a resource
with its respective name, i.e, 10 act Minerals correspond
to ten individual executions of action Minerals. The plan
contains 28 army points and a makespan of 680 seconds.
Among the possible operations that can be made in this
plan, consider replacing an action Minerals by a new
action Firebat. In this case the action Minerals contributes
to make available the resource Barracks. In this way
Barracks becomes unfeasible within the plan due to lack
of Minerals and consequently the other resources such
as Academy, Firebat and Marine will also be because
Barracks is a precondition for those resources.

With all the actions that became unfeasible the plan now
has 0 army points. Now, suppose if instead of removing
Minerals it was requested to include a Marine action in
place of a Gas action. This exchange is feasible, because
Marine has just as preconditions (1 rsc Minerals, 1 rsc
Barracks) and these are already available at the time. The
action Firebat becomes unfeasible and the duration of the
plan (makespan) drops to 670 sec. If in the next operation an
action Gas is inserted into the plan the action Firebat action
would become feasible. In this way a plan is established
with 40 army points and 695 sec of makespan. The plan
that is found is better than the initial one. Reducing the
makespan of the goal is not one of the objectives of this
work. However,due to the characteristics of changes in the
plan this might happen.

Results, as the example presented above, are motivators
for this research.
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3. Related Work
There is little research in maximizing goals of resources

production in RTS games. One of the reasons is the com-
plexity involved in searching and managing the state space,
which makes difficult to attend the real-time constraints.

The work developed by [4] remains our approach in a
certain sense. He also uses Simulated Annealing to explore
the state space of the StrarCraft in order to balance the
different classes in the game by checking the similarity of
plans in each class. In our work Simulated Annealing is used
to determine a goal to be achieved that maximizes resources
production, given the current state of resources in the game
and a time limit for completion of actions.

[7] developed a linear planner to generate a plan of
action given an initial state and a goal for production of
resources, which is defined without the use of any explicit
criterion. The generated plan is scheduled in order to reduce
the makespan. Our work also makes use of a sequential
planner. However, our approach deals with dynamic goals
for resources production. This is necessary in order to find
out a goal that maximizes the strength of the army. To the
contrary, [7] works with a goal with fixed and unchangeable
resources to be achieved.

Work developed by [6] has the same objective as the one
pursued by [7]. These approaches differ on use of the plan-
ning and scheduling algorithms. [6] developed their approach
using Partial Order Planning and SLA* for scheduling.
[6] also works with a goal with fixed and unchangeable
resources to be achieved and not can be adapted to our
problem.

We also surveyed some existent planners that could be
applied. [8] and [9] were considered for our problem at
hand, but both have a different approach and would have
to be modified to adapt to our goal. In short, most of the
approaches surveyed have different focus and the techniques
used are not efficient for the domain that we are exploring.

4. The use of Simulated Annealing to
Maximize Resource Production

Simulated Annealing is a meta-heuristic which belongs to
the class of local search algorithms [3]. SA was chosen due
to the robustness and possibility to be combined with other
techniques. it was also the algorithm that achieved the best
results among those used during the experiments. SA takes
as input a possible solution of the problem, in our case a plan
of action developed by a sequential planner. The mechanism
that generates neighbors will perform operations of exchange
and replacement of actions in the plan. It should be noted
that these operations generate new plans of action.

In SA a possible solution is evaluated through the use of
an objective function. In our approach the objective function
is responsible for counting the army points existent in each
plan of action. In this way it is possible to find out which

states have the highest attack strength. A state that is better
evaluated that the current state becomes the current state.
Even if the new plan generated is not chosen as the current
solution there is still a probability of its acceptance. Algo-
rithm 1 shows the pseudocode of the Simulated Annealing
algorithm.

Algorithm 1 SA(Ginitial, P , M , α )
1: Gcurrent ← Ginitial

2: T0 ← InitialTemp()
3: while T0 > 0 do
4: i← 1
5: nSuccess← 0
6: while i < M do
7: Gneighbor ← NewNeighbor(Gcurrent)
8: ∆r ← Evaluation(Gcurrent) - Evaluation(Gneighbor)
9: if ∆r < 0 or Random() < PrAcceptance()

then
10: Gcurrent ← Gneighbor

11: nSuccess← nSuccess+ 1
12: end if
13: i← i+ 1
14: end while
15: if nSuccess ≥ P then
16: T0 ← α ∗ T0
17: end if
18: end while
19: return Gcurrent

The parameters of SA were adjusted to the domain of
RTS games. In the next subsections we describe in details
the algorithm, techniques were developed and parameters
used.

4.1 Initial Solution
The algorithm takes as input a initial solution (plan of

action) and performs operations on its actions. The initial
solution Ginitial is generated by the sequential planner (it
will be briefly explained in the next subsection) and it is a
plan with the actions ordered by their starting time. The
resources that should be achieved in the initial plan are
chosen randomly and the makespan is constrained to the
time limit established for the goal. Time limits vary from
3 to 5 minutes. The idea is to make SA work with varied
plans, which avoids that the algorithm becomes biased to a
specific value of the objective function.

4.2 Sequential Planner
The planning algorithm takes a goal to be achieved a

list of resources available , which contains all the resources
available to the player as the amount of minerals or units,
and a time limit for the execution of the plan to be generated
The planning algorithm was built upon STRIPS[2]. In this
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way, based on the input data, a linear plan of actions is
generated to achieve a goal.

Depending on the available time, given by the time limit
parameter, the planner may be called more than once, each
time with a random goal. The algorithm takes only one
resource as a goal at a time because the idea is to build
an initial plan of action without setting a fixed amount of
resources. In each iteration a plan of action is achieved and
appended to a previous plan obtained in early iterations. This
is done until the time limit is reached by the resulting plan.
The algorithm takes this behavior because it is necessary to
build a plan of action without exceeding the time limit.

While a resource is being planned is possible to check
whether the plan under development is not exceeding this
time. If an action exceeds the time limit, the planning is
stopped and the plan built so far is considered a valid plan
and returned. Generate a plan based on a time limit is a way
to build the plan based on the behavior of a human player,
which does not specify an amount of resources to their goal,
but builds as many resources as he can in a interval of time.

As an example suppose that it is necessary to produce a
plan to achieve the resource Marine with time limit of 150
sec. based on the following available resources: ((4 Scv, 50
Minerals). Our planner is capable of producing the following
plan: ((3 act Minerals, 1 act Barracks, 1 act Marine).
Therefore, in order to produce Marine, it is necessary to
execute three actions Minerals, one action Barracks and one
action Marine.

4.3 The Cooling Scheme
The initial temperature T0 (InitialTemp(), line 2) is

achieved based on the average number of actions in the plan
of action, which is given as input to the algorithm. With the
time limit is possible to generate plans with a small number
of actions. Our objective is to reproduce a typical behavior
of a human player. This is achieved by establishing an initial
temperature of about five times the quantity of actions in the
plan. This is a appropriate value for the domain.

For cooling, a value close to a few tenths of a percent
of the initial temperature is good. A logarithmic function
can make the algorithm become very slow, which is an
inappropriate behavior for an RTS game environment.

We developed an adaptive method of reduction, where the
temperature Ti+1 drops by a factor α (line 19) if for a given
number of iterations P the new plans are always accepted.
The alpha value is low and close to 1. For instance, 0.97 is a
good value to be defined by alpha. P must be large enough
to explore the possibilities of operations on the plans. Based
on experiments we found that values between 15 and 20
represent a good choice for P .

Ti+1 =

{
Ti if the number of plans accepted < P.
α.Ti if the number of plans accepted = P.

The probability of a new plan to be accepted if it is not
better evaluated than the current plan is given by the equation
1.

1− 0.5 tanh [2∆r(vi − vi+1Ti+1] (1)

Where vi is the feasible number of actions that the plan has
in the corresponding iteration. The variable ∆r is a factor
derivation and is obtained from the difference between the
values of the objective function (army points) of the current
plan and new plan generated (line 11 Algorithm 1). Finally
this value is divided by temperature. Thus, the algorithm can
behave differently depending on the temperature value.

The function responsible for calculating the probability is
PrAcceptance() (line 9). Its value must be greater than the
value generated by the function Random() (line 9), which
produces a random value between 0 and 1. The parameter
M determines how many neighbors will be generated before
the temperature decreasing (line 6). Its value should enable
a good search in the space of states given the temperature
of the algorithm.

4.4 The mechanism that generates neighbors
There are several ways to generate a new neighbor plan

Gneighbor from the current solution Gcurrent in Simulated
Annealing. This generation is the essential for the SA get a
good conversion, which is the way the plan is modified to
be compatible with the characteristics of RTS games. Next
we describe four possible mechanisms for acomplishing this
task.

A. Two actions are randomly selected in the plane
and switched places, one assuming the position of
other.

B. An action of the plan is randomly chosen and
replaced by a new action that is that is randomly
chosen among all available actions in the game.

C. One of the following moves is randomly chosen:
Randomly select two actions within the plan and
switch their positions, or replace a action chosen
randomly within the plan by a new action randomly
selected among all available actions in the game.

D. The same mechanism as above, but the new action
that will replace the other will be randomly chosen
among the available actions in the plan.

The mechanism A is useful when the actions of the
plan are known. Thus, the initial plan must be developed
with a high value in its objective function to get good
permutations. This makes the algorithm with an tendentious
implementation, a situation we want to avoid in this work.
The mechanism B can return satisfactory results, due to
the insertion of new actions in the plan, exploring well
the possibility of new resources. But C is the mechanism
that returns the best results through a combination of two
exploration strategies. The mechanism D has the same

Int'l Conf. Artificial Intelligence |  ICAI'12  | 541



problem as A. It needs quality guarantee in the initial plan
to achieve good results.

When a neighbor plan is generated with function
NewNeighbor(G) (line 8), the consistency checker is used
to manage and evaluate the changes made in the goal. The
algorithm for checking consistency will be further discussed
in the following sections.

5. Consistency Checker
In planning when changes are made in a plan of action

it is necessary to see how these changes affect it, especially
when the dependency relationship is as strong as in the case
of StarCraft. A simple insertion of an action may result in
the inviability of many others. However, this makes the plan
suitable for the introduction of new actions. This relationship
is given by the loss and addition of resources and needs to
be checked effectively to not harm the planning. Therefore,
we developed a checker capable of dealing with changes in
a plan, verifying its consistency, ordering and managing the
resources.

The consistency checker is used when SA calls the
mechanism for generating neighbors. Algorithm 2 shows the
pseudo-code of the checker. The algorithm takes the plan of
action Actions, a list NewActions with the new action
to be inserted or two actions that will be switched, and
the list of resources available Ravaib. Initially is checked
whether any action becomes unfeasible due the operation to
be carried out in the plan, either to replace one action or
exchange actions of place. This checking is performed by
function checkP lan(Actions).

Unfeasible Actions are placed in the list actionsUnf .
When at least one action is inserted into the actionsUnf ,
the algorithm can find the others which will also become
unfeasible. This is done by going through the graph of
precedence of the actions of the plan. If any of these has
a resource marked as unfeasible in the predecessor list, it
will become unfeasible as well.

The method Update(Action,Ravaib) (line 8 of algorithm
2) is used for check what resources will no longer exist
and which will be available in the plan to be used by
other actions, when the list of actions unfeasible insert some
action. This means that if a resource ScienceFacility becomes
unfeasible it does the same with CovertOps and NuclearSilo,
but in return it releases 88 seconds and provides 250 Min-
erals and 300 Gas. These resources enable the introduction
of new actions or make others that were unfeasible in the
plan become feasible again.

The amount of resources that are released do not always
covers the loss of actions that become unfeasible in the
plan because these actions may be contributing directly to
maximizing the objective function. To help the algorithm to
make a decision a variable penalty is used. For each action
that becomes unfeasible in the plan a µ value is added to
it. Thus, the more unfeasible actions appear greater will be

Algorithm 2 Consistency(Actions, NewActions, Ravaib)
1: actionsUnf ← checkP lan(NewActions)
2: for all Action Inf ∈ actionsUnf do
3: for all Action Act ∈ Actions do
4: if Act.Predecessors = Inf then
5: Act.feasible← false
6: actionsUnf.push(Act)
7: penalty += µ
8: Update(Act,Ravaib)
9: end if

10: end for
11: end for
12: adaptP lan(NewActions,Ravaib)
13: continue← true
14: Actions Act
15: while continue = true do
16: if Act← checkPred(actionsUnf,Ravaib) then
17: Act.feasible← true
18: actionsUnf.erase(Act)
19: penalty -= µ
20: Update(Act,Ravaib)
21: else
22: continue← false
23: end if
24: end while
25: return Actions

the penalty on the plan when it is evaluated. The value of µ
should be small and its value is based on the formula:

µ = 0.1 - n/2 (2)

where n is the number of actions in the plan.
With unfeasible actions already established

and available resources defined, the function
adaptP lan(NewActions,Ravaib) (line 2) is called.
This function is responsible for changing the current plan,
either by insertion or switch of actions. This function also
rearranges the scheduling of actions in the plan, due to the
changes made by the operation performed.

In the last stage the consistency checker verifies that
after the changes in the plan some unfeasible action can
become feasible again. The algorithm goes through the
list of unfeasible actions and for each one checks whether
its predecessors are available. This is done by function
checkPred(Act, actionsUnf,Ravaib) (line 16). When an
action becomes feasible again it is removed from the list
of unfeasible actions, the value of the penalty is decreased
and the function Update (line 20) is again used to update
the resources available. If the function checkPred is called
and no action is feasible then the algorithm exits the loop.
However, if the opposite happens the algorithm is repeated
because an action that is now feasible can make others to
become feasible.
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Finally, the algorithm returns the new plan for SA that
evaluates the objective function and decides whether it will
be the new solution. The following is an application example
of the consistency checker.

5.1 Example of application
To illustrate the behavior of the checker suppose we have

a initial plan of action that achieve the resource Firebat as
depicted in Figure 2. The initial state of the plan is (13, 0, 42,
6, 6, 16, 565). These plan values correspond to the number
of actions, number of actions unfeasible, amount of minerals
available, amount of gas available, supply used, army points
and the makespan of the plan. The time limit is 600 sec.

Fig. 2: An plan of action to achieve the resource Firebat.

For instance, suppose that in the first run of SA an action
Marine substitutes the Minerals of number 10. Thus, the act
Minerals is placed on the list of unfeasible actions and this
action is the predecessor of act Academy, this also becomes
unfeasible and with it the act Firebat. At this point the plan
state is (13, 2, 186, 31, 4, 0, 465). The algorithm now inserts
the new action and updates the resources it will consume.
It is feasible based on available resources and the state of
the plan is changed to (13, 2, 136, 31, 6, 12, 480). The
algorithm cannot enable either of the two unfeasible actions,
as the act Marine that entered does not contribute for these
actions. Although there is enough rsc Gas and rsc Minerals
for act Firebat, it may not be feasible as the act Academy, its
predecessor continues unfeasible. The plan is then returned
to SA that can opt for it, although it has fewer army points
than the previous.

With the plan accepted suppose that SA indicates replace-
ment of the action Gas of number 8 by another action
Marine. Gas is the predecessor of act Firebat, but since
this is already unfeasible the removal of Gas does not affect
the plan. Now the plan state is (13, 3, 136, 0, 6, 12, 455).
Although the act Minerals predecessor of act Marine are
in the plan, it is in a forward position, i.e, the act Marine
is being done prior to its predecessor. The new action goes
unfeasible into the plan. No action becomes feasible in the
next review and the final state of this plan is the same.

Now in SA suppose that occurs an switch of positions
between the actions Minerals of number 11 and Marine of
number 8. In this operation the actions remain feasible, not
being necessary to check whether any action will be unfeasi-
ble. After the switching of actions the algorithm detects that
act Marine has all its predecessors being executed before it
and becomes feasible. The plan is now status (13, 2, 86, 0,
8, 24, 505) with 24 points army. The goal found is better
than the original and the makespan is also reduced from 565
to 505. Although, reducing the makespan is not a goal yet
explored in this work.

6. Experiments and Discussion of Re-
sults

The experiments were conducted on a computer intel
core i7 1.6 GHz CPU with 4 GB of ram running on a
windows operating system. The API Bwapi [10] allows to
control Starcraft units and get information such as number of
cycles and time of the game. It was used as an interface for
the experiments with a human player and for performance
evaluation of SA.

Table 1 contains comparison results. In the tests, we
worked with different time limits for the makespan of the
plans. We consider the planner as real-time because it can
have smaller runtime (CPU time) than the makespan of the
goals that it finds. In fact, this strategy was successfully
used in the experiments, where the SA was able to find and
maximize a future goal while the current goal was being
executed in the game. The values that appear under the SA
and the human player are the army points in the final plan
of action obtained by both.

Table 1: Results of the test between SA and a human player

Time limit Human SA Makespan Runtime
player of SA of SA

200 sec. 12 12 196 35 sec.
400 sec. 31 34 392 80 sec.
600 sec. 52 47 586 205 sec.
800 sec. 102 109 800 386 sec.

1000 sec. 141 146 990 555 sec.
1200 sec. 204 199 1189 696 sec.
1400 sec. 241 236 1388 812 sec.

Regarding the results SA proved to be able to compete
with a human player, in some cases surpassing him. The
most promising results were in the goals with medium time
limit, where game tactics are not yet a determining factor
for success in a direct confrontation, and production of more
military resource can be crucial to the victory. The time limit
imposed for the tests is high because the plans do not have
their actions parallelized. This will be implemented in further
work.

Table 2 shows the performance of SA. For goals with time
limit medium the results are good, with 60% over 95% of
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Table 2: Results of performance tests of SA
Time Limit 450 sec. 750 sec. 1050 sec.

Optimum value 41 92 156for army points

Number of runs 60% 40% 50%over 95% of optimum

Number of runs 30% 40% 40%over 90% of optimum

Average value 34 79 144

Number of Runs 10 10 10

optimal value. The best solution for plans with medium limit
of time is known because many players share their rankings
on the Internet informing these valuesâĂŃâĂŃ. For larger
goals the results are encouraging. Although, with higher time
limits (1050 sec.) the average of the results was better than
with shorter (750 sec.). This happens because in larger plans
is easier to validate actions due to the presence of more
resources available.

The algorithm returns good results, but not always the
optimal solution. This happens because in our approach,
the SA was adapted to return a solution compatible with
characteristics of real-time performance. StarCraft has a
search space of exponential order, and SA running without
the techniques that we have built could take hours to return
the optimal solution.

Fig. 3: Convergence of Simulated Annealing.

Figure 4 shows the convergence of the SA in a execution
with time limit of 900 sec. At lower temperatures it accepts
few new plans and keep those with the highest army points,
a desired behavior for the SA. For this implementation the
action plan given as input to the SA had 0 army points,
demonstrating that even with bad entries the algorithm
achieved good convergence.

7. Conclusion and Future Work
In this paper we propose the use of Simulated Annealing

to maximize resource production in an RTS game. Research
in this area is recent and the proposed approach is little
explored by existing work. Our research is divided into two

parts: The use of a sequential planner to generate one plan
of action without fixed resources with time limit; and use of
Simulated Annealing to maximize the resources of that plan
of action by increasing the strength of its army.

Analyzing the results, the goals achieved always have an
army points greater than the initial plan of action, which
shows the convergence of the algorithm. The techniques
developed to manage the planning contributed effectively in
the quality of the results, and can be used in any domain of
real-time games.

As future work we intend to explore interesting scheduling
algorithms in order to reduce the makespan of the plans and
achieve results with more quality. Also, We are investigating
other features of StarCraft that can be used in the objective
function evaluation. Based on our experience with Simulated
Annealing, we also understand that other techniques such as
bio-inspired algorithms may be explored.
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[9] A. Gerevini, A.; Saetti and I. Serina, “Planning through stochastic
local search and temporal action graphs in lpg,” Journal of Artificial
Intelligence Research 20:239-230, 2003.

[10] Bwapi, BWAPI - An API for interacting with Starcraft : Broodwar,
2011. [Online]. Available: http://code.google.com/p/bwapi/

544 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Economic Load Dispatch Using Strength Pareto 

Gravitational Search Algorithm with Valve Point Effect 

 
H. A. Shayanfar

 * 

Center of Excellence for Power System Automation 

and Operation, Elect. Eng. Dept., Iran University of 

Science and Technology, Tehran, Iran 

N. Amjady
 

Electrical Engineering Department,  

Semnan University, Semnan, Iran 

 

 

A. Ghasemi 

Young Researcher Club, Ardabil Branch, Islamic Azad 

University, Ardabil, Iran 

O. Abedinia 

Electrical Engineering Department,  

Semnan University, Semnan, Iran 

 

hashayanfar@yahoo.com, ghasemi.agm@gmail.com, n_amjady@yahoo.com, oveis.abedinia@hotmail.com 

 

Abstract— The Strength Pareto Gravitational Search 

Algorithm (SPGSA) to solve Economic Load Dispatch 

(ELD) is presents this paper with various generator 

constraints in power systems. The ELD problem in a power 

system is to determine the optimal combination of power 

outputs for all generating units which will minimize the 

total fuel cost while satisfying all practical constraints. For 

practical generator operation, many nonlinear constraints 

of the generator, such as ramp rate limits, prohibited 

operating zone, generation limits, transmission line loss and 

non-smooth cost functions are all considered using the 

proposed technique. The proposed algorithm applied on 

different test standard power system. The effectiveness of 

the proposed method is compared with other heuristic 

algorithm. Results showed the efficiency of the proposed 

algorithm. 

Keywords: SPGSA, Economic Load Dispatch, Valve 

Point. 
 

I.  INTRODUCTION 

The efficient and optimum economic operation of 

electric power systems has always occupied an important 

position in electric power industry. In recent decades, it is 

becoming very important for utilities to run their power 

systems with minimum cost while satisfying their 

customer demand all the time and trying to make profit. 

With limited availability of generating units and the large 

increase in power demand, fuel cost and supply 

limitation, the committed units should serve the expected 

load demand with the changes in fuel cost and the 

uncertainties in the load demand forecast in all the 

different time intervals in an optimal manner. 

The basic objective of ELD of electric power 

generation is to schedule the committed generating unit 

outputs, so as to meet the load demand at minimum 

operating cost while satisfying all unit and system 

equality and inequality constraints [1]. The ELD problem 

has been tackled by many researchers in the past [2]. 

ELD problem involves different problems. The first is 

Unit Commitment or pre-dispatch problem where in it is 

required to select optimally out of the available 

generating sources to operate to meet the expected load 

and provide a specified margin of operating reserve over 

a specified period of time. The second aspect of ELD is 

on-line economic dispatch where in it is required to 

distribute the load among the generating units actually 

parallel with the system in such a manner as to minimize 

the total cost of supplying power. In case of ELD, The 

generations are not fixed but they are allowed to take 

values again within certain limits so as to meet a 

particular load demand with minimum fuel consumption. 

The ELD problem is inherently a large-scale, 

nonlinear, non-convex, non continuous optimization 

problem. Many techniques are applied to deal with ELD 

problem both conventional optimization approaches [3-4] 

such as Linear Programming (LP) or Quadratic 

Programming (QP) and Artificial Intelligence (AI)-based 

optimization techniques such as Simulated Annealing 

(SA) [5], Tabu Search (TS) [6], Genetic Algorithm (GA) 

[7-8], hybrid TS/SA [9], Evolutionary Programming (EP) 

[9], and Improved Evolutionary Programming (IEP) [11] 

etc. Gravitational Search Algorithm (GSA), a new 

optimization algorithm is applied to solve the above 

problem. Algorithm, as mentioned earlier is a new search 

algorithm that has been proven efficient in solving many 

problems. In the case of ELD, the main use of GSA 

would be to obtain a solution close to the global optimum 

in a short period of time. 
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II. ELD PROBLEM 

The problem of ELD has been introduced in 1960s as 

an extension of conventional economic dispatch to 

determine the optimal set of control variables while 

subject to various equality and inequality constraints. In 

conventional power flow the values of control variables 

are pre-specified unlike an ELD value of some control 

variables need to be found to optimize an objective 

function [2]. Hence, the ELD is one of the most 

important optimization strategies for power system 

managing and nonlinear programming problem. The ELD 

planning performs the optimal generation dispatch among 

the operating units to satisfy different constraints that 

change from problem to problem [12, 14]. In this paper, 

the ramp rate limits and prohibited operating zone are 

considered as practical operation constraints of 

generators for 6 and 15 unit systems and valve-point 

loading effects without transmission loss is tested to 40 

unit system. 

Actually, the adjustments of the power output are 

instantaneous that is one of the unpractical assumptions. 

Accordingly, generators are constrained because of ramp 

rate limits where, generation may increase or decrease 

with corresponding upper and downward ramp rate limits 

[12]. Therefore, the operating range of all online units is 

restricted by their ramp rate limits which are defines as: 

- Power generation increasing 

Pi – Pi
0
 ≤ URi 

- Power generation decreasing 

Pi
0
 – Pi ≤ DRi 

Where,  

Pi: The current is output power of ith unit 

Pi
0
: previous output power 

URi: The up ramp limit of the ith generator 

DRi: The down ramp limit of the ith generator 

According to this fact that, the prohibited operating 

zones in the input/output curve of generator are due to 

vibration in a shaft bearing/steam valve operation it 

should be noted that, finding the actual prohibited zone 

by actual performance testing /operating records is really 

difficult. That leads to getting the best economy by 

avoiding operation in areas [12]. Therefore, adjustment of 

the generation output of a unit must avoid operation in 

the prohibited zones. For this purpose, the feasible 

operating zones of generators are described as: 

max
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Where, Aai= Feasible operating zones of i
th

 unit 

Due to minimizing fuel cost is the primary concern of 

operation planning; the objective of ELD problem in this 

study is to minimizing total generator fuel cost. That can 

be expressed as: 
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For the mentioned equation, the Ft is the total 

generation cost and Fi is the cost function of the i
th

 

generator. ai, bi and ci present the cost coefficients in i
th

 

generator. Also the electrical output of the i
th

 generator is 

shown by Pi and m is the number of generators 

committed to the operating system. This constrained ELD 

problem is subjected to a variety of constraints depending 

upon assumptions and practical implications [12, 14]. 

These constraints are discussed as follows. Constrained 

conditions are: 

A. Power Balance 

This constraint is based on the principle of equilibrium 

between total system generation ( 
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) and total 

system loads (PD) and losses (PL) that is 
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PL: Obtained using B-coefficients, given by: 
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B. Generator Operation Constraints 

iiiiiii PDRPPPPP  ),max( 0minmaxmin

aiiiii APURPP  ),min( 0max     (5) 

Where, Pi
min

 and Pi
max

 are lower and upper bounds for 

power outputs of the ith generating unit. 

C. Line Flow Constraints 

LlkPP kLfkLf ,...,,max

,,          (6) 

Where, PLf,k is the real power flow of line k; PLf,k
max

 is 
the power flow up limit of line k and L is the number of 
transmission lines. 

III. GRAVITATIONAL SEARCH ALGORITHM 

A. GSA Review 

The Gravitational Search Algorithm (GSA) is 

constructed based on the law of gravity and the notion of 

mass interactions. GSA is one of the newest heuristic 

algorithms which have been inspired by the Newtonian 

laws of gravity and motion. In GSA a set of agents called 

masses are introduced to find the optimum solution by 

simulation of Newtonian laws of gravity and motion [15]. 
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Also, each mass agent has four specifications: position, 

inertia mass, active gravitational mass, and passive 

gravitational mass. The position of the mass corresponds 

to a solution of the problem, and its gravitational and 

inertial masses are determined using a fitness function. In 

other words, each mass presents a solution, and the 

algorithm is navigated by properly adjusting the 

gravitational and inertia masses. By lapse of time, we 

expect that masses be attracted by the heaviest mass. This 

mass will present an optimum solution in the search 

space [16]. 

The GSA could be considered as an isolated system of 

masses. It is like a small artificial world of masses 

obeying the Newtonian laws of gravitation and motion. 

More precisely, masses obey the following laws: 

 Law of gravity: Each particle attracts every other 

particle and the gravitational force between two 

particles is directly proportional to the product of their 

masses and inversely proportional to the distance 

between them, R. 

 Law of motion: The current velocity of any mass is 

equal to the sum of the fraction of its previous 

velocity and the variation in the velocity. Variation in 

the velocity or acceleration of any mass is equal to the 

force acted on the system divided by mass of inertia. 
To describe the GSA consider a system with s masses 

in which position of the ith mass is defined as: 

sixxxX n

i

d

iii ,...,2,1),,...,,...,( 1 
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Where, xi
d
 is position of the i

th
 mass in the d

th
 

dimension and n is the dimension of the search space. 

According to [19] mass of each agent is computed after 

calculating current population’s fitness as: 
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Where, Mi(t) is the mass value of the agent i at t. 
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Where, fiti(t) is the fitness value of the agent i at t, and 

worst (t) and best (t) are defined as follows for the 

minimization problem: 
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To compute acceleration of an agent, total forces from 

a set of heavier masses that apply on it should be 

considered based on the law of gravity, which is followed 

by calculation of agent acceleration using the law of 

motion. Afterwards, next velocity of an agent is 

calculated as a fraction of its current velocity added to its 

acceleration. Then, its next position can be calculated 

using: 
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Where, randi and randj are two uniformly distributed 

random numbers in the interval [0, 1], ε is a small value, 

Rij(t) is the Euclidean distance between two agents i and 

j, defined as Rij(t)=||Xi(t), Xj(t)||2, kbest is the set of first 

K agents with the best fitness value and biggest mass, 

which is a function of time, initialized to K0 at the 

beginning and decreasing with time. Here K0 is set to s 

(total number of agents) and is decreased linearly to 1. 

In GSA, the gravitational constant, G, will take an 

initial value, G0, and it will be reduced with time: 

),()( 0 tGGtG 
                 

 (11) 

Also some differences and advantages of this 

technique are consisting of [16]: 

 In GSA, the agent direction is calculated based 

on the overall force obtained by all other agents. 

 In GSA the force is proportional to fitness value 

and so agents see the search space around 

themselves in the influence of force. 

 GSA is memory-less and only current position 

of the agents plays a role in the updating 

procedure. 

 In GSA the force is inversely proportional to the 

distance between solutions. 

Fig. 1 shows the flowchart of the proposed intelligent 

algorithm. 

B. SPGSA 

If we plot the objective values f1 and f2 of these 

optimal solutions against each other in one plot. A multi-

objective optimization algorithm tries to approximate 
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these solutions but uses a different approach to obtain 

these solutions. The supposed algorithm sorts the 

population based on non-dominated fronts. The first front 

found is ranked the highest and the last one the lowest. 

This ranking is used in the mating flight selection 

process. In addition to, for assure diversity in a 

population (honey bee) employed crowding distance 

measure.  

 
Figure 1.  Flowchart of GSA 

The main steps of the SPO algorithm are explained in 

more detail as follows: 
 

C. Non-Dominated sort 

This set of non-dominated solutions is called a Pareto 

front. A multi-objective algorithm selects and improves 

solutions based on this domination principle to 

approximate the real trade-off curve. Non-domination 

occurs when a candidate cannot be improved any further 

in one objective while degrading in another objective. 

Figure 2 explains this in more detail. The figure shows 

that crowding distance for solution y(x4) is calculated 

relative to the solutions from the same front which are all 

colored blue. The distance is the sum of the length and 

width of a cubical that can be drawn through these two 

closest neighbours. 

 
Figure 2.  Crowding distance measure 

D. Crowding Distance 

The population density around a particular solution i is 

estimated by the average distance of the two solutions at 

either side of i along each of the objectives. Crowding 

distance is assigned front wise and comparing the 

crowding distance between two individuals in different 

front is meaningless. 

IV. SIMULATION AND RESULTS 

The different methods discussed earlier are applied to 

two cases to find out the minimum cost for any demand. 

In this part the three test systems as: IEEE 6-generator 

30-bus, IEEE 14-generator 118-bus IEEE with 

transmission loss, 15 unit system with prohibited 

operating zones and ramp rate limits and 40 unit system 

is tested with valve-point loading effects without 

transmission loss. 

A. Case I. IEEE 30-bus system 

In the first case study, the IEEE 30-bus system with 

six generators and forty one lines is used. The system 

configuration of the proposed case study is shown in Fig. 

3 and the system data can be found in [6,15]. 

The values of the fuel and emission coefficients of the 

IEEE 30-bus system are illustrated in Table 1. The line 

data and bus data of the system are referenced in [1]. The 

load of the IEEE 30-bus system was set to 2.834 pu on a 

100MVA base. In order to demonstrate the effectiveness 

of the proposed approach on the IEEE 6-generator 30-bus 

test system. All constraints about emission, fuel cost and 

system loss are considered. For show efficiency and 

ability of supposed algorithm in EED problem, used 

index mismatch power as follows: 

1

mismatch power ( )
gN

i i d

i

P G P


   

Where, P(G) is the power output and Pd is the total 

power demand. 

 
Figure 3.  The IEEE 30-bus system configuration. 

Results of proposed SPGSA algorithm are compared 

with the MOPSO [17] and MODE [14], which have been 

implemented and applied to the EED problem with 

impressive success. The results of simulation are given in 

Table 2. The distribution of the non-dominated solutions 

in Pareto optimal front using the proposed SPGSA is 

No 

Yes 

Generate initial population 

Meeting end of 

criterion? 

Evaluate the fitness for each mass 

Calculate the G, best, worst, Mi and Mg of the 

population 

Update position and velocity 

Return best solution 

28 

G2 

G1 

G3 

G4 

G5 

G6 

2 

3 4 
6 

7 

9 
11 

10 
12 

14 16 

17 

22 

21 

20 

19 18 15 

23 24 

26 25 

27 

29 

30 

5 
Width 

Y(x5) 

Y(x7) 

Y(x4) 

Y(x3) 

Y(x2) 

Y(x6) 

Y(x1) 

Length 

f1 

f2 

548 Int'l Conf. Artificial Intelligence |  ICAI'12  |



represented in Fig. 4, which clearly shows the 

relationships among fuel cost, emission, and transmission 

loss. 

 
Figure 4.  Three-dimensional Pareto front of SPGSA algorithm for 

IEEE 30-bus system 

TABLE I.  GENERATOR AND EMISSION COEFFICIENTS OF THE 

IEEE 30-BUS SYSTEM. 

NO a b c α β γ δ λ 
PGmax 

(MW) 

PGmin 

(MW) 

PG1 10 200 100 4.091 −5.543 6.490 2.0e−4 2.857 150 5 

PG2 10 150 120 2.543 −6.047 5.638 5.0e−4 3.333 150 5 
PG3 20 180 40 4.258 −5.094 4.586 1.0e−6 8.000 150 5 

PG4 10 100 60 5.326 −3.550 3.380 2.0e−3 2.000 150 5 

PG5 20 180 40 4.258 −5.094 4.586 1.0e−6 8.000 150 5 
PG6 10 150 100 6.131 −5.555 5.151 1.0e−5 6.667 150 5 

 

A. Case II. 15 Unit Systems 

The information of 15 unit system is presented in [18]. 

The load demand of the system is 2630 MW. The loss 

coefficients matrix is shown in [19]. Also Table 3, shows 

the numerical results of this case study in comparison 

with other techniques. 

B. Case II. 15 Unit Systems 

The information of 15 unit system is presented in [20]. 

The load demand of the system is 2630 MW. The loss 

coefficients matrix is shown in [19]. The feasibility of the 

proposed method has been compared in terms of solution 

quality and computation efficiency with PSO [20], 

Hybrid GAPSO [13], IPSO [20], SOH-PSO [12]. Also 

convergence characteristic for this case study is shown in 

Fig.5. 

TABLE II.  IEEE 30-BUS SYSTEM BEST COMPROMISE SOLUTIONS  

No. Gen SPGSA MODE MOPSO 

PG1 0.1721 0.21207 0.39768 
PG2 0.3638 0.30659 0.41814 

PG3 0.6839 0.68878 0.64404 

PG4 0.6512 0.67937 0.75147 
PG5 0.6077 0.58218 0.44620 

PG6 0.3563 0.38691 0.48973 

Cost ($/h) 610.892 614.170 614.913 

Emission (ton/h) 0.1954 0.2043 0.2081 

System loss (MW) 2.0413 2.2009 2.8865 

Mismatch  power 0.0011 0.0219 0.3133 
 

 

 
Figure 5.  Convergence characteristic of 15-unit system 

C. Case III. 40 Unit Systems 

The load demand of the system is 10500 MW. The 

unit characteristics like cost coefficients along with 

valve-point loading coefficient, operating limits of 

generators are given in [4]. The achieved numerical 

results from proposed SPGSA method are presented in 

table 4 in comparison via BBO [3], NPSO_LRS [2], 

SOH_PSO [12] and other methods. Also convergence 

characteristic for this case study is shown in Fig.6. 

 

TABLE III.   BEST SIMULATION RESULTS OF 15-UNIT SYSTEM. PD = 2630 MW 

Unit power output (MW) PSO Hybrid GAPSO CPSO1 CPSO 2 SOH_PSO IPSO SPGSA 

P1 439.1162 436.8482 450.05 450.02 455.00 455.00 455.0000 

P2 407.9727 409.6974 454.04 454.06 380.00 380.00 388.0192 

P3 119.6324 117.0074 124.82 124.81 130.00 129.97 130.0000 

P4 129.9925 128.2705 124.82 124.81 130.00 130.00 130.0000 

P5 151.0681 153.3361 151.03 151.06 170.00 169.93 221.8192 

P6 459.9978 457.4078 460 460 459.96 459.88 460.0000 

P7 425.5601 424.4400 434.53 434.57 430.00 429.25 465.0000 

P8 98.5699 101.1949 148.41 148.46 117.53 60.43 132.0192 

P9 113.4936 116.1186 63.61 63.59 77.90 74.78 51.9172 

P10 101.1142 102.2243 101.13 101.12 119.54 158.02 25.8178 

P11 33.9116 35.0317 28.656 28.655 54.50 80.00 55.7364 

P12 79.9583 78.8482 20.912 20.914 80.00 78.57 72.8192 

P13 25.0042 27.1292 25.001 25.002 25.00 25.00 26.2134 

P14 41.414 37.1594 54.418 54.414 17.86 15.00 25.5263 

P15 35.614 37.0390 20.625 20.624 15.00 15.00 19.0293 

Total power output 2662.4 2661.75 2662.1 2662.1 2662.29 2660.8 2659.2 

Minimum cost ($/h) 32858 32724 32835 32834 32751.39 32709 32685.928 

Ploss 32.4306 31.75 32.1302 32.1303 32.28 30.858 29.362511 

Mean cost ($/h) 33039 32984 33021 33021 32878 32784.5 32710.019 

Maximum cost ($/h) 34562.4 34865.9 33451 33450.1 33001.1 32954.4 33252.9187 
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TABLE IV.  BEST POWER OUTPUT FOR 40-GENERATOR SYSTEM (PD = 10,500 MW) 
Unit SPGSA BBO SOH_PSO NPSO_LRS NPSO PC_PSO PSO_LRS SPSO 

P1(MW) 

P2(MW) 

P3(MW) 

P4(MW) 

P5(MW) 

P6(MW) 

P7(MW) 

P8(MW) 

P9(MW) 

P10(MW) 

P11(MW) 

P12(MW) 

P13(MW) 

P14(MW) 

P15(MW) 

P16(MW) 

P17(MW) 

P18(MW) 

P19(MW) 

P20(MW) 

P21(MW) 

P22(MW) 

P23(MW) 

P24(MW) 

P25(MW) 

P26(MW) 

P27(MW) 

P28(MW) 

P29(MW) 

P30(MW) 

P31(MW) 

P32(MW) 

P33(MW) 

P34(MW) 

P35(MW) 

P36(MW) 

P37(MW) 

P38(MW) 

P39(MW) 

P40(MW) 

Maximum 

Minimum 

Average 

114.0000 

112.6186 

120.0000 

175.5808 

91.0000 

140.0000 

265.0000 

284.0398 

290.0000 

130.0000 

169.4104 

165.7230 

210.9877 

390.0064 

300.0265 

300.0000 

492.0000 

489.1857 

511.4179 

512.5126 

520.5096 

525.0164 

520.2891 

524.9126 

520.4441 

526.0000 

10.0000 

10.0000 

10.0000 

90.0000 

190.0000 

190.0000 

190.0000 

168.0000 

200.0000 

200.0000 

110.0000 

110.0000 

110.0000 

511.3186 

1.2108e+005 

121039.1389 

1.2105e+005 
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Figure 6.  Convergence characteristic of 40-unit system 

V. CONCLUSION 

The ELD problems are the important problems in the 
electric power system operation. In this paper, the ELD 
problem has been solved considering transmission losses, 
valve point effects and environmental pollution. The 
problem has been formulated by the modified form of 
constraint method. The ELD problem is converted into an 
optimization problem which is solved by the SPGSA 
technique with competing objectives of fuel cost, 
environmental pollution (emission) and loss transmission. 
Numerical results for some test system have been 
presented to demonstrate the performance, found to 
converge to optimum in a faster rate and applicability of 

the proposed method. The proposed algorithm applied to 
three standard IEEE systems to show advantages of 
proposed algorithm in EED problem, 30-bus 6-generator 
IEEE test system, 15 units system and 40 units system 
with valve point effects. The convergence speed of this 
algorithm is higher than other heuristics algorithms such 
as NSGA, MODE, MOPSO, etc and thus the high 
precision and efficiency are achieved. 
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Abstract - The greedy Hill-climbing search in the 
Markov Equivalence Class space (E-space) can 
overcome the drawback of falling into local maximum in 
Directed Acyclic Graph space (DAG space) caused by 
the score equivalent property of Bayesian scoring 
function, and one representative algorithm is Greedy 
Equivalence Search algorithm (GES algorithm) which is 
inclusion optimal in the large sample size, but not 
parameter optimal. In fact GES algorithm does not 
comply with the inclusion boundary condition which is a 
guarantee of gaining the highest score, but the 
unrestricted form of GES algorithm (UGES algorithm) 
complies with the inclusion boundary condition 
approximately. However, the greedy Hill-climbing 
search both in the DAG space and in the E-space has the 
drawback of time-consuming. The idea of confining the 
search using the constraint-based method is a good 
solution for the time-consuming drawback. This paper 
conducts experiments to compare the effects of greedy 
Hill-climbing search algorithm in DAG space (GS 
algorithm), GES algorithm and UGES algorithm both 
without the restriction of the parents and children sets 
and with the restriction of parents and children sets, and 
finds that GS/GES/UGES with the restriction have 
achieved improvement in time-efficiency and structure 
difference, with a little reduction in Bayesian scoring 
function. 

Keywords: Inclusion Boundary Condition, GES 
algorithm, UGES algorithm, MMHC algorithm, local 
discovery algorithms 

1 Introduction 
 In the field of Bayesian network (BN), BN 
structure learning is a research hotspot. There are two 
main categories of BN structure learning algorithms, 
namely the constraint-based method and the 
search-and-score method. The constraint-based 
method[1][2] firstly uses the conditional independence (CI) 
test to determine the skeleton of the BN structure, and 
then directs the skeleton using the directional rules. The 
CI test has several forms, like Pearson's chi2 test, G2 
likelihood ratio test, and mutual information. 
 The search-and-score method includes two typical 
algorithms, namely K2 algorithm[3] and greedy 
Hill-climbing algorithm. The K2 algorithm finds parent 
nodes for each node from the nodes before the node 
according to the initial node sequence, and builds the 
Bayesian network structure gradually. The initial node 
sequence can be determined by the method mentioned in 

paper [4], namely building the maximum weight 
spanning tree (MWST) using mutual information, and 
then using the topological order of the oriented MWST 
as the initial node sequence. 
 The greedy Hill-climbing algorithm in the DAG 
space (GS algorithm) takes an initial graph, defines a 
neighborhood, computes a score for every graph in this 
neighborhood, and chooses the one which maximizes 
the score for the next iteration, until the scoring function 
between two consecutive iterations does not improve. 
And the neighborhood is defined as the set of graphs 
that differ only with one insertion, one reversion, and 
one deletion from our current graph. The initial graph 
can be chosen as the oriented MWST. The GS algorithm 
has several drawbacks. Firstly, according to the score 
equivalent property of Bayesian scoring function, the 
directed acyclic graphs in the same equivalence class 
have the same score value. So if the two adjacent 
iterations are within the same equivalence class, the GS 
algorithm will fall into local maximum. Secondly, if we 
use random selection to break ties when we encounter 
more than one graph owning the highest score in the 
neighborhood, the finally learnt BN structures are more 
fluctuating when the GS algorithm runs multiple times. 
Thirdly, the GS algorithm is much more 
time-consuming, as the number of variables grows. 
 The greedy Hill-climbing search in the Markov 
Equivalence Class space can overcome the drawback of 
falling into local maximum caused by the score 
equivalent property of Bayesian scoring function, and 
can improve the volatility of the finally learnt BN 
structures. One state of the art algorithm of the greedy 
Hill-climbing search in the E-space is the GES 
algorithm[5]. GES algorithm starts from the empty graph, 
firstly adds edges until the scoring value reaches a local 
maximum, then deletes edges until the scoring value 
reaches another local maximum, and finally returns that 
equivalence class as the solution. In paper [6], it has 
been proved that in the limit of large sample sizes, the 
GES algorithm identifies an inclusion-optimal 
equivalence class of DAG models. However, GES may 
not be able to identify a parameter-optimal model even 
in the limit of large sample size, namely the parameters 
of the finally identified model are not the fewest among 
all the BNs that include the distribution. Then according 
to the consistent property of Bayesian scoring function, 
the score of the finally identified equivalence class in the 
GES algorithm is not the highest. 
 The paper [7] defines the Inclusion Boundary 
Condition based on the Inclusion Order provided by 
Meek’s conjecture, and the paper [8] proves that the 
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hill-climbing algorithm using the penalized score 
function and a traversal operator satisfying the Inclusion 
Boundary Condition always finds the faithful model 
which has the highest score. In fact, the GES algorithm 
does not comply with the Inclusion Boundary Condition 
and does not get the guarantee of gaining the highest 
score. The UGES algorithm considers both the edge 
addition and the edge deletion at each step, and complies 
with the Inclusion Boundary Condition approximately. It 
is an unrestricted form of the GES algorithm and may 
get higher score than the GES algorithm. Both the GES 
algorithm and the UGES algorithm have the drawback 
of time-consuming. 
 About the drawback of time-consuming, some 
algorithms improve this drawback by restricting the 
maximum number of parents allowed for every node in 
the network, like the Sparse Candidate algorithm[9][10]. 
But it is not a sound solution. Firstly it is hard to set the 
value of the maximum number of parents, and secondly 
this parameter imposes a uniform constraint for each 
node in the network. If we use the constraint-based 
method to find the set of parents and children for each 
node, and restrict the greedy search within the parents 
and children set of each node, it will not encounter such 
two problems. The Max-Min Hill-climbing algorithm 
(MMHC algorithm)[11] is one such BN structure learning 
algorithm. It firstly uses the Max-Min Parents and 
Children algorithm (MMPC algorithm)[12] to find the set 
of parents and children for each node, and then applies 
the GS algorithm within the parents and children set of 
each node. It is shown that the MMHC algorithm results 
in computational savings and performs better than many 
existing algorithms. 
 This paper intends to conduct experiments to 
compare the GES algorithm and the UGES algorithm 
from the aspects of Bayesian score, Structural Hamming 
Distance (SHD)[11] and number of calls to scoring 
function, with the GS algorithm as a reference. Besides, 
we intend to use the parents and children sets learnt by 
the MMPC algorithm to restrict the GES algorithm and 
the UGES algorithm to improve the time-efficiency of 
these two algorithms, and conduct experiments to 
compare the performances of the GES algorithm and the 
UGES algorithm under the restriction of parents and 
children sets, with the MMHC algorithm (MMPC+GS) 
as a reference. We use the data sampled from the Alarm 
network[13] to conduct experiments. We implement the 
experiments in Matlab environment with the Bayes Net 
toolbox[14], the BNT Structure Learning package[15], and 
the Causal Explorer package[16]. 
 This paper is structured as follows. Section 2 
analyzes the GES algorithm and the UGES algorithm 
using the knowledge of E-space, scoring function, and 
Inclusion Boundary Condition. Then Section 3 
introduces the local discovery algorithm MMPC and the 
combination of MMPC with GES algorithm and UGES 
algorithm. Experimental results and analysis are showed 
in Section 4. Finally, Section 5 presents some 
conclusions. 

2 The greedy Hill-climbing search in 
the Markov Equivalence Class 
space 

2.1. The Markov Equivalence Class space 
and the scoring function 

 The Markov Equivalence Class space (E-space) is 
divided into Markov equivalence classes. The DAGs in 
the same Markov equivalence class are equivalent.  
 Theorem 1 Two DAGs are equivalent if and only 
if they have the same skeletons and the same 
v-structures[17]. 
 The skeleton of any DAG is the undirected graph 
resulting from ignoring the directionality of every edge. 
A v-structure in DAG G is an ordered triple of nodes (X, 
Y, Z) such that (1) G contains the edges X->Y and Z->Y, 
and (2) X and Z are not adjacent in G. 
 The equivalence classes of DAGs are represented 
with completed partially DAGs (CPDAGs). The 
CPDAG is a graph that contains both directed and 
undirected edges. The directed edges represent the 
compelled edges and the undirected edges represent the 
reversible edges. The compelled edge is the edge that 
has the same orientation for every member of the 
equivalence class. The reversible edge is the edge that is 
not compelled. 
 In a CPDAG or PDAG, a pair of nodes is neighbor 
if they are connected by an undirected edge, and they are 
adjacent if they are connected by either an undirected 
edge or a directed edge. 
 The DAGs in the same equivalence class gain the 
same score if the scoring function owns the property of 
score equivalence. In fact, the scoring function may own 
three properties: 
 Property 1 The scoring function is decomposable 
if it can be written as a sum of measures, each of which 
is a function only of one node and its parents. 
 Property 2 The scoring function is score 
equivalent if the DAGs in the same equivalence class 
gain the same score. 
 Property 3 The scoring function is consistent if in 
the large sample size, the following conditions hold: (1) 
If H contains the distribution and G does not contain the 
distribution, then the score of H is larger than the score 
of G; (2) If H and G both contain the distribution, and H 
contains fewer parameters than G, then the score of H is 
larger than the score of G. 
 Bayesian Dirichlet (BD) scoring function is one of 
the commonly used scoring functions. BDe scoring 
function is the BD scoring function which satisfies the 
score equivalent property. And the BDeu scoring 
function is the BDe scoring function whose parameter 
prior has uniform mean. The form of the BDeu scoring 
function is as follows: 

' '( ) ( )
( , | ) log ( | ) ' '( ) ( )1 1 1

q rN N Nn i iij ijk ijkp G D p G
N N Ni j kij ij ijk

 
  

   
    

     (1) 

 Where
'' NNijk r qi i


 , qi denotes the number of 

configurations of the parent set ( )xi , ri  denotes the 
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number of states of variable xi , Nijk  is the number of 
records in dataset D for which x ki and ( )xi is in 
the jth configuration, and N Nij ijkk . ( )   is the 
Gamma  function, which satisfies ( 1) ( )y y y     and 

(1) 1  . 
 The components 'Nijk and ( | )p G  specify the prior 
knowledge. In BDeu scoring function, the parameter 

prior 
'' NNijk r qi i


  is set as uniform joint distribution, 'N is 

the equivalent sample size, and 'N  is usually set to ten 
in most experiments. ( | )p G   is the network structure 
prior, the assessment of ( | )p G   is discussed in paper 
[18] in detail, and we set the network structure prior 

( | )p G   as one in this paper. From Eq. (1), we can find 
that the BDeu scoring function is decomposable. 
Besides, the paper [18] shows that the BDeu scoring 
function is score equivalent, and the paper [5] shows 
that it is consistent. So the BDeu scoring function 
satisfies the three properties of the scoring function 
mentioned above. 

2.2. Greedy Equivalent Search algorithm 
 The Greedy Equivalent Search algorithm (GES 
algorithm) starts from the empty graph, firstly adds 
edges until the scoring value reaches a local maximum, 
then deletes edges until the scoring value reaches 
another local maximum, and finally returns that 
equivalence class as the solution. The GES algorithm 
searches through the E-space and the equivalence 
classes in the E-space are represented with CPDAGs. 
The paper [5] proves Meek’s conjecture, and shows that 
the local maximum reached in the first phase of the 
algorithm contains the generative distribution and the 
final equivalence class that results from the GES 
algorithm is asymptotically a perfect map of the 
generative distribution. 
 There are two kinds of operators which are used to 
construct the neighborhood in GES algorithm, namely 
the Insert operator in the first phase and the Delete 
operator in the second phase. In order to compute the 
scores of the PDAGs in the neighborhood after applying 
the operators, it needs to convert the PDAG to DAG, 
and the paper [19] gives a simple implementation of the 
algorithm PDAG-To-DAG. Besides, the GES algorithm 
needs the algorithm DAG-To-CPDAG[20] to convert the 
finally chosen DAG to CPDAG to make the greedy 
search continue. The two kinds of operators are listed as 
follows. 
 Definition 1 ( , , )Insert X Y  [5] 
 For non-adjacent nodes X  and Y  in the CPDAG 

cP , and for any subset   of the neighbors of Y  that 
are not adjacent to X , the ( , , )Insert X Y   operator 
modifies cP  by (1) inserting the directed edge X Y , 
and (2) for each T , directing the previously 
undirected edge between T  and Y  as T Y . 
 Definition 2 ( , , )Delete X Y  [5] 
 For adjacent nodes X  and Y  in the CPDAG cP  
connected either as X Y  or X Y , and for any subset 
  of the neighbors of Y  that are adjacent to X , the 

( , , )Delete X Y   operator modifies cP  by deleting the 
edge between X  and Y , and for each H  , (1) 
directing the previously undirected edge between Y  
and H  as Y H  and (2) directing any previously 
undirected edge between X  and H  as X H . 
 These two operators need to satisfy the validity 
conditions, so that the PDAG *cP resulting from 
applying the operators will admit a consistent extension. 
If a DAG G  has the same skeleton and the same set of 
v-structures as a PDAG P  and if every directed edge in 
P  has the same orientation in G , we say that G  is a 
consistent extension of P . If there is at least one 
consistent extension of a PDAG P , we say that P  
admits a consistent extension. If the PDAG *cP resulting 
from applying the operators admits a consistent 
extension, it will be converted to a DAG by the 
algorithm PDAG-To-DAG. Otherwise, the algorithm 
PDAG-To-DAG will give an error during the conversion 
of the PDAG *cP . 
 The validity conditions all include the problem of 
judging clique. A clique in a DAG or a PDAG is a set of 
nodes for which every pair of nodes is adjacent. And 
directing the edges of the clique will not create new 
v-structure. About the implementation of judging clique, 
there are two methods. One is firstly finding all the 
maximal cliques of the graph, and then checking that 
whether the node set is a subset of any maximal clique 
found in the first phase. However, the general problem 
of finding optimal triangulations for undirected graphs 
in the process of finding all the maximal cliques of the 
graph is NP-hard[21], so heuristic algorithms[22][23] are 
developed, which are time-consuming. The other 
method of judging clique is a direct form used in the 
algorithm PDAG-To-DAG which is more time-efficient. 
For every vertex y, adjacent to x, with (x, y) undirected, 
if y is adjacent to all the other vertices which are 
adjacent to x, then x and all the vertices adjacent to x 
form a clique. This paper takes the second method of 
judging clique. 
 From the Profile file of the GES algorithm, we find 
that the GES algorithm is a time-consuming algorithm, 
and most of the running time is consumed in the 
calculation of the scores of the neighborhood and the 
conversion from PDAG to DAG. Since the size of the 
neighborhood is exponential in the number of 
adjacencies for a node, one paper [25] proposes 
changing exhaustive search by greedy search which is 
linear, to improve the time-efficiency of the GES 
algorithm. This paper intends to improve the 
time-efficiency of the GES algorithm by finding the 
parents and children set for each node using the 
constraint-based method and confining the GES within 
the parents and children set of each node. 
 The paper [6] proves that in the limit of large 
sample sizes, the GES algorithm identifies an 
inclusion-optimal equivalence class of DAG models, but 
GES may not be able to identify a parameter-optimal 
model. The parameter-optimal model is the model which 
includes the distribution with the fewest parameters. So 
the parameters of the final model identified by the GES 
algorithm may be not the fewest among all the BNs that 
include the distribution. Then according to the consistent 
property of the BDeu scoring function, the score of the 
finally identified equivalence class in the GES algorithm 
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is not the highest. This paper investigates the conditions 
of recovering the right structure, and intends to combine 
the conditions with the GES algorithm to improve the 
score of the GES algorithm. 

2.3. Inclusion Boundary Condition 
 Inclusion Boundary Condition is one of the 
conditions that will guarantee the achievement of the 
highest score of the hill-climbing algorithm. It is based 
on the theory of Inclusion Order. 
 A graphical Markov model (GMM) ( )M G  is the 
family of probability distributions that are Markov over 
G . A probability distribution P  is Markov over a 
graph G  if and only if every CI restriction encoded in 
G  is satisfied by P . The intuition behind the Inclusion 
Order is that one GMM ( )M G  precedes another GMM 

'( )M G  if and only if all the CI restrictions encoded in 
G  are also encoded in 'G . Meek has provided an 
Inclusion Order in Meek’s conjecture and Chickering 
has proved Meek’s conjecture. 
 Conjecture 1 Meek's conjecture[24] 
 Let ( )D G  and '( )D G  be two Bayesian Networks 
determined by two DAGs G  and 'G . The conditional 
independence model induced by ( )D G  is included in the 
one induced by '( )D G , i.e. '( ) ( )I ID G D G , if and only 
if there exists a sequence of DAGs ,...,1L Ln  such that 

1G L , 'G Ln  and the DAG 1Li  is obtained from Li  
by applying either the operation of covered arc reversal 
or the operation of arc removal for 1,...,i n . 
 The paper [7] defines the Inclusion Boundary 

( )IB G , and intuitively, the Inclusion Boundary of a given 
GMM ( )M G  consists of those GMMs ( )M Gi  that 
induce a set of CI restrictions ( )IM Gi  which 
immediately follow or precede ( )IM G  under the 
Inclusion Order. Then based on the definition of 
Inclusion Boundary, the paper [7] gives the definition of 
Inclusion Boundary Condition and the paper [8] gives 
the theorem which proves the correctness of the 
hill-climbing algorithm under the faithfulness and 
unbounded data assumptions. 
 Definition 3 Inclusion Boundary Condition[7] 
 A learning algorithm for GMMs satisfies the 
Inclusion Boundary Condition if for every GMM 
determined by a graph G , the traversal operator creates 
neighborhood ( )N G  such that ( ) ( )N G IB G . 
 Theorem 2 The hill-climbing algorithm using the 
scoring function and a traversal operator satisfying the 
Inclusion Boundary Condition always finds the faithful 
model which has the highest score[8]. 
 Based on the Inclusion Order defined by Meek’s 
conjecture, the neighborhood created by the operators of 
one arc addition or one arc removal in the E-space, 
namely the ENR neighborhood, satisfies the Inclusion 
Boundary Condition. And the neighborhood created by 
the operators of one arc addition, one arc removal or one 
arc reversal in the DAG space does not satisfy the 
Inclusion Boundary Condition, which is the 
neighborhood formed in the GS algorithm. 
 The paper [8] gives an approximation 
neighborhood of the ENR neighborhood in the DAG 
space. But when we use the CPDAG to represent the 
equivalence class in the E-space, we can implement the 
operators of producing the ENR neighborhood directly 
on the CPDAG. However, in the GES algorithm, the 

neighborhoods formed both in the first phase and in the 
second phase do not contain the Inclusion Boundary 
defined by Meek’s conjecture. So the GES algorithm 
does not satisfy the Inclusion Boundary Condition, the 
score of the BN structure identified by the GES 
algorithm is not the highest, and the final score of the 
GES algorithm still has room for improvement. This is 
consistent with the conclusion that the BN structure 
identified by the GES algorithm may be not 
parameter-optimal. 

2.4. Unrestricted GES algorithm 
 GES algorithm uses the operator ( , , )Insert X Y   to 
produce the neighborhoods in the first phase and uses 
the operator ( , , )Delete X Y   to produce the 
neighborhoods in the second phase. The unrestricted 
GES algorithm (UGES algorithm) uses both the operator 

( , , )Insert X Y   and the operator ( , , )Delete X Y   to 
produce the neighborhoods in each iteration. The 
neighborhood formed in the UGES algorithm 
asymptotically satisfies the Inclusion Boundary 
Condition. Therefore, we can predict that the score of 
the BN structure identified by the UGES algorithm is 
higher than the score of the BN structure identified by 
the GES algorithm. But the size of the neighborhood in 
the UGES algorithm is larger than that in the GES 
algorithm, so the UGES algorithm may be more 
time-consuming than the GES algorithm. In this paper, 
we conduct experiments to compare the UGES 
algorithm with the GES algorithm from both the aspect 
of algorithm time-efficiency and the aspect of structure 
identification quality. 

3 Algorithm Improvement 
 Both the GES algorithm and the UGES algorithm 
have the drawback of time-consuming. Most of the 
running time is spent in the conversion from PDAG to 
DAG and the computation of the scoring function. This 
part of time has relation with the size of the 
neighborhood formed in the GES algorithm and the 
UGES algorithm. We can find the parents and children 
set for each node using the constraint-based method, and 
confine the GES algorithm and the UGES algorithm 
within the parents and children set of each node to 
reduce the size of the neighborhood and thus improve 
the time-consuming drawback of the GES algorithm and 
the UGES algorithm. 

3.1. Max-Min Parents and Children 
algorithm 

 The Max-Min Parents and Children algorithm 
(MMPC algorithm) is the first local learning algorithm 
for discovering the parents and children sets of nodes. 
The MMPC algorithm discovers the parents and children 
set using a two-phase scheme. In phase I, the forward 
phase, variables enter sequentially a candidate parents 
and children set, by use of a heuristic function. In phase 
II, the backward phase, it removes all false positives that 
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entered in the first phase. In the end, the candidate 
parents and children set is the parents and children set. 
 In the backward phase, the MMPC algorithm relies 
on the result of the CI test to remove the false positive. 
The kind of CI test that the MMPC algorithm uses in the 
backward phase is G2 likelihood ratio test. In the 
forward phase, the MMPC algorithm needs to measure 
the strength of association between a pair of variables. 
The MMPC algorithm uses the negative p value 
returned by the G2 likelihood ratio test as the measure of 
association. 

3.2. The combination of the GES/UGES 
algorithm with the MMPC algorithm 

 There are already papers describing the 
combination of the MMPC algorithm with the GS 
algorithm, namely the Max-Min Hill-climbing algorithm 
(MMHC algorithm), and the experiments show that the 
MMHC algorithm is a promising new algorithm that 
outperforms all other comparison algorithms, like the 
GS algorithm, the GES algorithm and the BNPC 
algorithm[2], in the aspects of running time, number of 
statistical calls, Bayesian score and Structural Hamming 
Distance (SHD). 
 This paper intends to combine the GES algorithm 
with the MMPC algorithm (MMPC-GES algorithm) and 
combine the UGES algorithm with the MMPC algorithm 
(MMPC-UGES algorithm). The specific implementation 
of the combination of the GES/UGES algorithm with the 
MMPC algorithm is that when the GES/UGES 
algorithm uses the operator ( , , )Insert X Y   to produce the 
neighborhood, X  should be in the parents and children 
set of Y . We conduct experiments to compare the 
MMPC-GES algorithm and the MMPC-UGES 
algorithm with the GS/GES/UGES algorithm without 
the restriction of the parents and children sets, as well as 
the MMHC algorithm, and find some useful 
conclusions. 

4 Experimental results and analysis 
 This paper uses the datasets sampled from the 
ALARM network[13] to conduct comparison experiments. 
The ALARM network stands for a medical diagnostic 
system of patient monitoring. It contains 37 variables 
and 46 edges. Each variable has two to four possible 
values. The max indegree is four and the max outdegree 
is five. The max and min of the size of the parents and 
children set is six and one. We randomly sampled 10 
training datasets for each of the three different sample 
sizes 500, 1000, and 5000. Each reported statistic is the 
average over the 10 runs of an algorithm on the 10 
different datasets of certain sample size. 
 This paper chooses three metrics to measure the 
quality of structure identification and the time-efficiency 
of the algorithms, namely Bayesian score, Structural 
Hamming Distance (SHD), and number of calls to the 
scoring function. 
 We use the BDeu scoring function to calculate the 
score, with the equivalent sample size of ten and the 
network structure prior of one. The BDeu score is the 

bigger the better. SHD is the sum of missing edges, 
extra edges, and reversed edges including edges that are 
undirected in one graph and directed in the other, 
between two PDAGs. SHD does not penalize for 
structural differences that cannot be statistically 
distinguished, so it is defined on PDAGs instead of 
DAGs. The SHD is the smaller the better. 
 Since the running time has relation with the 
configuration of computer, the usage of CPU and so on, 
this paper does not use this metric to measure the 
time-efficiency of the algorithms and uses number of 
calls to scoring function during the greedy search to 
measure the time-efficiency of the algorithms which is 
in proportion to the running time. 

4.1. BDeu score results 
 We randomly sample one testing dataset 
containing 5000 cases for each of the training dataset. 
And the BDeu score is the average over the 10 runs of 
an algorithm on the 10 different testing datasets of 
certain sample size. Besides, we calculate the score of 
the true ALARM network by the same way. The results 
of the average BDeu score of three different sample 
sizes are in Table 1. 
 From Table 1, we can find several useful rules. 
Firstly, with the increase of the sample size, the BDeu 
score of the identified BN becomes higher. Secondly, 
the GES algorithm and the UGES algorithm in the 
E-space, achieve higher BDeu score than the GS 
algorithm in the DAG space, since the greedy search in 
the E-space improves the drawback of falling into local 
maximum caused by the score equivalent property of 
BDeu scoring function in the DAG space. Thirdly, the 
UGES algorithm achieves slightly higher BDeu score 
than the GES algorithm, since the UGES algorithm 
satisfies the Inclusion Boundary Condition 
asymptotically but the GES algorithm does not satisfy 
the Inclusion Boundary Condition. Fourthly, when the 
GS/GES/UGES algorithms are restricted by the parents 
and children sets produced by the MMPC algorithm, 
however the MMPC-GES algorithm performs the worst 
in BDeu score among the three algorithms MMHC, 
MMPC-GES and MMPC-UGES. Maybe the 
performance of MMPC-GES is reduced greatly by its 
strict two-phase search strategy. The MMPC-UGES 
algorithm in E-space still outperforms the MMHC 
algorithm in DAG space in BDeu score.  
 Fifthly, in all, GS/GES/UGES with the restriction 
of MMPC achieve lower BDeu score than 
GS/GES/UGES without the restriction, namely the 
BDeu score of GS/GES/UGES is reduced by the 
restriction of parents and children sets. Especially we 
find that the BDeu score of the MMHC algorithm is 
lower than that of the GS algorithm, and the BDeu score 
of the GS algorithm doesn’t outperform the BDeu score 
of the true ALARM network, which doesn’t show signs 
of overfitting. We need to remember that the parents and 
children sets identified by the MMPC algorithm may be 
not the exact parents and children sets of the true 
network and have relation with the quality of dataset. 

 

556 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Table 1: Average BDeu Score Results. 
Sample size True Alarm GS GES UGES     MMHC MMPC-GES MMPC-UGES 
500 -47892.85 -48742.44 -48425.9 -48422.26 -49538.36 -50381.35 -49002.71 
1000 -47953.66 -48490.64 -48338.42 -48318.08 -49486.32 -50159.25 -48816.94 
5000 -47536.78 -47941.26 -47865.43 -47835.32 -48994.44 -49008.54 -48765.58 

 
Table 2: Average SHD Results. In the format A(B, C, D), A is the SHD, B is the number of extra edges,  

C is the number of missing edges, and D is the number of reversal edges. 
Sample size GS GES UGES MMHC MMPC-GES MMPC-UGES 
500 71.3(46.3, 3.4, 21.6) 59.2(43.9, 2.6, 12.7) 60.0(44.8, 2.5, 12.7) 30.8(7.6, 3.7, 19.5) 30.3(3.0, 8.5, 18.8) 29.6(8.2, 3.8, 17.6) 
1000 64.6(39.2, 1.8, 23.6) 56.7(39.3, 1.7, 15.7) 55.3(38.7, 1.7, 14.9) 27.8(5.7, 2.3, 19.7) 24.5(1.5, 6.4, 16.6) 24.3(5.7, 2.3, 16.3) 
5000 57.4(27.4, 0.9, 29.1) 43.7(23.4, 1.1, 19.2) 44.0(24.0, 0.8, 19.2) 23.4(4.3, 0.3, 18.8) 20.8(0.7, 0.1, 20.0) 25.9(5.1, 0.0, 20.8) 

 
Table 3: Average Number of Calls to BDeu Scoring Function Results. 

Sample size GS GES UGES MMHC MMPC-GES MMPC-UGES 
500 105265.9 111524.5 118216.1 6073.1 1662 4379.4 
1000 101082.2 114311.9 120510.4 5709.7 1527.7 3909.7 
5000 94832.8 108326.8 118639.2 6117.1 2013.6 4322.4 
 
 
4.2.  SHD results 
 This paper has calculated the SHD which is the 
average over the 10 runs of an algorithm on the 10 
different training datasets of certain sample size, as well 
as the three components of SHD, namely number of 
extra edges, number of missing edges and number of 
reversal edges including edges that are undirected in one 
graph and directed in the other. The results of the 
average SHD of three different sample sizes are in Table 
2.  
 From Table 2, we can find that with the increase of 
the sample size, the SHD of the identified BN becomes 
smaller, as well as the number of extra edges and the 
number of missing edges, but the number of reversal 
edges doesn’t show this feature. The GES algorithm and 
the UGES algorithm perform better than the GS 
algorithm in SHD, but the gap between the GES 
algorithm and the UGES algorithm in SHD is not 
obvious. Besides, the gaps among MMHC, MMPC-GES 
and MMPC-UGES in SHD are not obvious too.  
 In all, the SHD of GS/GES/UGES with the 
restriction of MMPC is lower than that of 
GS/GES/UGES without the restriction, namely the SHD 
of GS/GES/UGES is improved by the restriction of 
parents and children sets, especially number of extra 
edges. 

4.3. Number of calls to BDeu scoring 
function results 

 We use number of calls to BDeu scoring function 
to measure the time-efficiency of algorithms. We need 
to know that each call to the BDeu scoring function in 
the E-space corresponds to one conversion from PDAG 
to DAG, and the time cost of one conversion is nearly 
the same as that of one call to the BDeu scoring function. 
The results of the average number of calls to BDeu 
scoring function of three different sample sizes are in 
Table 3. 
 From Table 3, we can find that the GES/UGES 
algorithms calculate about ten percent more BDeu 
scoring function than the GS algorithm, but the 
GES/UGES algorithms in E-space need extra 

conversions between PDAG and DAG, so we can expect 
that the running time of GES/UGES is much longer than 
that of GS. The UGES algorithm calculates about seven 
percent more BDeu scoring function than the GES 
algorithm, so we can expect that the running time of 
UGES is slightly longer than that of GES. Besides, the 
number of calls to BDeu scoring function in the 
MMPC-UGES algorithm is more than twice that in 
MMPC-GES algorithm, so the running time of 
MMPC-UGES is expected to be about twice that of 
MMPC-GES. The MMHC algorithm calculates about 
40% more BDeu scoring function than the 
MMPC-UGES algorithm, considering the extra time 
cost of conversions between PDAG and DAG in 
MMPC-UGES, so we can expect that the running time 
of MMHC and MMPC-UGES should be almost the 
same. 
 In all, the number of calls to BDeu scoring 
function in GS/GES/UGES with the restriction of 
MMPC is lower than that in GS/GES/UGES without the 
restriction, namely the amount of calculation in 
GS/GES/UGES is reduced by the restriction of parents 
and children sets. The number of calls to BDeu scoring 
function in the MMPC-GES algorithm reduces the most, 
which also causes the worst performance of 
MMPC-GES in BDeu score, comparing with MMHC 
and MMPC-UGES. 

5 Conclusions 
 In this paper, we use the Inclusion Boundary 
Condition to analyze the GES algorithm and the GS 
algorithm. We point out that the unrestricted form of 
GES algorithm which implements both the Insert 
operator and the Delete operator to produce the 
neighborhood asymptotically satisfies the Inclusion 
Boundary Condition. Still, the combinations of the 
GES/UGES algorithms with the local discovery 
algorithm MMPC, namely the MMPC-GES algorithm 
and the MMPC-UGES algorithm, are proposed. We 
compare GS/GES/UGES/MMHC/MMPC-GES/MMPC- 
UGES on the datasets sampled from the ALARM 
network. The experiments show that MMHC/MMPC- 
GES/MMPC-UGES compute less number of calls to 
BDeu scoring function and achieve better SHD than 
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GS/GES/UGES without the restriction of the parents and 
children sets, while the BDeu score is reduced by the 
restriction of the parents and children sets. Considering 
the huge improvement on time-efficiency and SHD, 
MMHC/MMPC-GES/MMPC-UGES are still 
compelling. And among the three algorithms MMHC/ 
MMPC-GES/MMPC-UGES, MMPC-GES performs the 
worst in BDeu score, and MMPC-UGES performs the 
best in BDeu score. 
 Finally, the combination of constraint-based 
method, Bayesian search-and-score method and Markov 
Equivalence Class space is a promising combination. 
The problem of confining the greedy search can also be 
seen as the problem of directing the skeleton identified. 
Many constraint-based methods usually firstly identify 
the skeleton and then direct the skeleton using direction 
rules. In some of my initial experiments with the 
constraint-based algorithms, the effect of skeleton 
identification is good, but the effect of direction on 
skeleton is not good, like the BNPC algorithm. If we use 
the search-and-score method to direct the skeleton 
identified by the constraint-based method, it will 
improve the final BN structure identified by the 
constraint-based method. 
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Abstract— In this paper, the parameters of PID controller 

are tuned by Gravitational Search Algorithm (GSA). The 

key idea of the proposed method is to use a new design PID 

controller of Hydro-turbine governing. The result of 

simulation are shown effectiveness of the proposed method 

and GSA algorithm for solve Hydro-turbine governing 

problem in different load condition of power system. The 

achieved result of GSA algorithm compare with CEP, FEP, 

MFEP and DCMEP algorithm, the table and figure shown 

transcendent GSA algorithm for optimizations problem. 

Keywords- Hydro-turbine governing, GSA, robust PID 

controller. 

I. INTRODUCTION 

Energy is the basic need for economic development; every 
sector of country's economy (industry, agricultural, 
transport, commercial and domestic) needs input of 
energy. The Hydro-turbine governing systems contain 
many parts, high dimension complex systems, time-
variant and multi-parameters. With attention to increases 
demand, the generating of energy is near to demand of 
energy, so need a best controller to guarantee systems for 
different condition. In most study used ideal PID 
controller for model of Hydro-turbine governing but in 
industrial production of ideal PID controller is not 
possible, so in this paper used a robust PID (RPID) 
controller for control Hydro turbine governing system 
with disturbance. PID controller is a best controller for us 
decide, and use many artificial algorithm for getting best 
answer for PID controllers (KP, KI, KD) to guarantee 
system in best condition of working, hitherto used Genetic 
Algorithm (GA) [1], Simulated annealing (SA) algorithm 
[2], Evolutionary Programming (EP) [3], Conventional 

Evolutionary Programming (CEP) [4], Fast Evolutionary 
Programming (FEP) [4,5], Deterministic Chaotic 
Mutation Evolutionary Programming (DCMEP) [4,6], but 
the above algorithms cannot best solution for optimization 
of Hydro-turbine governing, so this paper a new 
optimization algorithm based on the law of gravity, 
namely Gravitational Search Algorithm (GSA) for 
problem solving is proposed [8]. This algorithm is based 
on the Newtonian gravity: „„every particle in the universe 
attracts every other particle with a force that is directly 
proportional to the product of their masses and inversely 
proportional to the square of the distance between them”. 
In Sect. II, the proposed GSA algorithm is described, in 
Sect. IV experiments and results are presented. 

Nomenclature: 

N: population size 
Ta: inertial time constant of generator 
Tw: current inertial time constant  
TS: adjust time in seconds 
Δ: overshoot level 
Ty: Engagers relay time constant 
ey: hydro-turbine torque vine opening level transfer 
coefficient 
eh: hydro-turbine torque pressure transfer coefficient 
eqy: hydro-turbine hydraulic flux vine opening level 
transfer coefficient 
eqh: hydro-turbine hydraulic flux pressure transfer 
coefficient 
KP: proportional adjustment coefficient 
KI: integral adjustment coefficient 
KD: deferential adjustment coefficient 

en:  generator's self adjustment coefficient 
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II. GRAVITATIONAL SEARCH ALGORITHM (GSA) 

The gravitational search algorithm is constructed 
based on the law of gravity and the notion of mass 
interactions. The GSA algorithm uses the theory of 
Newtonian physics and its searcher agents are the 
collection of masses. In GSA, we have an isolated system 
of masses. Using the gravitational force, every mass in the 
system can see the situation of other masses. The 
gravitational force is therefore a way of transferring 
information between different masses. GSA was 
introduced by E. Rashedi et all, 2009, In GSA, agents are 
considered as objects and their performance is measured 
by their masses. All these objects attract each other by the 
gravity force, and this force causes a global movement of 
all objects towards the objects with heavier masses. 
Hence, masses cooperate using a direct form of 
communication, through gravitational force. The heavy 
masses - which correspond to good solutions - move more 
slowly than lighter ones, this guarantees the exploitation 
step of the algorithm [7,8]. In GSA, each mass (agent) has 
four specifications: position, inertial mass, active 
gravitational mass, and passive gravitational mass. The 
position of the mass corresponds to a solution of the 
problem, and its gravitational and inertial masses are 
determined using a fitness function. 
In other words, each mass presents a solution, and the 
algorithm is navigated by properly adjusting the 
gravitational and inertia masses. By lapse of time, we 
expect that masses be attracted by the heaviest mass. This 
mass will present an optimum solution in the search 
space. The GSA could be considered as an isolated system 
of masses. It is like a small artificial world of masses 
obeying the Newtonian laws of gravitation and motion. 
More precisely, masses obey the following laws: Law of 
gravity: each particle attracts every other particle and the 
gravitational force between two particles is directly 
proportional to the product of their masses and inversely 
proportional to the distance between them, R.  
Law of motion: the current velocity of any mass is equal 
to the sum of the fraction of its previous velocity and the 
variation in the velocity. Variation in the velocity or 
acceleration of any mass is equal to the force acted on the 
system divided by mass of inertia [8, 9]. 

In the GSA algorithm particle researcher, is sum of all 
mass. We define the position of the ith agent by: 

Xi = (xi
1
… xi

d
… xi

N
) for i = 1, 2, 3… N           (1) 

In the Eqs.1 xi
d
 is the position of ith agent in the dth 

dimension. N is total of agent. At a particular time (t), we 
have define the force acting on mass (i) from mass (j) as 
pursuing: 

Fij
d
(t) = G(t) (Mpi (t) – Maj (t))/( Rij (t)+ɛ )×( Xj

d
(t) - Xi

d
(t)    

Maj (t) is the active gravitational mass related to agent 
j, Mpi is the passive gravitational mass related to agent i, G 

(t) is gravitational constant at time t, ɛ  is a small constant, 
and Rij(t) is the Euclidian distance between two agents i 
and j: 

2
( ), ( )

ij i j
R X t X t                          (2) 

To give a chromatic characteristic to GSA algorithm, 
suppose that the total force that acts on agent i in a 
dimension d be a randomly weighted sum of dth 
components of the forces exerted from other agents: 

1,

( ) ( )
N

d d

i j ij

j j i

F t rand F t
 

                   (3) 

Where randj is generate random in the interval [0, 1]. 
by the law of motion, the acceleration of the agent i at 
time t, and in direction dth, ai

d
(t), give from equation 5 is 

equal: 

( )
( )

( )

d

d i

i

ii

F t
a t

M t
                           (4) 

In the equation (4) Mii is the inertial mass of ith agent. 
Velocity for next step will update from equation 5 it is 
similar to PSO algorithm, because any particle get a new 
vector of velocity for generate new population. After 
update velocity vector for agents the position of any agent 
get from equation 6. The equation for give new velocity 
and new position following: 

( 1) ( ) ( )d d d

i i i i
t rand t a t                   (5) 

( 1) ( ) ( 1)d d d

i i i
x t x t t                     (6) 

With attention to Eqs.5, the next velocity of an agent is 
considered as a fraction of its current velocity added to its 
acceleration. randi is a uniform random variable in the 
interval [0, 1]. For give a randomized characteristic to the 
search used this random number. 

The gravitational constant, G, is initialized at the 
beginning and will be reduced with time to control the 
search accuracy. In other words, G is a function of the 
initial value (G0) and time (t): 

( ) ( 0, )G t G G t                             (7) 

Gravitational and inertia masses are simply calculated 
by the fitness evaluation. A heavier mass means a more 
efficient agent. This means that better agents have higher 
attractions and walk more slowly. Assuming the equality 
of the gravitational and inertia mass, the values of masses 
are calculated using the map of fitness. We update the 
gravitational and inertial masses by the following Eqs.8-
10: 

, 1,2,...,
ai pi ii i

M M M M i N                (8) 

( ) ( )
( )

( ) ( )

i

i

fit t worst t
m t

best t worst t





                       (9) 
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i

j

m t
M t

m t





                              (10) 

Fitness value of the agent i at time t show with fiti (t) 
and, worst (t) and best (t) are defined as follows (for a 
minimization problem): 

 1,2,...,
( ) min ( )

j
j N

best t fit t


                       (11) 

 1,2,...,
( ) max ( )

j
j N

worst t fit t


                      (12) 

It is to be noted that for a maximization problem, Eqs. 
(11) and (12) are changed to Eqs. (13) and (14), 
respectively: 

 1,2,...,
( ) max ( )

j
j N

best t fit t


                     (13) 

 1,2,...,
( ) min ( )

j
j N

worst t fit t


                   (14)  

For getting best performed with desirable compromise 
between exploration and exploitation, one way is to 
reduce the number of agents with lapse of time in Eq. (3). 
For getting that target, suggest set an agent with bigger 
mass apply their force to the other. However, we should 
be careful of using this policy because it may reduce the 
exploration power and increase the exploitation capability. 
We remind that in order to avoid trapping in a local 
optimum the algorithm must use the exploration at 
beginning. 

By lapse of iterations, exploration must fade out and 
exploitation must fade in. To improve the performance of 
GSA by controlling exploration and exploitation only the 
Kbest agents will attract the others. Kbest is a function of 
time, with the initial value K0 at the beginning and 
decreasing with time. In such a way, at the beginning, all 
agents apply the force, and as time passes, Kbest is 
decreased linearly and at the end there will be just one 
agent applying force to the others. Therefore, Eq. (3) 
could be modified as: 

,

( ) ( )
best

N
d d

i j ij

j K j i

F t rand F t
 

                (15) 

Where Kbest is the set of first K agents with the best 
fitness value and biggest mass. The principle of GSA is 
shown in flowchart of Fig. 1. The flowcharts show how 
the proposed algorithm is efficient some remarks are 
noted: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.  Flochart of GSA. 

III. MODEL FOR PID CONTEROLLER IN SYSTEM STUDY 
The system structure based on the GSA algorithm 

shown in Fig. 2 is targeted for optimizing the on line 
RPID parameters in the hydro-turbine governing system. 
The gains of the RPID controller are tuned online in terms 
of the knowledge base and GSA inference, and then, the 
RPID controller generates the control signal. 

 

Figure 2.  The proposed RPID controller design problem 

 The system consists of the PID governing system, the 
GSA algorithm parameter optimization, the hydraulic 
pressure servo system, the hydro-turbine system and the 
generator and load system In Fig. 3, y is the turbine 
rotating speed, r is a given signal, e = r _ y is the error 
signal, u is the output, Mg is the disturbance or load, Ta is 
the inertial time constant, Tw is the current inertial time 
constant and other parameters are defined in Ref. in 
Classical PID (CPID) controller equation is: 
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But in design industrial or robust PID controller use a 
low filter for delete the noise of  high frequents, so this 
paper the function of derive represent Eqs.18: 

,
1

D

d D

d

k S
T k

T S



                        (17)  

 

Figure 3.  The system structure of Hydro-turbine governing system 

The transfer function of the hydraulic pressure servo 
system is: 

1

1
( )

1
y

G S
T S




                               (18) 

The transfer function of the hydro-turbine system is 

2

( )
( )

1

y qy y qh w

qh w

e e e e ey T S
G S

e T S

 



               (19) 

The transfer function of the generator and load is 

3

1
( )

a n

G S
T S e




                        (20) 

The transfer function of the PID governing system is 

11

1
( ) (1 )

1
g p D

K
G Z K K Z

Z




   


      (21) 

Its incremental expression is 

( ) ( ( ) ( 1)) ( )

( ( ) 2 ( 1) ( 2))

p I

D

U k K e k e k K e k

K e k e k e k

    

    
      (22) 

where U(k) is the governor output and e(k) is the 

frequency error of the kth sampling. The GSA algorithm 

optimizes the three PID parameters to improve the static 

and dynamic performances of the governed object. 

IV. RESULT OF RPID DESIGN USING GSA ALGORITHM 

The proposed method was applied for RPID design for 
hydropower station in two scenarios pursues and any 
scenarios contain two cases. For show proficiency of GSA 
algorithm in solve intricate problem with many 
parameters, compare the result of GSA algorithm with 
CEP, FEP, MFEP and DCEMP [4,5]. The object function 
for optimization is: 

Min J ¼ eTe                                 (23) 

s. t. 

 KP,min  KP  KP,max 

KI,min  KI  KI,max 

KD,min  KD  KD,,max 

 min Tj e e  

Where KP,min, KI,min, KD,min and KP,max, KI,max, KD,max are 
the upper and lower bounds of KP, KI,KD, respectively. 

Scenario1: the model of Hydro-turbine is HL638-WJ-60, 
winding speed n=1000 r/min, power PT = 1612 kW, 
pipeline length L = 1956m, cross area 4.22 m

2
, inertial 

time constant Ta = 3.9 s, current inertial time constant Tw 
= 0.365 s. The result simulation from GSA, DCEMP, 
FEP, MFEP and CEP of scenario 1 is presented in Table 
1. 

Case 1: for vane opening level = 60%, the transfer 
coefficients are:  

ex = -0.728, ey = 1.28 , eh = 0.95 , eqx = -0.075 , eqy = 0.956 
, eqh = 0.618 

Case 2: for vane opening level = 80%, the transfer 
coefficients are:  

ex = -0.860, ey = 0.948 , eh = 1.31 , eqx = -0.029 , eqy = 
0.868, eqh = 0.830 

TABLE I.  THE RESULT SIMULATION FROM GSA, DCEMP, FEP, 
MFEP AND CEP OF SCENARIO 1  

Method 

 

Vane 
Opening 

(%) 

Optimization 
Parameters TS(s) δ (%) N 

KP KI KD 

CEP 
60 2.6 0.25 1.0 5.4 1.9 118 

80 4.0 0.23 0.2 6.0 1.77 97 

FEP 
60 2.7 0.23 1.5 5.2 1.85 101 

80 4.0 0.22 0.2 5.8 1.74 86 

MFEP 
60 3.0 0.25 1.8 4.8 1.35 57 
80 4.0 0.21 0.2 5.2 1.74 51 

DCMEP 
60 3.0 0.25 1.8 4.8 1.35 49 

80 4.0 0.21 0.2 5.2 1.74 30 

GSA 
60 3.09 0.22 2.9 4.66 1.234 50 

80 3.74 0.22 1.22 5.02 1.671 50 
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Figure 4.  outing of system for all algorithms for vane opening level = 

60%, CEP (…), FEP (+++), MFEP (-.-.), DCMEP (***), GSA(___) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  outing of system for all algorithms for vane opening level = 

80%, CEP (…), FEP (+++), MFEP (-.-.), DCMEP (***), GSA(___) 

Scenario2: the model of Hydro-turbine is HL220, 

winding speed n=136.4 r/min, power PT = 75000 kW, 

pipeline length L = 700m, cross area 4.22 m
2
, inertial 

time constant Ta = 9.42 s, current inertial time constant 

Tw = 1.32s. the simulation result from GSA, DCEMP, 

FEP, MFEP and CEP of scenario 2 is presented in Table. 

2. 

Case 1: for vane opening level = 60%, the transfer 

coefficients are:  

ex = -0.898, ey = 1.205 , eh = 0.9298 , eqx = -0.197 , eqy = 

0.946 , eqh = 0.3457 

Case 2: for vane opening level = 80%, the transfer 

coefficients are:  

ex = -1.248, ey = 1.313, eh = 1.3028 , eqx = -0.1035 , eqy = 

1.0045, eqh = 0.3843 

TABLE II.  THE RESULT SIMULATION FROM GSA, DCEMP, FEP, 
MFEP AND CEP OF SCENARIO 2  

Method Vane 

Opening 
(%) 

Optimization 

Parameters 

TS(s) δ 

(%) 

N 

KP KI KD 
CEP 60 2.83 0.12 1.41 3.5 1.60 139 

80 4.61 0.23 0.55 5.6 1.73 103 

FEP 60 2.83 0.13 1.38 3.2 1.58 94 
80 4.60 0.22 0.54 5.4 1.71 81 

MFEP 60 2.81 0.12 1.30 3.1 1.55 76 

80 4.60 0.21 0.51 5.1 1.68 55 
DCMEP 60 2.81 0.12 1.30 3.1 1.55 52 

80 4.60 0.21 0.51 5.1 1.68 43 

GSA 60 4.09 0.14 4.9 2.9 1.43 50 
80 3.74 0.22 0.21 4.8 1.55 50 

 
 

Figure 6.  outing of system for all algorithms for vane opening level = 

60%, CEP (…), FEP (+++), MFEP (-.-.), DCMEP (***), GSA(___) 

 
Figure 7.  outing of system for all algorithms for vane opening level = 

80%, CEP (…), FEP (+++), MFEP (-.-.), DCMEP (***), GSA(___) 

V. CONCLUSIONS 

Actually, conventional PID control has been largely 

applied to hydro-turbine governors and has achieved 

valuable results.  The main reason is due to their 

simplicity of operation, inexpensive maintenance and low 

cost. But many researches were shown that classical PID 

control was unable to perform optimally over the full 
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range of operating conditions and disturbance, due to the 

highly complex, non-linear characteristic of hydro-turbine 

governing system. So to solve this problem in recent years 

the methods intelligence algorithms such as the (CEP, 

FEP, MFEP and DCMEP) is used. This paper employed 

GSA algorithms for optimization of RPID parameters to 

hydro turbine governors. The results from the two 

simulation cases show that the proposed method is 

practical and efficient in achieve optimal PID parameters 

for the hydro-turbine governing system. also the results of 

simulation cases show that the presented control strategy 

has enhanced response speed and robustness and achieves 

good performance when applied to the hydro-turbine 

governing system  and over shoot and setting time is less 

than other algorithm Presented in this article. 
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ABSTRACT
Users frustrated with corporate helpdesks are utilizing in-
ternet searches and social media sites for support purposes.
There is a wealth of support-related content available pub-
licly; supplier’s web sites, blogs, product forums are just
some examples. HP is in an optimal position to deliver a
platform that utilizes the publicly available content to auto-
matically answer corporate users’ support questions.
We identify three primary technical challenges on the de-

sign of an automated platform that uses social media to an-
swer support questions: understanding the context in which
the question is asked, finding and retrieving the resources
in the social media where the question has been discussed,
and organizing the content retrieved from the social media
resources in a user-friendly way. We apply novel statistical
clustering and data mining techniques to address these chal-
lenges on the design of an automated platform that answers
support questions based on content from social media.

1. INTRODUCTION
As the number of Generation Y and millennial employ-

ees increases within the corporate environment, so does the
trend toward consumerization and self-help. Many employ-
ees now find it natural to use social networking sites to
resolve issues they encounter with home computers, appli-
ances, and automobiles. So, it is only natural the same
employees would follow a similar process when a problem or
issue arises at the office.
Users frustrated with corporate helpdesks are utilizing in-

ternet searches and social media sites for support purposes.
There is a wealth of support-related content available pub-
licly; supplier’s web sites, blogs, product forums are just
some examples. HP is in an optimal position, given our
unique combination of client technologies and Intellectual
Property (think Watercooler), and continuing RD, to deliver
an automated platform that uses social media content to an-
swer IT support questions. Yet, there are various technical
challenges on the design of such an automated IT support
platform:
”Understanding”the context in which the question is asked:

An RD engineer at HP is unlikely to have the same hard-
ware and software requirements and needs as, for example, a
human resources manager at Walmart. The platform should
have knowledge of the IT assets of each user, and leverage
this knowledge to better understand the context in which
the user asks their question.
Finding the resources in the social media where the ques-

tion has been discussed: There are billions of websites on

the world-wide web, it will be an unfruitful effort to blindly
crawl and retrieve every piece of content. The crawlers that
will retrieve content from the social platforms should be de-
signed such that they ”know” where to look for information
on each social platform.

Organizing the content retrieved from the social media
resources in a user-friendly way: Presenting the user with
large amounts of redundant data in an unorganized form will
be of little or no use to the user; the data needs needs to be
presented to the user in an organized, easy-to-navigate way.

We apply novel statistical clustering and data mining tech-
niques to address the challenges on the design of an auto-
mated platform that answers support questions based on
content from social media.

For each corporate customer, we have available to us a set
of seed URLs of the customer’s main corporate IT support
sites. We are further provided with each user’s organization,
job function, and the devices and business applications used
for work. The empirical data will be available from sources
such as Active Directory, IT Asset Management systems, or
desktop management systems.

We crawl the customer’s IT sites, starting from this set of
seed URLs. The crawler is directed, i.e., it focuses on the
hardware and software the user uses or is likely to use in
his/her work. Our directed crawlers retrieve content from
the customer’s IT support sites (as well as any IT Share-
point sites) that are likely to be of relevance to the user’s
environment. The retrieved content constitutes the user-
centric corpus.

Then concepts are extracted from the corpus using co-
occurrence based techniques [1]. The concepts include single
words as well as n-tuples, where n>1. A semantics graph
is then constructed that reflects the relations between the
extracted concepts. The nodes of the graph are the con-
cepts, while the edges connecting the nodes have weights,
representing the distances between the concepts. A small
distance between two tags indicates that the two tags are
highly related to each other. In computing the distances,
we take into account how frequently two concepts appear in
the same paragraphs, on the same pages, and on the pages
that have links between them. If two tags appear frequently,
then their distance is set to be small.

Our approach to extracting concepts and their relations is
critical for our platform to understand the concept in which
a user asks an IT support question. Through directed crawl-
ing, we focus our corpus to the customer’s IT support pages
that are most relevant to the individual user. This helps us
extract concepts and concept relations specific to the user’s
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context and environment.
We first identify the platforms in the social media that

may be of relevance to IT technical support. Then, for each
platform, we design a crawler that retrieves content to our
repository from the platform. Since the crawler is designed
for specifically for the platform, it ”knows”which parts of the
site to focus on, e.g., which links are more likely to contain
the technical support discussions. Organizing the retrieved
content
The content retrieved from the social media resources

often includes too much redundant information, since the
question being asked is likely to have been discussed in
multiple social platforms. Presenting the user with large
amounts of redundant data in an unorganized form will be
of little or no use to the user; such an approach will likely
require more effort on the part of the user than if the user
had gathered the content through a Google search.
Statistical clustering techniques are applied to organize

the content into clusters. Further, we propose a hierarchical
clustering approach which organizes the content in a tree
structure - so that the user can navigate easily between the
clusters. For instance, the user can initially select the ex-
pected number of entries in each cluster; if the user then
decides to increase the number of entries, s/he can navigate
to the parent nodes, or if s/he decides to reduce the number
of entries, s/he can navigate to the children nodes without
having to reconstruct the clustering tree.
We note that the retrieved content from a social platform

has multiple views. For instance, if the content is being re-
trieved from a forum, there are at least two views: the thread
title and the thread content. The thread title (often consist-
ing of just a few words) has a very different characteristic
than the thread content (often consisting of at least several
sentences), making it infeasible to combine the two into a
(feature) vector to feed into a single clustering algorithm.
To address the issue that the retrieved content has mul-

tiple views, we design a set of clustering techniques called
multi-view clustering techniques [2]. In multi-view cluster-
ing, each view has its own clustering algorithm, yet the algo-
rithms are dependent on each other. In particular, we design
a clustering tree based for each view, and each clustering tree
is grown and pruned with feedback from the other clustering
trees. For instance, in the case of two views, thread titles
and thread content, we introduce a common penalty func-
tion, and the two trees are trained to minimize the common
penalty function. In this case, the common penalty function
is selected to be the clustering disagreement probability be-
tween the two trees with constraints on the entropy (size or
depth) of the trees.
Our solution has been used to build an engine that accepts

enterprise support desk questions as input, and outputs the
questions/answers that best match the inputted IT question.
For the questions/answers, we used our crawlers to build

a repository that consists of the 75,000 questions that we
downloaded from an enterprise IT discussion forum called
serverfault.com.
Our engine has multiple sub-engines. One sub-engine ac-

cepts the IT question from the user as input, and finds the
concepts from the semantics graph that best reflect the ques-
tion. A second sub-engine analyzes each question/answer in
the 75,000 question/answer repository, and for each ques-
tion/answer pair, it finds the concepts that reflect the pair.
Finally, a third sub-engine matches the input question with

the question/answer pairs in the repository based on the the
concepts and the graph.

As an example, in response to the user input (see the fig-
ure on the left) ”I have a problem with configuring nginx.
I want the nginx to make requests to the HTTP server to
upload files. In the past, the HTTP server was responsible
for the uploads and the requests,” our system extracted ”ng-
inx”, ”HTTP server” and ”upload” as concepts, and related
the ”HTTP server” to another concept ”Apache”. Then, it
retrieved the following question (with its answer) from the
repository (see the figure on the right): ”I recently put ng-
inx in front of apache to act as a reverse proxy. Up until
now Apache handled directly the requests and file uploads.
Now, I need to configure nginx so that it sends file upload
requests to apache”. We note that this was in fact the closest
question to the user input.

There are many platforms that aggregate and present con-
tent from social media for different purposes. However, to
the best of our knowledge, our solution is unique in at least
two ways: First, we build a content corpus specifically de-
signed for the individual user taking into account the user’s
IT environment; the user-specific content corpus is then used
to build a concept graph customized for the user’s context.

This provides us with the ability to understand the con-
text in which the user has asked their question. Second,
we organize the retrieved content by multi-view clustering.
Thus, the amount of redundant information the user is pre-
sented minimized; rather the user is presented with content
grouped into clusters that can be easily navigated.

2. KEYWORD EXTRACTION
Keyword extraction techniques are often based on the tfidf

method. The tfidf method compares the word frequencies in
the repository with the word frequencies in the sample text;
if the frequency of a word in the sample text is high while
its frequency in the repository is low, the word is extracted
as a keyword.

While the tfidf-based techniques are known to perform
well in many text mining applications, they have a ma-
jor shortcoming in the context of mining customer forum
threads. A customer forum thread typically contains only
few sentences and words, making it difficult to obtain re-
liable statistics based on word frequencies. Many relevant
words appear only once in the thread, making it difficult to
distinguish them from the other, less relevant words of the
thread.

An alternative approach would be to form a vector of key-
words in the repository of forum threads, and, generate a
binary features vector for each thread. If the ith reposi-
tory keyword appears in the thread, the ith element of the
thread’s feature vector is 1, and if the keyword does not ap-
pear in the thread, the ith element of the thread’s feature
vector is 0.

The question with this simple alternative approach is then
that of generating keywords in a given repository. We apply
three different techniques:

• Remove only stop-words: We only filter out stop words
(e.g., if, and, we, etc.) from the repository, and let the
vector of keywords be the set of all remaining distinct
repository words.

• The tfidf method: We apply the tfidf method on the
entire repository by comparing the word frequencies
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in the repository with word frequencies in the English
language. If the frequency of a word is high in the
repository and low in the English language, we take
the word as a keyword.

• Term co-occurrence: The term co-occurrence method
extracts keywords from the repository without com-
paring the repository frequencies with the English lan-
guage frequencies. This method is explained next [9].

2.1 Term Co-occurrence
LetN denote the number of all distinct words in the repos-

itory of forum threads. We construct a N×M co-occurrence
matrix, where M is pre-selected integer with M < N . We
typically take M to be 500. We index all distinct words by
n, i.e., 1 ≤ n ≤ N . We index the most frequently observed
M words in the repository by m such that 1 ≤ m ≤ M .
The (n.m) element (i.e. ,nth row and the mth column)

of the N × M co-occurrence matrix counts the number of
times the word n and the word m occur together. Consider
the word ẅirelessẅith index n and the word c̈onnectionẅith
index m, and that ẅirelessänd c̈onnectionöccur together 218
times in the repository. Then, the (n.m) element of the co-
occurence matrix is 218.
If the word n appears independently from the words 1 ≤

m ≤ M (the frequent words), the number of times the word
n co-occurs with the frequent words is similar to the uncon-
ditional distribution of occurrence of the frequent words.
On the other hand, if the word n has a semantic relation

to a particular set of frequent words, then the co-occurrence
of the word n with the frequent words is greater than the
unconditional distribution of occurrence the frequent words.
We denote the unconditional probability of a frequent

word m as the ex- pected probability pm and the total num-
ber of co-occurrences of the word n and fre- quent terms as
cn. Frequency of co-occurrence of the word n and the word
m is written as freq(n,m). The statistical value of χ2 is
defined as

χ2(n) =
∑

1≤m≤M

freq(n,m)−Nnpm
nmpm

. (1)

2.2 Clustering of Frequent Terms
We cluster two or more frequent terms together in either

of the following two conditions:

• The frequent words m1 and m2 co-occur frequently
with each other.

• The frequent words m1 and m2 have a similar distri-
bution of co-occurrence with other words.

To quantify the first condition of m1 and m2 co-occurring
frequently, we use the mutual information between the oc-
currence probability of m1 and that of m2.
To quantify the second condition of m1 and m2 having a

similar distribution of co-occurrence with other words, we
use the Kullback-Leibler divergence between the occurrence
probability of m1 and that of m2.

3. ALGORITHM
We design a statistical clustering algorithm to minimize

(in the Lloyd-optimal sense) the error probability given in

(2) under the cluster entropy constraints. Gaussian mixture
models have been used extensively in the literature to design
generative algorithms for data clustering. Such algorithms
are often based on the EM algorithm [5]; however, there also
exists alternative training approaches such as Gauss mixture
vector quantization (GMVQ) [8, 11, 12, 13, 16]. The EM
algorithm assumes that the underlying data follows a Gaus-
sian mixture distribution and tries to fit a Gaussian mixture
model to the data, while the GMVQ is a Lloyd clustering
algorithm and it does not make any assumptions about the
statistics of the underlying data.

We use the GMVQ to design a multi-view hierarchical
clustering algorithm. Our choice of GMVQ (over the EM)
is motivated by the intractability of the EM solution in mini-
mizing (2) through a hierarchical clustering scheme. We first
extend the GMVQ to design a hierarchical (tree-structured)
clustering algorithm. We then extend it further to the multi-
view setting, where the goal is to minimize the disagreement
between two different views of the training data as expressed
in (2). The two views in our setting are the thread titles and
the thread content.

In section 4.1, we provide an overview of the GMVQ and
include the iterative solution for the GMVQ. In section 4.2,
we extend the GMVQ to design a tree-structured clustering
algorithm. Finally, in section 4.3, we extend it further to
the multi-view setting to minimize (2).

3.1 Gauss mixture vector quantization (GMVQ)
Consider the training set {zi, 1 ≤ i ≤ N} with its (not

necessarily Gaussian) underlying distribution f in the form
f(Z) =

∑
k pkfk(Z). The goal of GMVQ is to find the

Gaussian mixture distribution, g, that minimizes the dis-
tance between f and g. It has been shown in [8] that the
Gaussian mixture distribution g that minimizes this distance
(i.e., minimizes in the Lloyd-optimal sense) can be obtained
iteratively with the following two updates at each iteration:

i. Given µk, Σk and pk for each cluster k, assign each zi
to the cluster k that minimizes

1

2
log(|Σk|) +

1

2
(zi − µk)

TΣ−1
k (zi − µk)− log pk, (2)

where |Σk| is the determinant of Σk. We note that (5)
is also known as the QDA distortion.

ii. Given the cluster assignments, set µk, Σk and pk as

µk =
1

∥Sk∥
∑

zi∈Sk

zi, (3)

Σk =
1

∥Sk∥
∑
i

(zi − µk)(zi − µk)
T , (4)

and

pk =
∥Sk∥
N

, (5)

where Sk is the set of training vectors zi assigned to
cluster k, and ∥Sk∥ is the cardinality of the set.
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3.2 Tree-structured Gauss Mixture Vector Quan-
tization

We use the BFOS algorithm to design a hierarchical (i.e.,
tree-structured) extension of GMVQ [13]. The BFOS algo-
rithm requires each node of a tree to have two linear func-
tionals such that one of them is monotonically increasing
and the other is monotonically decreasing. Toward this end,
we view the QDA distortion (5) of any subtree, T , of a tree
as a sum of two functionals, u1 and u2, such that

u1(T ) =
1

2

∑
k∈T

lk log(|Σk|)+
1

N

∑
k∈T

∑
zi∈Sk

1

2
(zi−µk)

TΣ−1
k (zi−µk),

(6)
and

u2(T ) = −
∑
k∈T

pk log pk (7)

where k ∈ T denotes the set of clusters (i.e., tree leaves) of
the subtree T , and µk, Σk, pk and the set Sk are as defined
in section 4.1.
The magnitude of u2/u1 increases at each iteration. This

is a key point of the design as, then, pruning is terminated
when the magnitude of u2/u1 reaches λ, resulting in the
subtree minimizing u1 + λu2.

3.3 Iterative and multi-view TS-GMVQ
We iteratively design two clustering trees, one using the

thread title feature vectors, Xi,1, and the other using the
thread content feature vectors, Xi,2. At each iteration, the
two trees are designed (includes tree growing and tree prun-
ing) jointly to minimize (2), the disagreement probability
with constraints on the entropy of clusters.
At each iteration, the tree growing starts with a single

node tree out of which two child nodes are grown. The
Lloyd updates, i.e., (5)-(8), are applied to these two child
nodes, minimizing (5), i.e., assigning each training vector to
one of the two nodes. Then, one of the two nodes is selected
to be split into a pair of new nodes. The selected node is
the one, among all the existing nodes, that minimizes (2)
after the split. The Lloyd updates, (5)-(8) are then applied
to each pair of new nodes, minimizing (10). This procedure
of growing a pair of child nodes out of one of the existing
nodes, and running the Lloyd updates within the new pair
of nodes is repeated until a fully-grown tree is obtained.
We denote the title feature tree by T1 and the content

feature tree by T2. The trees, T1 and T2, are designed using
the BFOS algorithm to minimize (2). This implies that, at
iteration m, the subtree functionals for T1 are

um
1 (T ) =

∑
k∈Tm

1

∑
xi∈Sk

P (αm
1 (xi,1) ̸= αm−1

2 (xi,2)), (8)

and

um
2 (T ) = −

∑
k∈Tm

1

pk log pk. (9)

The u1 and u2 functionals for T2 are analogous.
We observe, by comparing (3) and (12), that∑

T1

um
2 (T ) = Rv (10)

and, by comparing (1) and (11), that∑
T1

um
1 (T ) = P (αm

1 (X1) ̸= αm−1
2 (X2)). (11)

The um
2 functional in (12) is identical to the u2 functional

in section 4.2. As for the um
1 functional, we use (9) for

growing the tree and (11) during the pruning. This is possi-
ble since (11) is also a linear and monotonically decreasing
functional.

Based on the discussion in this section, the multi-view
algorithm consists of the following steps (we omit the ini-
tialization steps):

i. Grow a TS-GMVQ T1 tree for the training set Xi,1,
using u1 and u2 as given in (9) and (10), respectively.

ii. Grow a TS-GMVQ tree T2 for the training set Xi,2,
analogously to (i).

iii. Given the tree T2, prune the fully-grown T1, using the
BFOS algorithm with u1 and u2 as given in (11) and
(9), respectively.

iv. Given the tree T1, prune the fully-grown T2, analo-
gously to (iii).

v. Stop if the change in the cost function, given in (2),
from one iteration to the next is less than some ϵ (We
set ϵ such that the algorithm stops if the change in (2)
is less than 1 percent from one iteration to the next).
Else go back to step (i).

4. EXPERIMENTS
We’ve tested the hierarchical multi-view approach on the

customer threads included in the forums over the web. The
forum is intended to help IT customers (both the enterprise
customers and the consumers) with troubleshooting their
product-related problems. Each thread includes a post by
a customer, explaining a problem, followed by replies by
others. Each thread has a a title, in addition to thread
content.

We’ve compared the hierarchical multi-view clustering ap-
proach to 4 other clustering techniques (EM, GMVQ, TS-
GMVQ and agglomerative hierarchical clustering) under 3
different feature vector constructions. The comparisons are
performed on a set of 75,000 threads in 30 clusters for the
product line. In each comparison, we measured the misclas-
sification error, which is the probability of a customer query
being assigned to a cluster of a product problem different
from the problem expressed in the query. The ground truth
for the threads, problems and queries have been established
by the website owners, independently of the author of this
paper.

4.1 Feature vectors
The ith thread has two feature vectors, the thread title

xi,1 and the thread content xi,2. Each feature vector is a W -
length binary (0 or 1) vector, where W is the total number of
unique words used across all threads. Each word is indexed
by w, where 1 ≤ w ≤ W .

The wth element of xi,1 is 1 if and only if the word w occurs
in the title of the ith thread. Similarly, the wth element of
xi,2 is 1 if and only if the word w occurs in the content of the
ith thread. We exclude the stop-words (e.g., and, if, such,
etc.) from the feature vectors.
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Figure 1: The classification error rate as a function of the number of clusters for the notebook computer
thread. The tfidf keyword extraction. The multi-view approach (red solid line) is compared to the GMVQ
(blue dashed line), EM (black dash-dot line), TS-GMVQ (magenta dotted line) and agglomerative hierarchical
clustering (green dot-plus line). The top plot shows the setting with yi = xi,1, the middle plot shows the setting
with yi = xi,2 and the bottom plot shows the setting with yi = [xi,1 xi,2].

4.2 Comparisons
We’ve compared the hierarchical multi-view clustering ap-

proach to the EM algorithm, standard GMVQ algorithm,
TS-GMVQ algorihm and agglomerative clustering. In each
comparison, we’ve tested three different feature vector con-
structions for the EM, GMVQ, TS-GMVQ and agglomera-
tive clustering: the feature vector is xi,1, the feature vector
is xi,2, and the feature vector is [xi,1 xi,2].

4.2.1 Feature vector constructions
Denoting the feature vector of the training samples by yi,

we consider three feature vector constructions:

i. yi = xi,1. The clustering algorithm takes only the
thread titles into account. The thread content are ig-
nored.

ii. yi = xi,2. The clustering algorithm takes only the
thread content into account. The thread titles are ig-
nored.

iii. yi = [xi,1 xi,2]. The clustering algorithm takes into
account both the thread titles and the thread content.

We compare the hierarchical multi-view approach with the
EM, GMVQ, TS-GMVQ and agglomerative clustering under
each of these three feature vector construction settings. To
avoid any confusion, we emphasize that, the three different
feature vector constructions apply only to the EM, GMVQ,

TS-GMVQ and agglomerative clustering. The hierarchical
multi-view algorithm, on the other hand, always makes use
of both xi,1 and xi,2 in our experiments.

4.2.2 Compared algorithms

i. EM:We use the standard EM algorithm. At each itera-
tion, the E-step updates the membership probabilities,
vi,k, for each cluster k and sample i, while the M-step
updates the mean, covariance and the probability of
occurrence for each cluster k as

ii. GMVQ: The standard GMVQ algorithm updates are
as given in (5)-(8) in section 4.1.

iii. TS-GMVQ: The TS-GMVQ is grown and pruned by
the BFOS algorithm using (9) and (10) as described
in section 4.2.

iv. Agglomerative hierarchical clustering: We start with
N clusters, where N is the number of threads in the
training set, and apply agglomerative clustering with
the distance criterion given in (5). At each iteration,
we merge the two clusters, whose closest feature vec-
tors are closest. In other words, at each iteration, for
each pair of clusters, ck and cm, we compute the dis-
tances between the feature vectors of ck and the feature
vectors of cm, and denote the closest distance by dk,m.
We merge the two clusters with the minimum dk,m.
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Figure 2: The classification error rate as a function of the number of clusters for the notebook computer
thread. The term co-occurrence keyword extraction. The multi-view approach (red solid line) is compared to
the GMVQ (blue dashed line), EM (black dash-dot line), TS-GMVQ (magenta dotted line) and agglomerative
hierarchical clustering (green dot-plus line). The top plot shows the setting with yi = xi,1, the middle plot
shows the setting with yi = xi,2 and the bottom plot shows the setting with yi = [xi,1 xi,2].

4.3 Discussion of Results
Fig. 1 shows the classification error as a function of the

number of clusters for the threads in the notebook PC set.
The tfidf method is used for extracting keywords. In each
plot, the classification error rate of the multi-view approach
(red solid line) is compared to that of the GMVQ (blue
dashed line), EM (black dash-dot line), TS-GMVQ (ma-
genta dotted line) and agglomerative hierarchical cluster-
ing (green dot-plus line). The top plot shows the setting,
where the training vector for GMVQ, EM, TS-GMVQ and
agglomerative hierarchical clustering are the thread title fea-
ture vectors, i.e., yi = xi,1. In this setting, the multi-view
approach outperforms the other four algorithms, implying
that the inclusion of the thread content to the training pro-
cess improves the classification.
The middle plot in Fig. 1 shows the setting where the

training vectors for the four approaches are the thread con-
tent feature vectors, i.e., yi = xi,2. Similar to the set-
ting with yi = xi,1, the multi-view approach leads to the
minimum classification error, implying that the thread title
should be included in the training to improve the classifica-
tion accuracy.
The bottom plot in Fig. 1 shows the classification er-

rors for the setting where both the thread titles and thread
content are included as feature vectors, i.e., yi = [xi,1 xi,2].
The performance of the four algorithms (GMVQ, EM, TS-
GMVQ and agglomerative hierarchical clustering) all im-

prove compared to the settings shown in the top and middle
plots. Once again, this implies that both thread titles and
thread content should be included in the feature vectors.
However, more importantly, the multi-view approach still
outperforms the four algorithms.

It is not surprising for the multi-view approach to out-
perform the other four approaches in the setting with yi =
[xi,1 xi,2], because customer queries are more similar to thread
titles (short, a few words) than to thread content. Thus, a
clustering of thread titles, trained with guidance from the
thread content, lead to a more accurate retrieval than a clus-
tering of combined thread titles and thread content.

In Fig. 2, we show the classification error rates. The
difference is that here the term co-occurrences are used for
extracting the keywords. A comparison with Fig. 1 indicates
that, for each clustering strategy, the term co-occurrence
keyword extraction leads to a more accurate classification
(i.e., lower classification error rates) than the tfidf keyword
extraction.

5. CONCLUDING REMARKS
Customers discuss product malfunctions, errors and prob-

lems through the threads they post on business-supported
online forums. It is not feasible to use web search algo-
rithms such as PageRank for retrieving the relevant threads
in response to a search query in the forum since the threads
lack recommendation links. We provided a keyword extrac-
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tion technique based on term co-occurrences that performs
better than traditional tfidf-based techniques. Further, we
provided statistical, iterative and multi-view approach to
searching and retrieving the customer threads in such fo-
rums. The hierarhical clustering of the threads makes it
possible to present the retrieved threads in a rank-ordered
fashion to the customer.
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Abstract In this paper we give a new clustering algorithm based on statistics trees called CLUSTRE (CLUstering on Statistics Trees). 

The input data is first loaded into a statistics trees and then level by level the identified dense units are merged and expanded 
so that a minimum number of dense regions are formed. CLUSTRE is robust, interactive, fast and scalable. Experiments 
show the effectiveness of the new clustering method. 

 
 

 

1. INTRODUCTION 
As an important data mining task, data clustering is 
to find clusters or dense objects embedded in 
database. The data objects are more similar while 

inter-cluster similarity is lower. Clustering researches 
have focused on designing scalable and high quality 
classifiers on large relational databases or 
multidimensional data warehouses. The challenges 
include the scalability issue, construction interaction 
with users and integration with other data mining 
algorithms [1].  
In this paper we give a new clustering algorithm based 
on statistics trees [5] called CLUSTRE (CLUstering on 
Statistics Trees). The input data is first loaded into a 
statistics trees and then level by level the identified 
dense units are merged and expanded so that a minimum 
number of dense regions are formed. 
Most clustering algorithms handle only numerical 
attributes. For example, k-MEANS seeks full-
dimensional clusters by selecting a set of relevant 
attributes and assigning weights [2]. Mihael Ankerst et 
al developed OPTICS algorithm through the creation of 
an augmented cluster-ordering of database objects [3]. 
The problems are that input parameters are hard to 
determine and results are sensitive to them. In addition, 
it is infeasible to several million of high-dimensional 
objects.   CLARANS [6] is a random searching and hill-
climbing clustering algorithm based on graph and a data 
structures called R*-trees [7]. 
In [4], PROCLUS (Papered CLUStering) is based on 
dimensions as well as points, as a generalization of 
feature selection and medoid techniques using locality 
analysis. The algorithm has three phases: 1) 
initialization: reduce set to do climbing, 2) iteration: find 
best set of medoids using hill-climbing (like CLARANS, 
gradually improving medoids) on corresponding 
dimensions. It uses Manhattan segment distance to 

assign points to medoids, and 3) cluster refinement. This 
is an interesting algorithm but may generate many 
overlaps of reported dense units called partitions. 
DBSCAN [8] is a famous density based clustering 
algorithm that can cluster different shapes. It also suffers 
the scalability problem.  BIRCH [9] is a very popular 
and classic clustering algorithm that can handle noisy 
data. It is incremental and dynamic. More noticeably, it 
is scalable. As in DBSCAN, CURE [10] can also cluster 
different shapes and sizes. It uses multiple 
representatives and compression to eliminate outliers. 
Our work is most closely related to CLIQUE [11] in the 
sense that both use regions DNF (Disjunctive Normal 
Form), easy to interpret and both can cluster sub-spaces. 
CLIQUE uses a bottom-up, self adjoining, and MDL 
pruning approach. By using a graph DFS traversal and a 
greedy strategy to find minimum covers of the dense 
regions. However, it needs multiple passes and is largely 
overlapping as well. It is not interactive.    
 
CLUSTRE has the following features: 
   1. robust: not sensitive to individual tuple noise 
   2. interactive: User specify the parameters such as the 
collapsed dimensions and minSupport. 
   4. precise: instead of algorithms based on sampling 
and reducing dimensions 
   5. numerical and nominal attributes are OK. 
   6. not overlapping 
   7. fast: optimal 1-pass when the tree fits into memory 
   8. scalable with the size of the database due to the 
increase of the number of records. 
The rest of the paper is given as follows. Next section 
will briefly review the statistics tree structure and how to 
load it. Section 3 will detail CLUSTRE itself especially 
through a 3-D example to visualize and illustrate the 
clustering process. Some experiments are given in 
section 4. Section 5 concludes the paper.  

CLUSTRE – Clustering on Statistics Trees 

Lixin Fu,  
Depart of Computer Science  

University of North Carolina At Greensboro  
167 Petty Building 317College Ave.,  

Greensboro, NC 27412  
lfu@uncg.edu 
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2.  STATISTICS TREE 
Statistics Tree [5] is a multi-dimensional array data 
structure for dealing with multiple dimensions at the 
same time. Its internal nodes are used for forming 
branches to arrive in leaves, which contain aggregates. 
The aggregates can be any operators, such as SUM, 
AVG, MIN, MAX and so on. The attribute A0, A1, …, 
Ak-1, (with cardinalities d0, d1,…,dk-1) corresponds to 
both dimensions of a relational table R and the levels of 
the statistics tree. The node at each level contains 
(index, pointer) pairs. The indexes represent the domain 
values of the corresponding dimensions (current level 
where the node is located). The pointers extend query 
paths to corresponding nodes at the next level. A feature 
index value called star value, denoted by * and located 
in the right most position following cardinality, 
represents the ALL value of dimension where the star is; 
the corresponding star pointer extends the path to the 
next level for a query that has no constraints for 
dimension where the star pointer starts. In the bottom 
level are leaves, which are marked by “v” in Figure 1. 
They only store the aggregation values of the 
corresponding input record tuple represented by the 
root-to-leaf paths, rather than records or pointers to 
records.  

 
 

The count values are initially zero in the leaf nodes. 
Next, we load the relational data set one record by one 
record, using the attribute values to update the 
aggregates and number of star in the leaves. The 
attribute value is component xi of the input record x=(x0, 
x1, ... xi,... , xk), where i indicates the current level and k 
indicates it is a k dimensional relational data set. The 
update procedure starts at the root (level 0) with record 
component xi, and star, then follow the (xi+1)th pointer 
and the star pointer to the two nodes at next lower level. 

All pointed star nodes follow their star pointers arriving 
at their child star nodes. When reaching the leaves in the 
bottom level, increment the count values and the star 
number according to the number of star contained in the 
corresponding root-to-leaf path. Repeat above steps for 
each input record until all records have been loaded in 
this fashion. 

Let us use the following 3-D case as an example. We 
mark the entry 1 in a 3-D cube space, if the case cell is 
non-empty. For example (0, 1, 3), (0, 1, 4), (0, 1, 5), (0, 
1, 6) are marked as 1 in the second row of level 0.  Now 
we create a table according to this example as the input 
of setting up a statistics tree. The above non-empty cells 
will be turned in to these four tuples (0, 1, 3; 1), (0,1, 4; 
1), (0,1, 5; 1), (0, 1, 6; 1). The right most value is the 
measure value. In our example, we implement count 
operation. 
 

 
Let us take three dimensional record tuple (0, 1, 3) as an 
input example to illustrate the record loading procedure. 
There are three dimensions A0, A1, A2 with cardinalities 
d0=5, d1=10, and d2=10, respectively. Figure 2 shows 
the statistics tree after (0, 1. 3) is loaded into an empty 
tree and dashed lines indicate its update paths of (0, 1, 
3).  

 

3. THE INTERACTIVE CLUSTERING 

ALGORITHM BASED ON 

STATISTICS TREES 

3.1 Identifying Dense Units According to 
User's Input Parameters 

After we set up a statistics tree and loaded a set of input 
data records. We need to identify dense unites according 
to user’s input parameters. From the introduction of 
section 2, we know each leaf stores the aggregation of 
each root-to-leaf path which represents an input record 
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tuple. Users will be asked to input a threshold which is 
called MiniSupport. The leaves/paths/records, whose 
aggregation is no smaller than the threshold, will be 
identified as dense units. In other words, only the leaves 
whose aggregation is no smaller than the MiniSupport 
will participate the following cluster programs. 

Continue above example, the values of threshold 
could be integers from 1 to 102 based on the loaded 
statistics tree in Figure 3. If a user inputs 5 as the 
threshold, only the aggregation of root-to-leaf paths, 
which represents input records, are no smaller than 5 
will be identified as dense units and selected to carry on 
the following cluster. However, 5 is not an appropriate 
threshold in this case, because no duplicated record is 
inputted. No aggregation in the leaf expect leaves of star 
nodes is bigger than 1. Hence in this case we will set 1 
as the threshold to implement the following cluster. 
Therefore, the selection of threshold for MiniSupport 
should accord to the feature and real situation of input 
data set.  

 

 

 

 

 
Figure 3 Statistics tree after loading the whole set of above 

record 

 

3.2 Cover Dense Units with Minimal Number 
of Regions 

When the statistic tree has been set up, clustering works 
on the tree structure created above. The basic idea is that 
we form multi-dimensional dense regions and cover 
them using minimal number of regions. Let us first 
introduce several terminologies. 
 
Definition 1, Range [l, h] represents consecutive values, 
starting with integer l and ending with integer h minus 
one respectively. The volume of the range is h-l.  
Definition 2, If l1>= l2 and h1<= h2,   the boundary 
values are included, range r1 [l 1, h1] is included in range 
r2 [l1, h2]. If r1 is included in r2 and l1= l2 or h1= h2,   
We say range r1 is on the end of range r2. 
Definition 3, A region is defined as the Cartesian 
product of ranges. The volume of a region is the product 
of the volume of the ranges.  
A region can be formed by different ranges, figure 4 
shows region R1 = range1* range2* range3. 
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        Figure 4   Region1 = Range1* Range2* Range3 
 
A region is can be expanded from another region. 
Region R2= [l, h]*[l i1, hi1]*[ l i1, hi2]*...*[ l is, his] , where 
[l, h] is a range r and [li1, hi1]*[ l i2, hi2]*...*[ l is, his] is 
region R3   Figure 5 shows region  R2=  [l, h] * R3 = [l, 
h] * [ l 31, h31] * [ l 32, h32]. The bottom face is region R3 
and the cube is R2. 

                          

 
 

 
 
Definition 4, Region R1 is included in region R2 for all 
the dimensions, each range of R1 is included in the 
corresponding range of R2. Region R1 = region R2, 
where all the corresponding ranges are exactly the same. 
Region R1 is on the end of region R2:  if R1 is included 
in R2 and except that one dimension of which range end 
of R2, all other corresponding ranges are exactly the 
same.  
 
Definition 5, Cut the end region R1 from region R2: if 
R1 is on the end of R2 and the possible unequal pair of 
ranges are [l1, h1] and [l2, h2] respectively, [ l2, h2 ]is 
changed to 

                                [h1, h2], if l1= l2; 
                                 [l2, l1], if h1= h2. 

 
 
For instance, in figure 6, Range1[l1, h1] and Range2 [l2, 
h2] are the only one pair of ranges that are not equal in 
the same dimension, where [l1, h1] is included in range 
[l2, h2], and other ranges of region1 and region2 are 
equal. So Region1 is included Region2, and Region1 is 
the end of Region2. We cut Region1, the empty part, 
from Region2, to change [l2, h2] to [l2, l1] according to 
definition 5. We then get a shadow part, which is the 
new Region2. 

 
Region list: a linked list of regions  

              [l11, h11] * [l 12, h12] * …*[l 1n, h1n]:  
measure1;  (region1) 

              [l21, h21] * [l 22, h22] * …*[l 2m, h2m]:  
measure2; 

                   …… 

                   …… 

                   …… 

                  [l
i1, hi1] * [ l i2, hi2] * …*[l is , his]:  measurei;    

In the linked list of regions, [li1, hi1]*[ l i2, hi2]* …*[l is , 
his]:measurei; respects region i, and i is a positive integer 

and it indicates the size of the list m, n {1,2…..k} in a 

k dimensional cube space. Measure is the aggregation of 
each region. 
Cut a region r from the region list L: if there is a region 
R of which r is on the end, then cut r out of R (if the 
volume of R’s remains is 0, remove it from list) and 
return true; else return false. 
 
To cluster the loaded input data records on the statistic 
tree, the first step is to take care of the base case where 
we merge consecutive nodes on one level above leaves, 

l2                                    l1          h1=h2   
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Figure 5  R2= [l, h] * R3 = [l, h]*[ l 31, h31] * [ l 32, h32]. 
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and return a linked list of dense units in a form of 
indexed region lists. 
 
Algorithm merger: 
 Input:  a node N in the ST at level “level”;  
 Output: a region list that is the dense units in the sub-
tree rooted at N; 
RegionList clustre(N) { // base case 
   IF level = k-1; // When it is the bottom node level of 
statistic tree 
THEN 
 Find the region list in which each region is a 
consecutive range;  
The last region is a special region (-1,-1) (assign vol =1 
to it, for the star node);  
 Return the region list; 
   // Recursively clustering its children and itself 
   level � level+1; // when it starts from the first level,  
   FOR i = 0 TO (dlevel-1), DO: listA[i]=clustre( i_th 
child of N); 
   outList = expand (listA); 
   Append to outList the regions expanded by range (-1,-
1) and regions  

in the region list clustre(star node child of N; 
   Return outList; 
} 
From the first node in this level, all nodes will be 
scanned one by one, and a set of consecutive nodes 
which are pointed by the same parent node will generate 
a range (l, h). The first node of the consecutive nodes is 
the lower bound l of a new range, and the node after the 
last consecutive node is the higher bound h. Merger 
ends until all of the consecutive nodes are merged. In 
other words, for one set of nodes which have the same 
parent node, whenever it is not consecutive to its 
previous node, a new range starts at this node and ends 
at the one after its last consecutive node.  Notice that the 
last node of each set of nodes is Star node. We use range 
(-1,-1) to represent it specially.  
Continuing the motivating example, we illustrate this 
algorithm with the nodes at level 2. ListA[i] is a Linked 
List of indexed region lists, where i indicates different 
region. Refer to the statistic tree in figure 3, we get List 
A as below. In the list, each tuple represents a region, 
where the first number represents domain value in first 
dimension, second value represents domain value in 
second dimension, and rightmost range is what previous 
algorithm merged in the third dimension. 
After merging consecutive nodes in the second lowest 
level, we generate higher dimension dense unites by an 
expansion algorithm. The input is an array of region lists 
(list A) we get from the previous algorithm, and the 
output is a list of higher dimensional regions which is 
called OutList. We start from the minimal volume range 
(from one dimension to two dimensions) or minimal 

region (from two dimensions to multiple dimensions), 
and grow it both to the above and to the below of the 
minimal volume range/region along higher dimension, 
so that a range grows to a rectangle in a geometry space; 
a minimal region grows to a cuboid and go forth in this 
fashion.  
 
Algorithm expansion: 
RegionList expand (listA) { // listA is an array of “size” 
number of region lists initially 
   WHILE listA has non-empty list DO  

Compute the region mi with minimal volumes 
for the listA[i], i=(0,1,2,…size-1) 

Compute k mk = min { m0 , m1, m2,…}; 
FOR low= k To 0, DO: IF (cutting mk from 

listA[low] return false) BREAK; 
// expand below 
FOR high= k+1 To (size-1), DO: IF (cutting 

mk from listA[high] return false) BREAK; 
// expand above 
Expand mk with range [low,high] to higher 

dimensional region Mk and append to outList; 
Remove mk from region list listA[k]; 

}  
Among all regions we search for the minimal region mk,. 
It may be a part of a region or entire of a region in listA. 
If we found it in a region listA[k], next we check 
upwards if mk is in the end of region listA[k-1]. If yes, 
cut it out of region listA[k-1]. Then continue to check if 
it is end of region listA[k-2]. If so, cut it out, too. Keep 
checking upwards one region by one region in this 
fashion and stop until the first region which does not 
contain mk, as an end. Store the higher dimensional index 
of uppermost region that contains mk as an end to be 
“low”, which represents the lower bound for mk 
expanding along the higher dimension. Then check if mk 
is an end of region listA[k+1]. If yes, cut it out of region 
listA[k+1]. Then continue to check if it is an end of 
region listA[k+2]. Repeat check and cut steps for other 
regions downwards one by one in listA. Stop cutting 
until the first region which does not contain mk, as an 
end. Store the higher dimensional index of nethermost 
region that includes mk as an end plus one to be “high”, 
which represents higher bound for mk expanding along 
the higher dimension. Then expand mk with range [low, 
high] to higher dimensional region Mk= mk*[low,high], 
and append Mk to OutList. Remove mk from region list 
listA[K].Repeat above steps for regions in listA until all 
regions in listA are moved in this fashion. 
Continuing above example, refer to listA being 
generated by the previous algorithm, scanning the region 
lists, 0*5*(6,7); will be the first minimal region mk to be 
found out. We first expand above. Check if this minimal 
region is an end of its above regions one by one. Then 
we found it is an end of following regions 0*4 * (3,7), 
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0*3*(4, 7), 0*2*(3, 7) and 0*1*(3, 7). Hence, we cut it 
out of these regions consecutively and store the index, 1, 
as “low” to be the lower bound in higher dimensional, 
because 0*1*(3,7) is the uppermost region that includes 

(6,7) as an end. Then the region 0*5*(6,7) becomes 
empty, and need to be moved out of listA. We continue 
to expand below. We found minimal region 0*5*(6,7) is 
only the end of regions, 0*6*(6, 9). Cut (6,7) out of this 
region. And store index, 7, as “high” to be the higher 
bound for minimal region expanding along higher 
dimension. In this way,  mk  is expanded by range [low, 
high] to higher dimensional region Mk = 0*(1,7)* (6,7), 
which will be append to OutList. 
The whole of cluster algorithm consists of merger part 
and expansion part, and it stars from merger algorithm. 
However, the merger algorithm stars at the bottom node 
level of the statistics tree, so we design a recursive part 
for the cluster algorithm to scan statistics tree from top 
to bottom to look for the level that meets the condition 
of starting base case of algorithm merger. After 
implement the solved case at the lowest node level of 
the statistics tree, algorithm expansion can be executed 
on the work of algorithm merger. 

4 EXPERIMENTS 
In this section we will discuss the efficiency of 
algorithm in terms of different volumes of input records, 
and different numbers of dimensions. We will use a data 
generation program to produce several sets of random 
records to compare. Firstly, we compare three sets of 
input data with the same number of dimensions and 
cardinalities, but different number of records. We set all 
of them have 3 dimensions with the same cardinalities 
10, 10, 10. However, numbers of records are set to 100, 
10000, 1000000 respectively.  The running results as 
follows, (some output regions are omitted to improve 
readability)  

 

 

 
We find, for different volumes of input data with same 
dimensions and cardinalities, the Statistics tree setting 
and loading time goes up with the volume increasing, 
but the cluster run time does not change. They should 
not be zero but just the time is so small due to the size of 
tree is small. 
Then, we compare three sets of input data the same 
volume and cardinalities, but different dimensions. We 
set all of them have 10000 input records and each 
cardinality is 10. However, each of record set has 3, 4 
and 5 dimensions respectively. The running results as 
follows, (some output regions are omitted to improve 
readability)  
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We find, for different volumes of input data with the 
same volume and cardinalities, when number of 
dimensions increases, it takes longer time to set up the 
statistics tree. Similarly, the cluster algorithm run time 
goes up with the number of dimensions increasing.  

5 CONCLUSION 
In this paper we propose a new clustering algorithm 
based on Statistics Tree data structure. The structure of 
the statistics tree is determined by the number of 
dimensions and their cardinalities. Other than the 
loading phase, the number of records is irrelevant in the 
clustering phase, thus rendering the new clustering 
algorithm a competitive edge. The clustering algorithm 
merges and expands the dense regions level by level 
recursively. We only implement the clustering algorithm 
based on dense statistics trees where the attribute values 
are contiguous. In future work, we may develop similar 
clustering algorithms based on sparse trees [12] which 
may accommodate much larger cardinality dimensions. 
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Abstract - Data mining, a part of the Knowledge 
Discovery in Databases process (KDD), is the process of 
extracting patterns from large data sets by combining 
methods from statistics and artificial intelligence with 
database management. Analyses of biomedical data have 
evolved towards genome-wide and high-throughput 
approaches, thus generating great amounts of data for 
which data mining is essential. Therefore, a novel 
approach based on genetic programming with the aim of 
weighting the importance of the different variables 
contained in the data generated in the biomedical field is 
presented. This approach was applied to SNP data from 
Galician schizophrenia patients, showing the possibilities 
it offers. 

Keywords: genetic programming, evolutionary 
computation, variable analysis, data mining, 
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1 Introduction 
  Data mining, a part of the Knowledge Discovery in 
Databases process (KDD), is the process of extracting 
patterns from large data sets by combining methods from 
statistics and artificial intelligence with database 
management. Analyses of biomedical data have evolved 
towards genome-wide and high-throughput approaches, 
thus generating great amounts of data for which data 
mining is essential. 

 During recent years, the advances in data collection 
have enabled scientists to store a huge amount of data. 
However, traditional data analysis techniques cannot 
usually address this increase of data, so new approaches, 
as data mining, were promoted. Some of the specific 
challenges that motivated the development of data mining 
techniques were precisely the scalability and the chance to 
work with highly dimensional data or the lack of 
traditional methods to work with heterogeneous and 

complex data. This situation is especially relevant in 
biomedical fields. 

 However, traditional data mining techniques present 
many drawbacks and, often, lack of the necessary 
flexibility. Evolutionary algorithms have a global search 
feature which makes them especially adequate for solving 
problems found along the different stages of a knowledge 
discovery process. For this reason, in this work, a 
technique based on evolutionary computation is presented. 
This technique was applied to biomedical data with the 
objective of obtaining a list of prioritized variables 
extracted from the data. 

 The fact of weighting the importance of the variables 
has become relevant, since, as mentioned previously, not 
only more biomedical data is being generated, but also the 
number of variables present in this data is so high that 
their influence and importance is of very difficult 
interpretation. Therefore, the technique herewith 
presented, apart from analyzing the data, will give useful 
information to the researcher and make the task of 
interpretation easier.  

2 State of the art 
2.1 Genetic Programming (GP) 
 Genetic programming (GP) is an evolutionary 
technique used to create computer programs that represent 
approximate or exact solutions to a problem [1]. GP works 
based on the evolution of a given population. In this 
population, every individual represents a solution for the 
problem that is intended to be solved. GP looks for the best 
solution by means of a process based on the Theory of 
Evolution [2], in which, from an initial population with 
randomly generated individuals, after subsequent 
generations, new individuals are produced from old ones 
by means of crossover, selection and mutation operations, 
based on natural selection. This way, the good individual 
will have more chances of survival to become part of the 
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next generation. Thus, after successive generations, the 
best-so-far individual is obtained, corresponding to the 
final solution of the problem. The GP encoding for the 
solutions is tree-shaped, so the user must specify which are 
the terminals (leaves of the tree) and the functions (nodes 
capable of having descendants) to be used by the 
evolutionary algorithm in order to build complex 
expressions. Additionally, a fitness function that is used 
for measuring the appropriateness of the individuals in the 
population has to be defined in GP. This is the most critic 
point in the design of a GP system. 

 The wide application of GP to various environments 
and its success are due to its capability of adaptation to 
numerous different problems. Although one of the most 
common applications of GP is the generation of 
mathematical expressions [3], it has also been used in 
other fields such as rule generation [4], filter design [5], 
classification [6], etc.  

2.2 Variable analysis 
 Subsequently, the latest and most related papers 
regarding variable analysis applied to biomedical data, 
especially those were SNPs are used, are described. 

 Chen et al. [7] review four variations of LR, namely 
Logic Feature Selection, Monte Carlo Logic Regression, 
Genetic Programming for Association Studies, and 
Modified Logic Regression-Gene Expression 
Programming, and investigate the performance of each 
method using simulated and real genotype data. They also 
contrast these with another tree-like approach, namely 
Random Forests, and a Bayesian logistic regression with 
stochastic search variable selection. 

 Kulkarni et al. [8] compare class prediction accuracy 
of two different classifiers, genetic programming and 
genetically evolved decision trees, using microarray data. 
The dataset used for the tests contained the best 10 and 
best 20 genes ranked by the t-statistic and mutual 
information. In their work, they conclude that genetic 
programming together with mutual information-based 
feature selection is the most efficient alternative to the 
existing colon cancer prediction techniques. 

 Zhang et al. [9] present a framework to evolve 
optimized feature extractors that transform an input 
pattern space into a decision space in which maximal class 
separability is obtained. The authors applied this method 
to real world datasets from the UCI Machine Learning and 
StatLog databases to verify their approach and compare 
their proposed method with other reported results. 

 Archetti et al. [10] present a genetic programming-
based framework for predicting anticancer therapeutic 
response. They used the NCI-60 microarray dataset and 

they looked for a relationship between gene expressions 
and responses to oncology drugs Fluorouracil, 
Fludarabine, Floxuridine and Cytarabine. 

 Nunkesser et al. [11] present a procedure based on 
genetic programming and multi-valued logic that enables 
the identification of high-order interactions of categorical 
variables such as SNPs. This method, called GPAS, cannot 
only be used for feature selection, but can also be employed 
for discrimination. They applied their method to the 
genotype data from the GENICA study, an association 
study concerned with sporadic breast cancer, finding that 
GPAS was able to identify high-order interactions of SNPs 
leading to a considerably increased breast cancer risk for 
different subsets of patients that are not found by other 
feature selection methods. GPAS can also be employed to 
analyze whole-genome data, as demonstrated in its 
application to a subset of the HapMap data. 

 Nandi et al. [12] adapted GP and applied it to a 
dataset of 57 breast mass mammographic images, each 
with 22 features computed. The extracted features relate to 
edge-sharpness, shape, and texture. To refine the pool of 
features available to the GP classifier, the authors used five 
feature-selection methods, including three statistical 
measures - Student's t-test, Kolmogorov-Smirnov Test, and 
Kullback-Leibler Divergence. 

3 Method 
 With the aim of analyzing a database, genetic 
programming can be used in order to generate expressions 
that allow characterizing which variables are important 
and how they influence the output. For this purpose, a 
novel approach based on genetic programming is 
presented in this paper. Therefore, in this case, the set of 
terminals is composed of the variables involved in the 
analysis and a series of random constants, and the set of 
functions is composed of arithmetic operators. This is 
described in more depth in the “GP configuration” below. 

 This way, it is possible that genetic programming 
may generate a great amount of expressions very hard to 
interpret. In this work, GP is not used to interpret these 
expressions, but to analyze them with the objective of 
discovering the importance of each variable. 

 Hence, the following is done: the proposed system is 
executed a very large number of times and, for each 
execution, the best individual obtained is considered. 
Thus, after all the executions have finished, there will be a 
set of expressions that characterize, with high precision, 
the variable of interest, that is, the class variable. Given 
the stochastic character of GP, the expressions contained 
in this set will be, in general, different, but all of them will 
have the highest precision value obtained in their 
corresponding evolutionary process. 
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 Once this set of expressions has been obtained, each 
of these expressions is analyzed to calculate the density of 
apparition of each variable in the whole set. Thus, the 
relative importance of each variable can be quantified, 
depending on if this variable appears in a greater or lower 
number of expressions. 

 As a second analysis technique, this process has been 
performed analyzing each pair of variables, instead of 
taking only each of them separately, observing when they 
appear together in the expressions obtained. 

3.1 GP configuration 
 Before applying genetic programming to solve a real-
world problem, several types of parameters need to be 
defined in advance. 

3.1.1 The function set and the terminal set 
 Although there are many different functions which 
can be used in GP, normally only a small sub-set of those 
is used simultaneously, because the size of the search space 
increases exponentially with the size of the function set. 
The function set employed in this work is listed in Table I. 
Since the functions need to satisfy the closure property in 
GP, the division operator is implemented in a protected 
way. Protected-division works identically to ordinary 
division except that it outputs the value of nominator when 
its denominator is zero. 

TABLE I.  THE FUNCTION SET 

Name Number of arguments Operation 

+ 2 Arithmetic add 

- 2 Arithmetic subtract 

* 2 Arithmetic multiply 

% 2 Protected division 

 

 Referring to the terminal set of this work, it includes 
48 variables and random constants in the interval [-1, 1]. 

3.1.2 The control parameters 
 These parameters are used to control the GP run. 
There exist many possibilities of combination with 
different control parameters. 

 For solving the given problems, several different 
combinations of parameters have been tried. The 
parameters that returned the best results are shown in 
Table II.  

 

TABLE II.  CONTROL PARAMETERS IN GP 

Initial population generation Ramped half-and-half method 

Maximum tree depth 9 

Population size 1,000 

Crossover probability 95% 

Mutation probability 4% 

 

3.1.3 The termination criteria 
 The GP execution is terminated when the following 
condition is fulfilled: the generated individuals changed 
less than a threshold (0.000001) in a maximum number of 
generations (10,000). 

4 Experimentation and results 
 The objective of this work is to analyze data taking 
into account a certain number of variables in order to 
choose those that have more influence in relation to a 
specific characteristic. In this case, the technique was 
applied to data related to schizophrenia. 

4.1 Description of the problem 
 Association studies are those in which DNA from 
patients that have not developed the disease is compared to 
DNA from affected patients in order to find relationships 
between mutations in the DNA and the disease studied. 
Usually, mutations such as SNPs (Single Nucleotide 
Polymorphisms) [13] are studied. A SNP is a single 
nucleotide site where two (of four) different nucleotides 
occur in a high percentage of the population, that is, at 
least in 1% of the population. Since there exist 14 million 
of SNPs in human beings then a huge amount of data 
obtained from DNA genotyping needs to be dealt with, 
thus many variables have to be taken into account. 

 These studies can be done on complex diseases [14]. 
In these diseases, apart from the influence of genetic 
predisposition, environmental factors also affect, in such a 
way that a person could be genetically predisposed but 
never develop the disease. Due to the nature of these 
diseases, it is hard to establish a relationship between a 
gene and the disease since, in general, this type of disease 
is caused by combination of effects of several sets of SNPs 
which, separately, have a low effect. There is a high 
prevalence and impact of complex diseases like cancer, 
mental disorders and cardiovascular diseases. 

 In this work, schizophrenia data from Galician 
patients [15] were used. This data contained 48 SNPs at 
the DRD3 and HTR2A genes [16], genes which are 
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associated to schizophrenia. These SNPs were encoded 
taking different values: 

• 0 if homozygous (both copies of a given gene have 
the same allele) for the first allele (one of a number 
of alternative forms of the same gene occupying a 
given position on a chromosome), 

• 1 if heterozygous (the patient has two different 
alleles of a given gene), 

• 2 if homozygous for the second allele or 

• 3 if unknown. 

 The original dataset contained 260 positive subjects 
(genetically predisposed to schizophrenia) and 354 
negative subjects (not predisposed), a total of 614 patients. 
The equivalence between the variable number and the SNP 
real name is shown in Table III. 

TABLE III.  EQUIVALENCE BETWEEN VARIABLE# AND REAL SNP NAME 

Variable # SNP Variable # SNP 
SNP1 rs4682148 SNP25 rs1058576 
SNP2 rs7631540 SNP26 rs6561333 
SNP3 rs6808291 SNP27 rs1923884 
SNP4 rs1486012 SNP28 rs2296972 
SNP5 rs9824856 SNP29 rs9316233 
SNP6 rs2134655 SNP30 rs659734 
SNP7 rs963468 SNP31 rs1928042 
SNP8 rs3773678 SNP32 rs2770296 
SNP9 rs167771 SNP33 rs9316235 
SNP10 rs226082 SNP34 rs582385 
SNP11 rs10934256 SNP35 rs1928040 
SNP12 rs1486009 SNP36 rs731779 
SNP13 rs6280 SNP37 rs985934 
SNP14 rs7638876 SNP38 rs9534505 
SNP15 rs9825563 SNP39 rs6304 
SNP16 rs1354348 SNP40 rs6305 
SNP17 rs9283560 SNP41 rs2070036 
SNP18 rs3889066 SNP42 rs2070037 
SNP19 rs7329640 SNP43 rs6313 
SNP20 rs10507544 SNP44 rs1328685 
SNP21 rs7333412 SNP45 rs731244 
SNP22 rs3125 SNP46 rs1360020 
SNP23 rs6314 SNP47 rs10507546 
SNP24 rs6308 SNP48 rs10507547 

 

4.2 Results 
 Table IV shows a list of variables, ordered by the 
density of apparition in 134 parallel executions of the 
method described. As a result, an average classification 
accuracy of 77.38% was obtained. 

 This table shows the relative importance of each of 
these SNPs, measured as the density of apparition. As it 
can be seen, the SNP with the highest density is SNP48, 
appearing in 94.03% of the expressions obtained by the 
method. This SNP was also obtained as that one with the 
highest density of apparition by another method based on 

evolutionary computation [17, 18]  also designed for 
feature selection. 

TABLE IV.  PRIORITIZED LIST OF VARIABLES 

Variable 
# 

Density of 
apparition 

Variable 
# 

Density of 
apparition 

Variable 
# 

Density of 
apparition 

SNP48 94.0298% SNP34 41.7910% SNP27 31.3433% 
SNP23 92.5373% SNP14 40.2985% SNP11 29.8507% 
SNP29 92.5373% SNP37 40.2985% SNP32 29.8507% 
SNP10 91.0448% SNP24 38.8060% SNP40 29.8507% 
SNP20 76.1194% SNP47 38.8060% SNP3 28.3582% 
SNP21 56.7164% SNP1 37.3134% SNP31 28.3582% 
SNP43 56.7164% SNP2 35.8209% SNP38 28.3582% 
SNP28 52.2388% SNP22 35.8209% SNP13 26.8657% 
SNP30 52.2388% SNP35 35.8209% SNP9 25.3731% 
SNP26 50.7463% SNP36 35.8209% SNP19 23.8806% 
SNP41 50.7463% SNP4 34.3284% SNP46 23.8806% 
SNP18 49.2537% SNP44 34.3284% SNP8 22.3881% 
SNP15 47.7612% SNP12 32.8358% SNP5 20.8955% 
SNP33 46.2687% SNP6 31.3433% SNP39 19.4030% 
SNP42 44.7761% SNP7 31.3433% SNP45 19.4030% 
SNP16 43.2836% SNP17 31.3433% SNP25 8.9552% 
 

 Additionally, this table shows that there is a big 
difference between the first four SNPs (numbered 48, 23, 
29 and 10, with densities 94.03%, 92.54%, 92.54% and 
91% respectively) and the rest. The density of apparition 
of the fifth SNP is much lower, 76.12%, and the following, 
the sixth, SNP21, has a density of 56.72%. These facts 
reveal the great importance of these four first SNPs 
compared to the rest. Furthermore, the fall in the density 
of apparition is very fast, and a low density of 50% appears 
in an early 10th position.  

TABLE V.  DENSITY OF APPARITION FOR PAIRS OF VARIABLES 

Variable # Variable # Density of 
apparition 

SNP23 SNP29 85.07% 
SNP23 SNP48 85.07% 
SNP29 SNP48 85.07% 
SNP10 SNP23 83.58% 
SNP10 SNP29 82.09% 
SNP10 SNP48 82.09% 
SNP10 SNP20 71.64% 
SNP29 SNP20 70.15% 
SNP20 SNP48 68.66% 
SNP23 SNP20 68.66% 
SNP21 SNP48 55.22% 
SNP43 SNP48 55.22% 
SNP23 SNP21 53.73% 
SNP23 SNP43 53.73% 
SNP28 SNP48 52.24% 
SNP29 SNP43 52.24% 
SNP41 SNP42 52.24% 
SNP10 SNP43 52.24% 

 

 Also, the expressions obtained were analyzed in order 
to measure the importance of groups of two SNPs. Table V 
shows the pairs of two SNPs with the highest density of 
apparition, appearing together in the expressions. 
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 This table shows, for instance, that SNPs 23 and 29 
appear together in 85.07% of the expressions. In this case, 
the pairs with the highest density of apparition correspond 
to all of the possible combinations of the four SNPs that 
were considered as the most important after the analysis of 
Table IV (SNPs 48, 23, 29 and 10). 

 After these combinations, the following pairs, which 
have a much lower density, include one of these variables. 
This fact, again, encourages the affirmation of the 
importance of these four SNPs. 

5 Conclusions and future work 
 As section 4 shows, this technique allows analyzing 
databases in order to measure the importance of each 
variable. This has promising applications in engineering, 
industrial and medical environments, since many times 
data is collected and the number of independent variables 
grows exponentially. 

 One of these applications is studied in this paper, that 
is, to associate schizophrenia with SNPs that, initially, 
may be related to it. As a result of the application of this 
technique, four different SNPs are revealed to be the most 
important. 

 In this work, single and pair density of apparition are 
analyzed. However, in order to extract more accurate 
results, more analysis can be done, studying combinations 
of 3, 4 and more variables together. Additionally, the 
method will be applied to other biomedical datasets, in 
order to continue refining it. 
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Applied graph mining technique to discover consensus 
graphs from group ranking decisions 
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Abstract — The group ranking approach has been applied 
in many applications, such as in decision-making support 
systems, group recommendation systems, and so on. 
Previous studies have focused on how to generate a total 
ranking list. When there is no consensus or only slight 
consensus in the users’ opinions or preferences, this kind of 
result may damage the decision-maker’s decision. For this 
reason, this study proposes a new framework which 
represents user ranking information as a graph model, and 
a new algorithm based on the recent work to detect the 
maximum consensus graphs. The generated visualization 
results allow decision-makers to make better strategies. 

Keywords: Data mining; graph mining, Group decision 
making; Maximum consensus sequence 

 

1 Introduction 
  Recently, the mining of knowledge from users' 
preferences has come to play a critical role in many 
applications including decision-making support systems [1-
2], group recommendation systems [3], machine learning[4], 
and webpage search strategies [5-6]. User preference can 
always be expressed as ranking data. The essence of this 
problem is to construct a coherent aggregate result from the 
rankings provided by different sources. 

Generally, the traditional group ranking problem can be 
classified using two aspects: the input format and the type of 
compromised output results. Among several input formats, 
ranking list is the most general way to express user 
preferences regarding the alternatives. This study allows 
users to provide complete or partial ranking data. 

The output results of most research are to determine a fully 
ordered list of items. When there is no consensus or only 
slight consensus in the users’ opinions or preferences, these 
studies still generate a total ordering list to represent the 
consensus using their ranking algorithms. However, these 
kinds of results will damage the decision and raise some risk 
to the decision maker. Recently, based on the concept of 
“consensus decision-making theory”, Chen and Cheng 
proposed a new model which gives the longest ranking lists 
of items that agree with the majority and disagree with the 

minority [7]. Although the maximal consensus sequences 
model can solve the previously mentioned problem, the 
weakness of this approach may generate many maximum 
consensus sequences, making the results fragmented and 
difficult to understand and use. 

This study adopts a user-provided total ranking list which is 
transferred to a user graph during the preprocessing step. 
The user graph is a directed graph illustrating the user’s 
preference among items. The proposed algorithm will 
discover the maximum consensus graphs from the collection 
of users’ graphs. A consensus graph means that a majority 
of users agree upon the relationships between items.  

These graphs illustrate several implications which cannot be 
made by the previous research. The consensus graphs 
represent several clusters in which the relationship among 
items is agreed upon by most users. This is useful 
information for decision-makers.  

2 Related work 
2.1 Our recent work 
 The basic idea for our recent work comes from the 
“decision-making theory”, which stresses that a process is 
needed to achieve the most agreeable decision among 
participants. It not only explores the agreement of the 
majority, but also resolves or mitigates the objections of the 
minority. To understand this decision-making process, Chen 
and Cheng proposed an algorithm to discover maximum 
consensus sequences from users’ ranking lists, where the 
maximum consensus sequences represent the maximum 
possible consensuses that could be achieved among most of 
the users [7,8]. This algorithm can also identify ambiguous 
pairs that need further negotiation. 

2.2 Graph mining 
The graph mining technique can be applied to several 

different research areas, and has received much attention in 
recent years [9-18]. The graph model can represent arbitrary 
relations among objects. Using different mining techniques 
can detect various kinds of graph patterns. Frequent 
subgraphs are the most important patterns that can be 
discovered in a collection of graphs [10-12]. Several well-
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known algorithms have been developed to mine frequent 
substructures [19]. Among these studies, there are two basic 
approaches to the frequent substructure mining problem: an 
Apriori-based approach and a pattern-growth approach [13]. 
The Apriori-based approach can be classified into the 
vertex-based candidate generation method and the edge-
based candidate generation strategy [14-18]. This study 
follows the idea of the Apriori-based approach and is based 
on the vertex-based candidate generation scheme to propose 
the new framework. 

3 Problem definition 
 Let U = {u1, u2, u3, …, um} denote all users and  I = {i1, 
i2, i3, …, in} denote the sets of all distinct items. Each user ui 
expresses his/her preference using user sequence Si = {  

⊕  ⊕  ⊕ … ⊕  }，where   I,，1 ≦  ≦ n,  
and ⊕  { >,  }. 

3.1 User sequence’s relationship function 
 A user sequence can be represented 

as
}........{ 1111 kqp aaqjpapai iiiiS   . The 

relationship between two items pai  and qai in user sequence 

Si can be represented as 
)(e iaa ,S,iilR

qp , whose value is 
defined below： 

 If 1   }{  qjpj
, then "")(e iaa ,S,iilR

qp
; 

 If 1   }{  qjpj
, then "")(e iaa ,S,iilR

qp
 

3.2 User graph 
 A user’s preference sequence Si is transferred to be a user 
graph  UGi = (V, E ). Each item is mapped to a vertex in set 
V (UGi). The edge represents the items’ relationship denoted 
as E (UGi) = {e1, e2, e3 …, ek}. UG1 is a user graph and is 
shown in Fig. 1. 

Example 1. Given a user sequence S1 = {i2 > i3  i1 }, user 
graph UG1 = (V, E), V (UG1) = {i1, i2, i3 }, E (UG1) = {el, e2, 
e3}. 

 

Fig. 1. User graph UG1 

3.3 Isomorphism 
 The two graphs G = (V, E) and G’ = (V’, E’) are 
isomorphic. They have the same topology in that  V (G’) 
and V(G) are equal. The edges E(G) of the mapping feature 
functions are equal to the E (G’) of the mapping feature 
functions.  

Example 2. There are two graphs G1 = (V1, E1) and G2 = (V2, 
E2). The vertices of graph G1 map to V (G1) and the vertices 
of graph G2 map to V (G2). V (G1) = V (G2) and the feature 
functions of G1 are equal to the feature function of G2.  

G1 and G2 are isomorphic and are shown in Fig. 2. 

 

Fig. 2. Isomorphism relationship with two graphs. 

3.4 Comply graph support 
 A subgraph Gm is called a complied graph if it satisfies 
the relationship cmp_sup(Gm) ≥ cmp_minsup, where 
cmp_minsup is a threshold given by users. 

4 Methodology 
4.1 The proposed algorithm 
 We give an overview of the proposed algorithm. We 
propose an algorithm to discover the maximum comply 
graphs from the collection of all user graphs. The 
cmp_minsup are thresholds given by the user to filter out 
comply graphs.  

 (Step 1)  
Each user sequence is transferred to a user graph based 
on the definition.  

(Step 2)  
The set of candidate graph CG2 will be filtered. The 
comply support satisfies the support constraints.  

(Step 3)  
This step is iteratively executed until LGk-1 = . We 
follow the vertex-based candidate generation scheme. 
In general, candidate CGk can be generated by LGk-1 
LGk-1, where  denotes the join operation. After 
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obtaining CGk, LGk is the set of candidates whose 
cmp_sup satisfy the support constraints.  

(Step 4)  
We obtain all consensus graphs. 

4.2 Candidate generation and counting 
supports 

 This section explains how to generate candidates from a 
set of large subgraphs. This study generates candidate 
subgraphs of size k CGk by joining two frequent size k-1 
subgraphs LGk-1. We follow the vertex-based candidate 
generation scheme.  

 
Fig. 3. Join operation of the proposed methodology. 

5 An illustrative example 
 A simple example is demonstrated to show the 

computation process of the proposed method. There are 5 
user sequences illustrated in Table 1. 

Table 1 user sequences 

1 {A > B > C = D } 

2 {D > A = B > C } 

3 {C = D > A > B} 

4 {B > A > C = D } 

5 {B = D > A > C } 

 

Step 3 will be executed several times until the large 
graphs LG4 are generated. Finally, the maximum consensus 
graph will be generated by LG4 and the result is illustrated 
in Fig.4. 

 
Fig. 4 The Large graph LG5. 

From the maximum consensus graph LG5, we can discover 
several interesting facts. First, there are three clusters {A} 
and {C, D}. Second, several rules can be observed {A > C} 
and {A > D} and {C = D}. From these observations, the 
proposed algorithm can discover several consensus graph 
groups when there is no consensus or only slight consensus 
of the users’ opinions or preferences. The result can still 
provide the decision-maker with useful information. 

6 Conclusions 
 Existing methods for the group ranking approach 
always generate a total ranking list. In a recent work, we 
proposed methods to discover the maximum consensus 
sequences. Although the result is more reasonable, the 
weakness of this approach is that it may generate many 
maximum consensus sequences, making the results 
fragmented and difficult to understand and use. This current 
study based on the graph model develops a new 
methodology to discover the consensus graphs and 
ambiguous graphs. The proposed method is illustrated with 
an example. We will conduct extensive experiments to 
evaluate the effectiveness of the proposed algorithm in the 
future. 
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Abstract - The standard keyboard is initially designed for 

native English speakers. In China, people type in Chinese 

character under the help of Chinese input software which 

converts the pinyin sequence – the Chinese official phonetic 

symbol that can be typed in directly from the standard 

keyboard– into Chinese character sequence. QQ input 

software is the second most popular Chinese input software by 

market cap. Under the user agreement, we collect the 

anonymous user typing records as it uses QQ input software. 

This paper presents the preliminary results on user typing 

behaviors by analyzing these records. This work enlightens 

the way to improve the performance of Chinese input software, 

so as to improve user experience further. 

Keywords: Chinese Input Software; Data Mining 

1 Introduction 

  The standard keyboard is initially designed for native 

English speakers. In Asia, such as China, Japan and Thailand, 

people can not input their language through the standard 

keyboard directly. Asian text input becomes the challenge for 

the computer user in Asia. In China, Chinese user types in 

Chinese text under the help of Chinese input software which 

converts the pinyin sequence – the Chinese official phonetic 

symbol that can be typed in directly from the standard 

keyboard– into Chinese character sequence. There are totally 

410 pinyin symbols (without the tone information) which 

correspond to more than 30,000 Chinese characters. For a 

certain inputted pinyin sequence, there are many candidates of 

Chinese character sequence corresponding to it, but only one 

is what the user really wants to obtain. It‟s the challenge for 

Chinese input software to guess what is the user really wants 

to input, and present it in front of the user.  

 QQ input software is the second popular Chinese input 

software in China by market cap. It is developed by Tencent 

Technology Company Limited which is currently the largest 

internet company in China. There are more than 200 million 

users that have installed QQ input software on their computers. 

More than 25 million users input Chinese by QQ input 

software daily [1]. We started “user experience plan” since 

last year. Under the user agreement, we collect the 

information of anonymous users‟ typing records. We analyze 

user behaviors from these information, and get some insights 

how user input Chinese by Chinese input software. These 

results are very helpful for us to improve the quality of QQ 

input software so as to improve user experience on it further. 

 In the rest of this paper, we present our analysis works 

on user behaviors in section 2. In section 3, we draw the 

conclusions and discuss the future works. 

2 Analysis OF User Records 

2.1 Description of Data Set 

 We collect several kinds of information with the typing 

records from anonymous users. They are presented in Table 1 

as below: 

Table 1. Description of Anonymous User Typing Record 

Information Type Description 

Host application 
The name of host application in which user types 

in Chinese characters by QQ input software. 

Pinyin sequence 
How user types in pinyin string, i.e. it types in the 

full pinyin string or only the brief one.  

Word candidate 
The Chinese word candidate that QQ input 

software provides according to user‟s pinyin string. 

User selection The candidate that user selects as its real input.  

 There are four kinds of information above with each 

typing record. For experiments, we collect all the typing 

records from anonymous users during one week. Totally there 

are about 1.2 billion records. 

2.2 Analysis on Host Application 

 There is the host information with each typing record. 

It‟s the name string of the application in which user inputs 

Chinese by QQ input software. By making statistics on the 

host information, we can get the insight of typical scenarios 

that user inputs Chinese. We stat the distribution for each host 

in the data set and present the top 10 hosts in Table 2 as 

below: 

Table 2. Top 10 Hosts 

Name of Host Application Type Ratio 

QQ Instant Messenger 65.8% 

IE Web Browser 2.64% 

360 Explorer Web Browser 2.54% 

Ali Buyer Instant Messenger 2.34% 

Cross Fire Game 1.99% 

The Dream West Travels Game 1.47% 

Dungeon & Fighter Game 1.39% 

Word Office 1.32% 

World of Warcraft Game 0.76% 
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Name of Host Application Type Ratio 

other other 19.75 

 For convenience, we summarize them into Fig. 1 as 

below: 

 

Figure 1. Top 10 hosts 

 Firstly, as shown in Fig. 1, user inputs Chinese mostly 

on several typical kinds of applications, such as instant 

messenger, web browser, game and so on. Each kind of 

application corresponds to a kind of typical user scenario. It is 

great helpful for Chinese input software to improve its 

performance on these limited scenarios. Secondly, instant 

messenger is the top scenario whose ratio even exceeds the 

sum of the others. It indicates that social contact becomes the 

top need for Chinese user. Web browser and game are the 2nd 

and the 3rd typical scenarios. User also does a lot of social 

contacts on them. For example, user contact with each other 

by twitter and blog from web browser; they share information 

in games. Therefore, it‟s necessary for Chinese input software 

to improve its performance on social contact to meet the user 

needs. For example, it should enhance its lexicon periodically 

by mining new words from social network. Thirdly, the 

„other‟ type of hosts takes about 20% portion. The ratio of 

each individual host is no more than 0.5%. It indicates that 

there is also a „long tail‟ in the user input scenarios, as it exists 

in other areas [2]. 

2.3 Distribution of Input Length 

 By the scale of input unit, Chinese input software can be 

categorized into three types: the character-level one, the word-

level one and the sentence-level one. All of the commercial 

Chinese input softwares are the sentence-level ones which 

allow user inputs a whole Chinese sentence each time. 

Language modeling is the key technique to build the sentence-

level Chinese input method [3]. However, by intuition, user 

usually does not type in all the pinyin strings for a whole 

sentence each time. In fact, it often types in the pinyin strings 

for a short fragment, that is usually semantic complete, then 

confirms it into the host application. User inputs the whole 

sentence by several fragments. For example, the user is going 

to input “今天下午我们开会” (in this afternoon we are 

going to have a meeting). It usually confirms the fragment of 

“今天下午” (in this afternoon) into the host application 

firstly. Then it inputs “我们开会” (we are going to have a 

meeting) in the second time. 

 In this section, we investigate the distribution of length 

of user input fragment in the typing records. By contrast, we 

also present the distribution of length of Chinese sentence in 

our training corpus which is used to build the language model 

for QQ input software. It is from the QQcom which is the 

most popular web portal in China [4]. Its scale is about 1TB. 

The results are described in Fig. 2 as below: 

 

Figure 2. Distribution of Input Length 

 As shown in Fig.2, there is large portion on short length 

in user typing records. The average length that user inputs 

Chinese characters is 4.52. The user inputs that exceed more 

than 10 characters are very rare. It proves that user is prone to 

input Chinese by short fragment, rather than the whole 

sentence. By contrast, the length distribution is much evenly 

in the Chinese sentences in our training corpus. Its average 

length is 13.61. There are about 20% sentences whose length 

exceeds 20 Chinese characters, which indicates that some 

sentences are very long. Therefore, it‟s beneficial to build QQ 

input software on the corpus containing shorter sentences, so 

as to meet the user input in reality better. 

3 Conclusions 

 In this paper, we study the user input behaviors by 

analyzing user typing records from QQ input software. We get 

some insights from it. It enlightens the way to improve the 

performance of Chinese input software. In our future works, 

we are going to apply these insights on the new versions of 

QQ input software, so as to improve user experience on 

inputting Chinese from keyboard. 
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Abstract— Many complex tasks (search and rescue, explo-
sive ordinance disposal, and more) that eventually will be
performed by autonomous robots are still performed by
human operators via teleoperation. Since the requirements
of teleoperation are different from those of autonomous oper-
ation, design decisions of teleoperation platforms can make
it difficult to convert such platforms for autonomous use.
In this paper, we discuss the differences and the potential
difficulties involved in this conversion, as well as strategies
for overcoming them. And we demonstrate these strategies by
“autonomizing” a fully teleoperated robot designed for tasks
such as bomb disposal, using an autonomous architecture
that has the requisite capabilities.

Keywords: tele-operation, autonomy, conversion

1. Introduction
Teleoperated robots are becoming widely available for all

kinds of activities, from defusing bombs (like the IRobot
Packbot in war zones)1 to remote presence robots (like the
Vgo)2. These robots are able to go places and do things that
would normally be too dangerous for humans, or simply
be too expensive to be practical. They include a range of
sophisticated equipment and low-level control algorithms,
and would seem to be naturally suited, and are certainly
highly desirable, for autonomous operation. Compared to
autonomous robots, teleoperated robots are easier to build
and easier to sell because no control system for autonomous
operation has to be designed (all the intelligence and con-
trol lies with the human operator instead) and sometimes
poorer quality or fewer sensors can be used (as humans
can generally make better use of available sensors than
current autonomous techniques). Hence, it is unsurprising
that increasing the efficacy of teleoperation interfaces is a
continued research focus (e.g., [1], [2], [3]).

One obvious drawback of teleoperation is the need to
have a live control stream of data for sensors and effectors.
However, given the constraints that make robots appealing
tools, it may be difficult or impossible to establish the
data connection (e.g., because of the distances involved or
environmental interference), and requiring a controller to be

1http://www.irobot.com/gi/ground/510_PackBot
2http://www.vgocom.com/what-vgo

close to the robotic platform may put the operator in danger,
eliminating the primary advantage of using a robot. Even in
the absence of such obstacles, the need for constant human
attention adds expense and limits the overall effectiveness of
the robot. The ability to operate these robots autonomously
would avoid many of these limitations, but researchers need
access to the robots to continue to improve the performance
of autonomous robot architectures to the point where the
human operator is not needed.

The common response to the above issues has been
the design of “hybrid autonomous/teleoperated” systems
that combine the strengths of both approaches. Mixed-
initiative architectures are suitable as extraplanetary rover
control systems, where prohibitive communication delays
necessitate some degree of autonomy, while the higher-
level decision-making remains in the hands of a team of
human experts [4]. Several groups have examined effective
mechanisms for adjustable autonomy, so that the balance
between teleoperation and autonomy can be dynamically
altered to fit the circumstances [5], [6], [7].

While mixed-initiative systems touch on the autonomiza-
tion problem, these systems are designed from the ground
up with partial autonomy in mind. Very little work has
been done on converting systems that were designed to
be purely teleoperated into partially or fully autonomous
systems. Not only is the literature on the transformation of
non-autonomous robots into autonomous ones far sparser,
but the existing papers also focus mostly on the integration
of one particular robotic platform. E.g., Barreto [8] describes
the autonomization of the ANDROS platform using the idea
of interchangeable “brick” components to add new sensory
capabilities. Similarly, Stewart and Khosla[9] describe a
modular control mechanism for a Puma 560 in which a
teleoperation module is replaced with an autonomous one.

We believe that a greater understanding of how a
conversion can be done would be greatly beneficial to the
field. In this paper, we describe our efforts for developing
systematic principles for converting non-autonomous
teleoperated robots into fully autonomous platforms.
We start with a brief background on teleoperated and
autonomous robots. We then discuss some of the design
philosophies that affect “autonomizing” teleoperated
systems. Next we describe our transformation of the
Multi-Mission Payload Platform (M2P2) into a general
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purpose autonomous system. After presenting an evaluation
of the new system in a “bomb disposal” task, we finish
with some discussion about limitations of this technique
as well as how generalizable it is to other robotic
platforms (http://www.apitech.com/products/
multi-mission-payload-platform-m2p2).

2. “Autonomizing” Teleoperated Robots
Successfully implementing an autonomous architecture on

a robot that has been designed for teleoperation requires
overcoming a variety of challenges. All of these challenges
are traceable in some way to how different constraints factor
into the design of purely teleoperated robots.

While there are some obvious mechanical differences
existing in the hardware needed to perform communication
with an operator verses an autonomous system, many more
subtle assumptions go into the construction of these two
types of robotic platforms. Autonomous and teleoperated
robots will often require different levels of sophistication
in the sensors needed to perform their tasks. For example,
while the output of wheel encoders and range-finders may be
very useful in allowing a program to determine its position,
often humans rely on more expensive sensors such as video
cameras to quickly expose them to a high volume of noisy
data. As well as sophistication in sensors, complex robots
with many moving parts require complex control systems.
While a human operator may only be able to focus on a
subset of controls at any given time, microchips are able
to compartmentalize the various effectors allowing simulta-
neous meaningful control of all. While more user friendly
interfaces or multiple operators may alleviate the control
problem to some degree, it can not match the orchestration
of a single programmatic control architecture. Similarly, the
computational requirements of a remotely-controlled robot
can be very low. Hence, there may be no general-purpose
onboard computer, or that computer may be underpowered
to handle the tasks (problem-solving, sensor processing, etc.)
required for autonomous operation.

The same goes for effectors; for example, the design
of a gripper that will be actuated via a gamepad in the
hands of a skilled user might look very different from
what an autonomous robot architect might ideally envision
(e.g., because it has fewer safeguards, relying instead on
the operator’s skill and judgment). Even at the mundane
level of connectivity, different requirements are evident;
a relatively low-bandwidth wireless connection might be
acceptable for teleoperation (e.g., lower frame-rates, lower
resolution, or higher noise in a camera feed may be easier for
a human operator to deal with than for a vision processing
algorithm; similarly for audio streams and voice recog-
nition). Autonomous operation may, therefore, necessitate
the addition or replacement of computational, sensing, or
effecting equipment on the teleoperation platform.

We now address specific challenges:

a) Physical connection: Sensors and effectors need to be
exposed to the control architecture. In some cases it may be
possible to make use of the existing teleoperation channel,
but (as noted above), this will sometimes not be feasible.
In that case, it will be necessary to create alternative inter-
faces (e.g., RS-232 or USB-based serial or wired Ethernet
connections). Moreover, if device drivers and libraries do
not provide access at the right level of abstraction, it may
be necessary for the control architecture to implement a
software interface, as well.
b) General control algorithms for effectors: Similarly,
depending on the nature of the particular sensors and effec-
tors, it might be possible to use existing control algorithms
(e.g., for a mobile robot base or for an n-degree of freedom
manipulator) or to use them after only minor adaptations. In
the worst case (typically because a given piece of hardware
is used differently under teleoperation than under autonomy),
new algorithms need to be developed for particular sensors
and effectors. For example, feedback from sensors such as
wheel encoders can be used to generate a simple, immediate,
computational understanding of an autonomous robot’s pose.
However, the human operator is unlikely to find encoder
counts useful, so they may not be exposed via a software
interface, and in the worst case, may not even be present
at all. Other sensors, such as cameras, are often easier to
access, but may still require additional processing steps (e.g.,
to extract individual frames for visual processing from a
video stream encoded for efficient transmission).
c) Control architecture: Naturally, one of the biggest
changes will be the inclusion of the autonomous control
architecture itself. A wide variety of configurations is pos-
sible; depending on the task, the control architecture will
comprise different components, possibly including a planner,
an action execution component, components for user inter-
faces including screen-based and possibly spoken natural
language dialog interfaces. The task approach can either be
pre-programmed (e.g., in terms of action scripts) or the robot
can be dynamically instructed during task execution. The
latter requires the control architecture to use problem-solving
for new tasks for which no action scripts exist [10].
d) “Plug-and-play” generalizability: Adding an existing
control system can be relatively straightforward if it imple-
ments and uses a well-defined API structure. Typically, sen-
sors will fall under a particular sensing category, e.g., range
sensors, vision sensors, force sensor, etc., thus allowing for a
generic interface to be adapted for the particular sensor use.
Similarly, typical effectors such as wheels for mobile plat-
forms, grippers, or robotic arms will allow for abstractions
that map effector-specific commands and properties to more
generic interfaces that can interact with standard algorithms.
If the control system is designed with such generic interfaces
in mind, the problem can be viewed as one of ensuring
that the control system’s expected interfaces are mapped
properly onto the teleoperated robot’s hardware and software
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interfaces. The difficulty here is that there is unlikely to be a
one-to-one match of functional units between the teleopera-
tion platform and the control architecture. For example, the
robot’s interface may support driving arm joint motors at a
given velocity, in agreement with the control architecture’s
expectations. However, it may lack a predefined position-
based joint motion mechanism, which must be added as
part of the integration if the control architecture expects it.
Similarly, there is no reason to assume that both architectures
will use the same relative sign or units.
e) Programatic interface: Ideally, whether it is imple-
mented as a software library (e.g., C/C++ shared objects,
Java classes, etc.), simply given as a communication protocol
(e.g., custom serial protocols, standardized infrastructures,
etc.), or some combination of the two, the interface for a
new piece of hardware will be well-specified and clearly doc-
umented. However, given that teleoperated robot platforms
are not originally intended to be targets for development,
the likelihood of undocumented features or errors in the
specification is somewhat higher than normal. In such cases,
it may be necessary to examine how the teleoperation
controller interfaces with the robot architecture that it was
built with. Studying the effects of (or responses to) valid
messages sent from the original teleoperated controls, can
be very helpful for “filling in” gaps. These messages can
then either be analyzed for patterns or stored as a response
lookup table to be used later by the software.
f) Simulation: Simulation is a valuable tool for any au-
tonomous robot architecture, and not just to facilitate testing
before deploying on the physical robot. Take, for example,
the case of arm movement and manipulation. Since human
operators inherently have extremely rich mental models of
the systems that they are working with, they do not require
precise measurements of all of the possible positions in
joint space. Simply by viewing a handful of video frames
taken from a mounted camera, the operator can determine
approximately how that camera is mounted in relation to the
robot and the target as well as determining an appropriate
movement path. For the autonomous architecture, on the
other hand, pre-building a highly accurate model of the
known environment (the robot and its manipulators) will
allow it to avoid the time-consuming process of building
relational models on the fly. Such simulation planning also
allows a robotic architecture to plan movements through
space that optimally avoid obstacles, which is especially im-
portant in cases where feedback from the platform regarding
joint positions is of less than ideal fidelity.

2.1 Experimental Platform
The robot we chose to autonomize is the APITech Multi-

Mission Payload Platform (M2P2). This robot was designed
to be controlled by a human operator primarily via a wire-
less XBox game controller. The M2P2 is a three wheeled

holonomic robot with each wheel capable of rotating in-
dependently. It is equipped with a 2 DOF arm terminated
by a 2 DOF gripper. The operator can get the robot’s view
of its environment through two cameras, one mounted on
the platform and one mounted on the arm. In addition, the
platform includes both a speaker and a microphone, allowing
the operator to speak through the robot and hear any sounds
near the robot.

Communication in the M2P2 is a subset of JAUS (the Joint
Architecture for Unmanned Systems, a standard for open
interoperability in robotic architectures [11]), augmented
by a small number of custom message types. The M2P2
implements a set of core movement functionality as well as
including custom messages for the robot arm control and
specific sensors. JAUS messages on this robot are passed
on two onboard networks, one for sensors and one for
effectors. Messages are transmitted wirelessly to a pack
based Operator Control Unit (OCU). Video streams are
played back on a dedicated tablet PC along with custom
built software to facilitate control of robot movement.

We integrated the M2P2 into ADE (the agent develop-
ment environment), a Java-based infrastructure for devel-
oping robotic architectures [12], [13], [14]. ADE provides
communication mechanisms that allow modular functional
components to interact in a distributed fashion using Java
remote method invocations. ADE components can regis-
ter their own services and look up services provided by
other components, and connections between components are
monitored to ensure robust execution. A well-defined suite
of programming interfaces allows consistent access to a
variety of sensors (e.g., laser range-finders, GPS sensors, and
cameras) and effectors (e.g., robot bases such as the Segway
RMP, Mobilerobots Pioneer, and Videre Era). Implementing
these interfaces on the M2P2 allows us to take advantage of
the existing autonomy facilities in ADE, including problem-
solving and goal management.

2.2 Communication
The first step in autonomization is to establish commu-

nication pathways between the teleoperated robot base and
the computer that will host the autonomous architecture. This
meant bypassing the existing wireless RF interface used by
the teleoperation rig to instead make direct (wired) Ethernet
connections to the robot.

Once the physical connection has been made, it must be
tested. Before the cheap availability of high performance
micro processors and network adapters, connection types
were likely all proprietary and highly compact. Now, devel-
opers are moving toward higher bandwidth communication
to help improve comprehension of the messaging system.
Protocols like the Internet Protocol (IP) both internally
provide a lot of functionality (message ordering, routing,
etc.) but also have many tools to help receive, send and
process information. Robots running such protocols can
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often be tested with packaged communication processing
tools, while rarer protocols may require testing specific to a
given communication design.
g) Communicating with Effectors: Although communi-
cations protocols could theoretically be arbitrarily complex,
they break down into two parts, syntax and semantics. For
each functional ability to be run on the robot, syntax is the
set of argument variables with possibly some information on
their size and type, and semantics is the generalized under-
standing of how the bits in each argument are interpreted
(as flags, as integers representing feet, doubles representing
miles per hour, etc.). When trying to back-engineer a com-
munication protocol, the syntax of the command must be
determined first. The syntax alone however is not sufficient
for interpreting and generating commands of that type as the
variables must be unpacked as values and then those values
given in meaningful units or conditions.

For example, when implementing robot arm control for
the M2P2, we determined from the JAUS protocol that the
command to modify the arm position was a concatenation of
values each representing a velocity of one of the arm joints.
This information alone was insufficient even to determine
the exact syntax of the command. Through feedback from
the manufacturer in conjunction with systematic testing of
options, and validation of the specifications, we found the
ordering of the joints and number of bytes allocated to each
joint in the command. While this specified the syntax of the
commands, it was still unclear how each set of around four
bytes (more for some joints and less for others) translated
into a velocity on the physical arm.

Some of the most common encoding variants are; flags,
scaled integers, IEEE floating point or doubles, and angles.
Flags can be tested through simple trial and error when the
outcome of the flag is an obvious physical change in the
system. Scaled integers (where the values are interpreted
as integer values times a scaler plus an offset), are often
easy to detect as similar integer input values will lead to
similar output speeds or other output types. Floating point
or double precision number should be tested similarly to
scaled integers, where similar inputs cause similar outputs
however instead of using similar integer representations to
test, convert the values into either doubles or floating points.
Angles, while a subset to scaled integers or decimal precision
numbers, are a special case as they are cyclic in nature and
this must be accounted for when trying to determine if a
particular encoding is of this form.

When all attempts at understanding the semantics fail
(i.e., a systematic test of the possible input space provides
no observable consistences), an alternative approach is to
build a simple input/output lookup table. Recording what
direction a particular joint makes and potentially some gross
speed conditions, for a set of given inputs, can allow a
simply designed inverse process where a desired speed can
be achieved by finding the closest speed known in the lookup

table. Some times, it is also sufficient to have the robot
operate at a single speed (or more often, one speed in both
the positive and negative direction) in which case a hard
coded single value can be used.

The JAUS protocol specifies two main types of movement
commands: “set velocity” and “move relative”. Because this
platform was designed to be controlled by a remote human
operator, only the “set velocity” commands are implemented.
Similarly, although the wheel units almost certainly include
wheel encoders, they are not accessible via the JAUS in-
terface. This was a common theme to the design, where
simplifying steps were used in terms of what to expose to the
external system based on the assumption that the robot would
not operate autonomously. However, with the “set velocity”
commands, we were able to implement all of the elements of
the movement interface expected by the control architecture.

Teleoperated robots are often designed to expect contin-
uous command feedback from an operator. The robot may
receive a constant stream of drive commands even though
the operator has held the movement joystick at a constant
angle. Since the robot can not correct its error if the human
operator is disconnected, if no new commands are received
in a given amount of time, most designs will stop the robot
movement. While this may be logical for an autonomous
system as well, there is a stronger bias in a teleoperated
system to default to no action and let the human override
if this is a problem. While converting a teleoperated system
this is important to note as it may require additions such
as message repetition at constant intervals to keep the robot
performing a desired action.
h) Communicating with Sensors: One of the most im-
portant sources of information for an autonomous robot
is the camera; we will illustrate the process of establish-
ing communication with a sensor using the example of
interfacing with the M2P2 camera. From the programmer’s
perspective, it would be easiest if it were possible to simply
grab fully-formed individual frames from the video stream.
However, such an encoding scheme would consume too
much bandwidth in many domains, so a variety of protocols
take advantage of similarities between adjacent frames to
compress the data stream. Moreover, although many of these
video encoding protocols are well-known, in some cases
proprietary variations may have been added to the standard
protocol to meet the needs of the particular robotic platform.
This imposes additional challenges when converting a tele-
operated robot for autonomous operation, as even the base
protocol might be unknown, and any proprietary extensions
are unlikely to be published.

As noted above, the main challenge for utilizing the
cameras is deciphering the video stream. Primary variations
in video streams to be aware of at this stage are, different
color models (RGB, CMYK, etc) and streaming verses static
video translation (some decoders require the full video buffer
to be available before decoding can begin, this will not work
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Fig. 1: Architecture layout of the M2P2 and controller
laptop.

for streaming video feed from a robot).
When decoding the M2P2 video format, we started by

searching the data for likely protocol elements, such as
sequential markers added to verify order of packets received.
This allowed us to discover the higher fidelity “key frames”
that were sent at regular intervals to allow cumulative error
between frames to be reset. In this particular case, we were
able identify the protocol using the key frames and apply
standard decoding routines to extract frames from the stream.
We determined by the data header, that the M2P2 used a
slightly augmented mpeg encoding variant. After removal of
the additional formatting, the video stream could be parsed
into readable raster images, using the FFMPEG decoder.

2.3 System Configuration and Control
Once basic communication protocols had been estab-

lished, the system was integrated with the ADE infras-
tructure. A general purpose JAUS component was written
to facilitate creation and interpretation of JAUS messages.
Figure 1 shows the connections between the M2P2 control
architecture and the architecture on the laptop used to control
the newly autonomous robot.

The newly added laptop served as the primary intelligence
control for the robot platform. As the M2P2 server is fully
ADE compliant, it has access to all other ADE servers
and functionality available to other holonomic robots in
that environment. This includes a vision server to process
incoming camera feeds, planners, and natural language inter-
preters. The M2P2 becomes a removable module fitting into
a larger autonomous robotic infrastructure. As well as adding
functionality, the ADE infrastructure adds error handling,
security and the ability to offload processes not only from
the original robots processors but also from those physically

Fig. 2: Visualization of the robot arm simulator.

added to the robot. A smaller, less capable control unit can
then be used to interface with the robot while the computa-
tionally expensive operations such as image processing can
be handles by external, more powerful computers.

A web camera was connected to the laptop directly
and mounted on the front of the mobile platform. While
the robot had built in video feeds, these were slow, of
lower quality, and computationally consuming to process
directly on the control computer (As the signal had to pass
through the JAUS communication protocol first). Connecting
a new camera to the laptop helped the software react in
real time (while the video feeds from the robot were still
accessible). While the built in cameras were not used in
this particular experimental paradigm, having the ability to
interface directly with the on-board cameras allows future
projects to take advantage of views that may be more difficult
to introduce with external hardware. The robot arm has a
small camera which gives a “dog’s mouth” perspective on the
gripper. Having an accessible video feed from this camera
will allow for much more complex and delicate manipulation
in future tasks.

To facilitate planning of arm movements, we developed a
simulation environment for the robot joints (Figure 2). The
simulation environment is written as an extension of a 3D
visualization environment that was designed for the ADE
infrastructure. Code is written in native Java and can be run
with the visualization on or off. This allows the simulation to
be run on either a standard PC with a GUI showing progress
or a high performance computational grid to run detailed
large-scale searches of the complex arm movement space.

In the simulation environment, a robot arm is specified
as a series of rigid blocks connected by joints. Blocks are
attached to each other in a familial hierarchy starting with
the root block that is connected to the robot frame. Each
block is defined as a collection of primitive objects (spheres,

Int'l Conf. Artificial Intelligence |  ICAI'12  | 601



rectangular solids, cylinders, etc.) with affine transformations
applied relative to that block’s starting position and orien-
tation. As with most 3D tools, sub-objects can be nested
in a parent block and an affine transformation specified for
the entire block of sub-objects. Each joint is also capable of
defining how that joint is allowed to rotate. Rotation can be
in any of the three cardinal planes (around the X, Y, and Z
axis). A center of rotation is specified both for block that
is to be rotated as well as the parent block to which it is
attached. A starting rotation angle can be given as well as
bounds on rotation in each of the planes. All specifications
are stored and read from an XML formatted data file.

When the control architecture determines a goal point to
move the arm to, the planning mechanism in the simulation
environment begins. A goal is specified as a coordinate in
three-dimensional space relative to the root of the robot
arm as well as an orientation of the end effector at that
point. Planning is carried out using a gradient descent
technique which can either be mimicked in real-time by the
physical robot (and feedback used from the arm pose of the
actual robot if available), or stored as an action sequence
and played back at a future time. In the gradient descent
algorithm, the robot attempts to move each of its joints a
fixed small distance in each direction that the joint is allowed
to move in. A fitness function is used to calculate the fitness
of each of these new arm locations and the movement with
the highest fitness is selected to be performed. This pattern is
iterated until a local maximum is found. The fitness function
is a scaled combination of the distance of the effector from
the goal, the orientation of the effector relative to the desired
end orientation and a negative strength from all joints based
on their proximity to any collisions in the environment.

While gradient descent will not be sufficient to solve all
arm trajectory problems, it is sufficient for many purposes.
The M2P2 arm moves in a single vertical plane, with two
joints controlling the position of the end effector. Since
it also provides real-time (and can be pre-calculated in
far faster than real-time) movements, it is ideal for the
immediate response time required by tasks such as bomb
defusing for which the M2P2 was designed. The simulation
environment can also be used by more complex path plan-
ning algorithms for more complex environments.

One important complication to arm movement was the
lack of “somatosensory” feedback, as there were no sensors
to detect the relative arm position. To calculate the relative
arm position, we took the arm resting pose as a base (this
location was enforced through physical stops on the robot
joints). Through experimentation, it was determined that
the acceleration time in getting the robot arm from rest
to a desired velocity was minimal. The amount of time
necessary to move the arm a desired distance could be
calculated simply by dividing the distance by the presumed
constant speed of the arm. While this works for low fidelity
situations, the acceleration will cause problems where fine

motor control is required (such as using the grippers to
pick up a small object). To reduce the error, all movements
were blocked into constant length (or angle) chunks. As
the gradient descent approach expected output tests to be
constant sized already, constant sized movement blocks was
the obvious choice.

If the robot had needed to perform multiple tasks, the
cumulative errors would have added up. To combat this, the
forced resting pose could be required after a certain amount
of movement to recalibrate location.

3. Validating the Integration
To evaluate the integration, we devised a simplified ver-

sion of the robot’s primary function: bomb disposal. In this
test, the robot was required to detect a suspicious object (“the
bomb”), approach it, and retrieved it. It was then required
to detect the (“safe”) disposal receptacle, move to it, and
deposit the “bomb” inside. This task can be decomposed
into five phases, as depicted in Figure 3.

Detect object: Object detection was performed using
simple color detection and blob size thresholding. The ADE
vision component processed frames from the web camera,
producing a description of each detected object that included
its relative position in the frame (and hence relative to
the robot’s heading) and its size in the visual field. The
autonomous control system made regular requests to the
vision component until a positive identification was made,
at which point control progressed to the next phase.

Move to object: Once the object was detected, the control
module computed the course adjustments to move to it using
a visual servoing approach [15]. Rotational adjustments were
made based on the horizontal position of the object in the
frame. Given the assumption that the object in question
would be on the floor, distance could be estimated using
the object’s vertical position in the frame. When the object
was determined to be in the effective region of the gripper,
the approach phase was concluded.

Plan/perform reach: The reach and grasp actions were
constructed dynamically using the arm motion planner de-
scribed above. The “reach” goal was set based on the object’s
relative location as determined by the vision component. The
control system sent the plan steps generated by the gradient
descent algorithm to the arm, moving the gripper toward the
goal state: poised over the target object.

Detect receptacle: The receptacle was detected in the
same way that the target object was detected. A different
color was used as the indicator.

Move to receptacle / drop: When the robot moved such
that it judged its manipulator was over the receptacle,
the block was released and the robot ended its movement
pattern.

A video of the bomb disposal demonstration can be
viewed at http://tiny.cc/autonomized.
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Fig. 3: The data control path and data flow during the experiment (the control path indicates at what steps different
computational units were activated).

4. Conclusions and Future Work
Limitations to autonomizing teleoperated robots are dic-

tated by the design of the robot in question and the persis-
tence of the group attempting to perform the automation. In
general, if basic platform movement can be achieved, most
traditional robotic tasks can be performed with the possible
addition of necessary sensors and manipulators. To this end,
the basic platform can be thought of as an operation module
with the potential addition of pre-existing functional modules
attached. If very fine control is needed over the robots pose,
it may not be feasible to augment a teleoperated system,
since such fine feedback may not be available, and extremely
difficult to add into the physical architecture. Although we
used multiple software infrastructures in our case study
integration, we used only one hardware platform (the M2P2
robot). In future work, integration of multiple existing hard-
ware platforms would lead to a more modularized schema
for conversion (e.g., a chassis from one manufacturer and a
manipulator from another could both be integrated into the
same software architecture).
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Abstract - Traditional machine learning algorithms typically 

employ task specific methods and only the parameters pre-

determined by the human programmer are updated. These 

methods often fail to respond to the dynamically changing 

states of the uncontrolled environments. Additionally, such 

methods may not represent a developmental entity, such as a 

human mind. In contrast, an open-ended developmental robot 

system can learn simple behaviors and build up more complex 

behaviors by utilizing the previously learned behaviors. In this 

paper, we propose a basic framework for visual learning tasks 

that integrates a perceptual system into a biologically inspired 

working memory system. A main objective of this research is 

to provide a general framework for developmental learning 

and to investigate how well a neuro-computational PFC 

working memory model performs on a robotic platform in a 

real world environment with complex tasks. Experimental 

results given show impressive performance both in terms of 

accuracy and speed of learning. 

Keywords: Developmental robotics, machine learning, 

computer vision, working memory, reinforcement learning.  

 

1 Introduction 

  The ultimate goal in robotics is to build a robotic system, 

which can develop new skills incrementally, in an autonomous 

open-ended approach through interactions with the 

environment without having a pre-designed, task-specific 

representation [1]. However, traditional machine learning 

algorithms typically employ task specific methods and often 

fail to respond to the dynamically changing states of the 

uncontrolled environments. To fill the gap that machines do 

not benefit from traditional machine learning and AI 

techniques, a relatively new area of study, called autonomous 

mental development (AMD), has been proposed. It was 

pointed out by Weng et al. that a mental development process 

must be able to generate representation and architecture 

autonomously online and directly from raw sensory signals 

which must also be task nonspecific [2]. In contrast to 

traditional artificial neural networks, which can only accept a 

series of fixed size, offline sensory data vectors, a 

developmental robot runs in the real physical world and has 

the ability to add new data online that it has never seen before. 

Furthermore, it can develop simple, basic skills for many 

different kinds of tasks and these skills may be utilized to learn 

more complex skills. For example, a human child's brain is not 

manually trained with data within one training session. Instead, 

he/she is usually taught by his/her parents from time to time 

through approving or rejecting behaviors. Following the same 

idea, to operate in the real unconstrained world, where the 

environment is highly complex and dynamic and a human 

designer cannot predict in the initial stage of programming, a 

developmental robot should be trained by interacting with the 

environment and with the user through a student-teacher 

relationship. It is in this sense that there is a necessity for 

open-ended developmental systems. Table 1 shows the basic 

differences between the traditional engineering (manual 

development) paradigm and the proposed mental development 

paradigm. 

Table 1. Main differences between traditional and  
developmental programs [2] 

 

As a bridge crossing between the external world and the 

internal environment, perception is an awareness of things 

through the physical senses. Humans perform learning at the 

perceptual level and perceptual learning has been considered 

to occur at the cognitive level where identification and 

categorization is performed with focuses only on the relevant 

data that is needed by the current learning task. In cognitive 

science, long-term memory has a very large capacity and the 

information is considered to be stored indefinitely, while 

working memory is defined as a theoretical framework which 

refers to a temporal type of storage that retains elements that 

are active and being manipulated for a short period of time. In 

the literature, many working memory models have been 

proposed, which have commonalities and differences [3], with 

the most popular one in psychology being the Baddeley and 

Hitch’s three-component model of working memory [4] and 

the most famous one in neuroscience being the temporal 

difference (TD) learning model [5] (a very popular machine 
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learning algorithm describing the midbrain dopamine neurons). 

Recently based on the TD learning model, an open source 

software library, written in ANSI C++, called the Working 

Memory Toolkit (WMtk), has been developed which provides 

an abstraction layer and can be easily integrated into robotic 

control mechanisms [6]. 

A main objective of this research is to integrate a 

perceptual system into a biologically inspired working memory 

system in such a way that would yield a basic framework for 

visual learning tasks. Not being intended to focus on a specific 

task, the aim of our approach in this work is to provide a 

general framework for developmental learning, as well as to 

investigate how well a neuro-computational PFC (prefrontal 

cortex) working memory model performs on a robotic 

platform in a real world environment with complex tasks. 

In the following, Section II talks about some of related 

work and efforts that contribute to the area of developmental 

robotics. Section III describes our proposed vision-based 

autonomous mobile robot system. In Sections IV, experiments 

are designed and results presented. Finally, conclusions are 

made in Section V. 

2 Related Work 

 It was first pointed out by Weng that many traditional 

machine learning algorithms, including artificial neural 

networks, are computational frameworks but not 

developmental frameworks [1]. According to Weng, two types 

of paradigms exist. The first one labels the traditional machine 

learning methods as manual development, where the 

programmer understands the task, chooses a representation, 

and maps the task to the representation. Thus, the 

programmer conveys his understanding into the task 

representation. Next, the programmer writes code which 

controls the machine to execute the task using the task-

specific representation. The second paradigm is called the 

autonomous developmental paradigm where the programmer 

writes a developmental program and the robot learns the task 

by interacting with the user/teacher and the environment. The 

result of such a mechanism should be that the robot generates 

its own internal representation. 

Arguing that the system must deal with high-dimensional 

feature space for perceptual learning, Weng developed a 

structure called the "Incremental Hierarchical Discriminant 

Regression (IHDR) engine" [7]. To demonstrate the proposed 

method, a vision-guided navigation experiment using the 

IHDR system was presented in [1], [7], [8], where a mobile 

robot, called SAIL and developed at Michigan State 

University was trained by pushing it around the corridors of 

the Engineering Building. The robot had two pressure sensors 

on each side. The difference of the two pressure readings was 

translated into heading information and associated with the 

images. The grayscale intensity of the pixels was used as the 

components of the feature vectors and the resolution of the 

images was 30-by-40. As a result, the number of dimensions 

on which the system operates was 30-by-40, i.e., 1200. One 

feature vector was generated from an entire image and linear 

discriminant analysis was applied to the feature vectors to 

select the most discriminative features. 

Krichmar and Edelman argue that devices, based on the 

working principles of the nervous systems, may provide the 

groundwork for the development of intelligent machines which 

operate on neurobiological principles rather than 

computational ones [9]. They have designed a series of 

theoretical models, called brain-based devices (BBDs), and 

applied them to physical robots in order to investigate the 

functionality of different regions of the brain. The robots 

equipped with these models are used for studying perceptual 

categorization, operant conditioning, episodic and spatial 

memory formation and motor control. They emphasize that 

models of brain function should reflect the dynamics of 

different brain regions, their structure and the connectivity of 

these regions, rather than implementing them as a single 

neuron layer. According to them, to construct such models, 

detailed neuro-anatomy and neural dynamics should be taken 

into consideration. To investigate the functional anatomy of 

the hippocampus region and its surrounding regions, Krichmar 

et al. [10] programmed a physical robot to solve a dry variant 

of the Morris water maze task. In the task, the robot was 

meant to use its spatial and episodic memory by associating 

perceptual cues in the environment with a particular location. 

In the experiment, the target location was hidden and can only 

be detected in close range by the robot's front IR sensor. The 

robot started a trial in one of the four locations and stopped if 

it detected the hidden platform or until a time limit of 1000 

seconds was reached. The experimental results showed that 

the robot learned to navigate to the target location from 

multiple starting positions in about 8 trials. 

A slightly modified version of the task, inspired by 

Krichmar's work, was presented by Bursch, et al. in [11], in a 

simulation environment. In contrast to Krichmar's experiment, 

the robot started a trial in random locations without using 

odometry information. In order to create a mapping between a 

perceptual state and an action for that state, a Self-Organizing 

Feature Map (SOFM) [12] was used and the heights (in pixels) 

of the colored panels were presented as an input to the SOFM. 

Two navigational approaches were proposed and compared. 

The first method was based on creating a probabilistic graph 

between the nodes of the SOFM and then searching for the 

optimum path in the graph in order to navigate to the target 

position. The second approach utilized the Working Memory 

Toolkit (WMtk), which we also chose as a working memory 

implementation for our system. It was reported that the first 

approach outperformed the WMtk with relatively little 

experience. However, as the number of training samples 

increased, the WMtk actually performed much better than the 

graph search technique. 

3 Our Proposed System 

With focuses on issues of developmental robotics, the 

methodology proposed in this paper is to establish a 

biologically inspired system that employs perceptual 

knowledge along with a working memory system in order to 
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provide broad capabilities for visual learning tasks. Such a 

requirement necessitates a large set of goals that the system 

needs to satisfy.  

To have the robot operate in real world environments 

that are not modified by using artificial landmarks, the system 

learns everything from scratch. To learn and recognize natural 

landmarks, the images and videos were taken as RGB (red, 

green, blue) color images, which were next converted to the 

HSV (Hue Saturation Value) color space for use. To represent 

a small image region, a color histogram vector of size 10000 

was calculated to form color based features and 40 Gabor 

filters were used to convolve with each image region to form 

texture based features. As a result, the combination of the 

color histogram and Gabor texture measures resulted in 

10040-dimensional feature vectors. Then an unsupervised 

learning algorithm, a minimum spanning tree based clustering 

algorithm, was used to form percepts/objects for the robot 

vision system which would be used later for segmenting the 

incoming new images. For new images captured by the robot, 

feature vectors were first extracted, a nearest neighbor search 

process was followed to assign an object label to each newly 

extracted feature vector. Then a connected-component 

labeling algorithm is applied to find connected regions, called 

blobs. After the segmentation was done, the final stage of the 

perceptual system was to produce inputs for the working 

memory system, referred to as “chunks”, in order for the robot 

to acquire sensory-motor associations to guide its actions. It is 

important to maintain a strong connection to the features of 

the percepts in the environment and to their semantic 

meanings. In other words, the robot should learn what each 

percept means for itself. In this context, understanding the 

meanings of the percepts is referred as perceptual grounding. 

The limited capacity property of a working memory 

system provides focus for the robot to search for appropriate 

actions in order to accomplish a given task. In fact, the key 

point faced by the working memory system that is utilized in 

this proposed robot architecture is the determination of which 

chunks of information should be actively retained in the 

working memory, and which may be safely discarded, for 

tasks’ success, that is, a prediction scheme in the expected 

future reward. Learning by associating stimuli with rewards 

and punishments (the reinforcers) is called reinforcement 

learning [13]. The particular type of reinforcement learning 

used in this research is called the temporal difference (TD) 

learning algorithm [5], which is typified by the delayed 

response tasks, with the main objective being maximizing the 

total amount of reward that the robot receives over a long run 

[5]. 

WMtk essentially implements a neural network version 

of the TD learning algorithm and contains classes and methods 

for constructing a working memory system that intelligently 

decides which chunks to maintain or discard depending on the 

reward criterion. This criterion is dependent on the current 

task of the robot and is specified by the user as a requirement 

for the WMtk. The reward is generated in a discrete-time 

manner (namely "episodes") and is a real number. Depending 

on the selected action in the previous episode, as well as the 

reward signal generated for that particular action, the WMtk 

updates its internal contents, based on which, the robot can 

then select and execute an appropriate action. The most 

distinctive feature of the toolkit is that it explores every 

possible combination of collection of chunks, which can be fit 

within the limited capacity of the working memory and selects 

and retains in the working memory the combination of chunks 

which provides the highest estimate value of the future reward. 

This feature of the WMtk can be very useful in robotic 

applications. The robot is not limited to only one single item to 

consider. For instance, in many applications a landmark 

location is represented by only one percept. However, a 

landmark location may be represented by a combination of 

percepts, which may help the efficiency of the robot’s 

localization process. In addition, this would also help to 

increase the number of unique landmark locations in the 

navigation path of a robot. 

The final flowchart of the system is presented in Fig. 1. 

The top half of the diagram represents the perceptual system. 

The lower portion represents the working memory system, 

which is combined with the robot's sensory-motor scheme (i.e., 

actuators and sensors such as sonars to avoid obstacles). The 

combination of both the perceptual system and the working 

memory system yields the cognitive structure for the robot. 

In order to demonstrate the proposed method, the 

methodology proposed in this research is applied to a complex 

vision-guided navigation task. Part of the complexity of the 

task is that no a priori information is given to the system, such 

as a cartesian map or coordinates of objects, etc. Instead, a 

qualitative navigation approach is taken, where the robot 

proceeds by detecting natural landmarks that are present in the 

environment. It is desired that the system is capable of learning 

new skills and percepts online in uncontrolled environments 

while performing a task and supporting explanation of its 

Fig. 1. The proposed system architecture. 
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knowledge to and from the user in an interactive way. In order 

to achieve the navigation task, simple behaviors are learned 

and preserved in the system in order to learn more complex 

behaviors.  

4 Methodology and Experiments 

A fundamental property of a mobile robot is the ability to 

navigate safely in an uncertain environment. In order to achieve 

this task, the system needs to acquire sensory-motor associations 

to guide the behavior of the robot. To provide a general 

framework for developmental learning and to investigate how 

well a neuro-computational PFC working memory model 

performs on a robotic platform in a real world environment with 

complex tasks, several experiments are conducted that would 

exploit the usefulness and capabilities of this framework in mobile 

robotics. Each experiment is related and built upon each other in 

order for the robot to navigate successfully. 

The testbed robot Skeeter is equipped with a single 

camera to perceive the environment. The front sonar array is 

only used for obstacle avoidance purposes. The experiments 

took place in the hall outside of the Intelligent Robotics 

Laboratory on the third floor of the Featheringill Hall at 

Vanderbilt University. A typical view of this hall is shown in 

Fig. 2. The major objects in this hall include the yellow floor 

tiles, the white floor tiles, and the black stripes of tiles, wood 

panel wall, light blue painted wall and a light blue railing. To 

generate a perceptual model for the environment, 20 images 

were collected over several days at different times to account 

the different lighting conditions. Next 66740 feature vectors 

were extracted from these images and clustered to obtain 

several percepts that constitute the training database of the 

system (the system's LTM). A color was assigned to each 

percept for displaying them in the segmented images. Table 2 

shows the obtained percepts and their corresponding denoting 

color. A sample segmented test image is shown in Fig 2. 

In our empirical study, three experiments were designed 

to accomplish the navigation task. The first two experiments 

have been reported in [14] and are briefly repeated here for 

reference. The third experiment is a further extension built 

upon the first two. The objective of these experiments is to 

reveal the capabilities of the system in uncontrolled 

environments. In the experiments, the system learns new 

percepts, as well as new skills so as to ultimately perform a 

qualitative vision-guided navigation task. Since the task is 

qualitative navigation, no metric information is involved in the 

computations. Only the angular positions of the percepts with 

respect to the robot frame are computed.  

4.1 Experiment 1: learning open space 

The first step in the navigation task is to learn the 

percepts that would yield an open path for the robot through 

the robot's own interaction with the world. Once meaningful 

blobs or percepts are obtained from the images acquired from 

the camera, the robot needs to learn the association of the 

percepts with motion. In other words, the robot needs to 

determine whether the percept represents an obstacle or an 

open space. To do so, in this task, the reward criterion for the 

WM system is selected to be the distance moved by the robot 

per trial. The procedure for the first experiment is as follows: 

 WM size is set to 1. 

 Blobs segmented from a captured image are then 

presented to the WM. The WM system randomly selects 

one of them. 

 The robot tries to move toward the selected chunk for 5 

meters or until an obstacle forces it to stop. 

 The distance moved by the robot is returned as a reward 

for the WM system.  

The above procedure is followed multiple times, allowing the 

WM system to intelligently update its internal parameters 

associated with each chunk in the environment, until the 

percepts corresponding to an open space eventually dominates 

the trials. The WMtk has also a reserved position when none 

of the chunks provided as inputs is selected. With a WM size 

of 1, the weight parameters inside the WMtk are directly 

associated with the percepts and the received rewards. In 

order to evaluate the system's learning performance, two sets 

of experiments were conducted. In the first set, the robot was 

put in the middle of the hallway and let to go freely without 

any user interference. In the second set, the robot started 

moving from wherever it was. Fig. 3 shows the development 

of the weights associated with each percept versus the number 

of the trials, when all the initial weights for percepts were set 

to 0.5 [15]. 

Table 2  Percepts and Denoting Colors 

Percepts Denoting Color 

WoodPanel Red 

YellowFloor Yellow 

WhiteFloor White 

BlackFloor Black 

LightBlueWall Light Blue 

Bricks Dark Red 

BlueFloor Blue 

 

 

Fig. 2. A test image and its segmented version 
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 In terms of behavior, at the beginning, the robot moved 

about at random, improving its chances of encountering 

anything it needs. During the learning, the robot will evolve to 

activate the sensory inputs that are most likely to reduce the 

need, that is, to find open space for the robot to move 5 

meters without being stopped. Unattended signals or percepts 

will eventually be excluded from the parts of the motor system 

engaged in performing the current task. 

4.2 Experiment 2: learning landmarks 

In a navigation task, the robot not only needs to know 

which percepts are associated with the open space to move 

safely, but also learn about landmark locations in order to 

localize itself in the environment. In this experiment, the 

appearance of black floor tiles was found to be a convenient 

indication of a landmark location. For instance, a navigation 

task could be that the robot might turn 90° right or left at the 

third landmark location. To learn the landmark location, the 

following steps were taken in this experiment: 

 The WM size is set to 1, 2, and 3 to determine percepts  

to be selected for recognizing a landmark location. 

 80 training images representing landmark (40) and non-

landmark (40) locations as in Fig. 4 were collected. The 

presence of a black floor tile in the foreground indicates a 

landmark location.  

 Images from the training set were selected randomly and 

processed to obtain the chunks for the WM system. 

 Each of the percepts generated for each image was 

duplicated and presented to the WM system, and marked 

as a landmark chunk and a nonlandmark chunk, 

respectively. Once the WM system selected a set of such 

chunks, a majority vote was taken to determine whether 

the location is a landmark one or a non-landmark one. If 

there was a tie in the vote, it was interpreted as a non-

landmark one by default. Since the training images were 

labeled, the WM system received a reward of 1 if the vote 

agreed with the label of the image, otherwise, it receives 

a reward of 0. 

For each WM size, 1000 and 5000 trials were conducted. The 

results are summarized in Table 4 and good for all the cases. 

4.3 Experiment 3: learning the navigation task 

From the previous experiments, the robot acquired the 

ability to navigate safely through the environment, and the 

ability to localize itself in the environment. The objective of 

this experiment is to have the robot utilize its previously 

learned knowledge and apply them to learn a complex task. 

Suppose that the robot is positioned in front of the Intelligent 

Robotics Laboratory, looking towards the window side of the 

hallway. The black stripes along the hallway indicate the 

presence of a landmark. The goal of the robot is to navigate 

along the hallway until it reaches the third landmark. Since the 

delayed response task is widely used in cognitive neuroscience 

in order to evaluate the properties of working memory [16], 

[6], there are two situations to be considered. If the robot 

recognizes a green ball (which has been added to the system in 

[17]), as an unexpected, contingent percept along the way, it 

should remember the green ball until it reaches the last 

landmark and come back to the starting position. If no green 

ball is detected along the navigation path, the robot is required 

to learn to stop at the third landmark. The robot makes a 

decision, moves with a small distance increment and stops. 

The time required for this cycle is referred to as one time step. 

This procedure continues until the navigation is complete. The 

procedure for Experiment 3 is as follows: 

 Initially in the environment, the robot captures an image 

and segments it to obtain the percepts. Three actions, 

such as “move”, “stop”, and “turn around”, are also and 

always presented to the working memory as chunks at 

each time step. The working memory system is rewarded 

or punished by the possible actions chosen by the robot 

along the navigation path. In addition to the action 

chunks, the working memory is presented with the 

percepts detected in the environment. However, only 

“YellowFloor”, “BlackFloor”, and “GreenBall” percepts 

are presented, if recognized by the perceptual system. 

Since the task requires only remembering the “GreenBall” 

chunk, the other percepts are treated as distractors. The 

working memory has a reserved “Nothing” chunk when 

the system does not make any selection. Therefore, the 

maximum number of chunks that can be presented to the 

working memory is seven. 

 

Fig 3. The weight logs for each percept (left) when the robot was let to go freely 

(right) when the robot was forced back to the center after each trial [15] 

 

Fig. 4. (a) A landmark image and (b) A non-landmark image 

Table 4. Percentage of correctness for landmark classification 

WM size 1000 trials 5000 trials 

1 98.10% 99.52% 

2 95.50% 97.42% 

3 98.00% 99.38% 
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 The working memory size is set to 2. One slot is for an 

action chunk and the other one is for a percept chunk. 

Thus, the working memory is required to learn to select 

an action chunk as well as a percept chunk. 

 Once the candidate input chunk vector is presented to 

working memory, a decision is made. The robot either 

moves, stops or turns around depending on the action 

selection made by the working memory at each time step. 

Furthermore, if a “GreenBall” percept is detected, the 

working memory is expected to put the “GreenBall” 

chunk in its second output slot. 

 The robot tries to move towards the open space for one 

meter and the cycle is repeated until the third landmark is 

reached. However, if a green ball is detected, it needs to 

remember that it has detected an indication for a 

contingent situation. Therefore, as the task requires, it 

needs to come back to its initial position by passing 

through each landmark again, in order to demonstrate the 

bootstrapping effect. 

With the maximum number of input chunk vectors being set to 

seven, the training is performed in a simulated environment 

and all the possible chunks are presented to the robot at each 

time step. The robot is trained for each region of the 

navigation path as shown in Fig. 5. Each region may be 

thought of as the state of the robot (i.e., state 0 is being 

located at region 1, and state 1 is at region 2, etc.). 

Furthermore, the detection of the contingent percept is also 

represented as a state of the robot. However, during the 

training, this state is either randomly set to true once in one of 

the regions or not set to true at all. This means that the 

contingent percept has been detected at a particular region if 

set to true or not detected if the state stays false in the entire 

trial. In the real world experiment (not in simulation), this state 

is set true once the perceptual system detects the contingent 

percept. The robot is required to choose the correct action 

chunk at each state. In addition, it must learn to remember the 

contingent percept if recognized along the navigation path. 

The learning criteria faced by the working memory are not 

trivial, indeed they are challenging. The robot needs to learn a 

considerable amount of information from a large combinatorial 

chunk space in five different states. The robot is trained for 

each region (each of the states from zero to three) of the 

navigation path and a reward value is given. 

However, in order to speed up the learning, the training 

state is switched from one to another, only if multiple numbers 

of positive rewards are received in a row at each state. For 

instance, assume that the number of positive rewards required 

to switch the state from one to another, is ten. A successful 

trial is defined as not receiving any negative reward. Therefore, 

the system must receive 40 positive rewards (10 for each 

region) in a row in order the trial to be considered as 

successful. The number of received positive rewards in a row 

is referred to as the positive reward threshold (PRT). Fig. 6 

shows the learning curve of the system, as a plot of the 

average reward values over a sliding window of size 25 over 

10000 trials for several PRTs. Table 5 shows the number of 

successful trials for each plot in Fig. 6. 

These numbers are reasonable under the very strict rule, 

that is, receiving multiple positive rewards in a row. Moreover, 

the initial training stage is also included in these results. If, at 

any time step of the training, the system fails to choose the 

correct chunk combination, the whole trial is considered to be 

an unsuccessful trial. In all of the cases, there is a positive 

learning trend. As the PRT is increased, the system makes 

fewer mistakes overall and the speed of the training is 

significantly increased in terms of episodes. With the system 

settings described in the above, the time required to train the 

system, when PRT is set to 10, is 12 minutes and for a PRT 

set to 20, it takes 15 minutes. Thus, the training time is 

relatively short in a simulated environment.  

In this final experiment, we particularly demonstrated the 

delayed response effect by holding on to a percept for a period of 

time. The robot successfully navigated in the hallway and it came 

back to its initial position when a green ball percept was 

presented. It chose the correct actions in the action selection slot 

and the “Nothing” percept, meaning that no percept was held in 

 

Fig. 6. Learning curves of the system for PRT of values 1,7,10,20 

 

Fig. 5. An illustration of each region of the navigation path. 

Table 5. Number of successful trials for 10000 trials 
and for different reward thresholds 

Positive reward 

threshold 

Successful trials 

(Out of 10000) 

Percentage of 

successful trials 

1 7591 75.91% 

7 8275 82.75% 

10 8502 85.02% 

20 9330 93.30% 
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the working memory. However, once the contingent percept was 

presented along the navigation, the robot remembered the 

contingent percept in the percept selection slot of the working 

memory at each time step. Thus, the robot has successfully 

learned a complex task based on previously learned fundamental 

behaviors. 

5 Conclusions 

 In this work, the robot successfully learned a complex, 

vision-guided navigation task by means of a powerful and 

reliable perceptual system combined with a biologically 

inspired prefrontal cortex working memory model. The task 

faced by the robot is indeed a challenging task to be learned. 

The robot initially learned the percepts in the environment and 

robustly performed segmentation. Next, the robot associated 

the meanings relative to motion, and landmark detection, to 

the percepts in the environment and encapsulated them as 

simple behaviors. These behaviors were then used to build up 

a more complex behavior. 
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Abstract— In this paper, we discuss the problem of multi-
robot coordination and propose an approach for coordi-
nated multi-robot motion planning by using a probabilistic
roadmap (PRM) based on adaptive cross sampling (ACS).
The proposed approach, called ACS-PRM, is a sampling-
based method and consists of three steps including C-
space sampling, roadmap building and motion planning. In
contrast to previous approaches, our approach is designed
to plan separate kinematic paths for multiple robots to
minimize the problem of congestion and collision in an
effective way so as to improve the system efficiency. Our
approach has been implemented and evaluated in simulation.
The experimental results demonstrate the total planning
time can be obviously reduced by our ACS-PRM approach
compared with previous approaches.

Keywords: Multi-robot system; motion planning; multi-robot
coordination; sampling-based approach;

1. Introduction
Motion planning is a fundamental problem in robotics.

It could be explained as producing a continuous motion
for a robot, that connects a start configuration and a goal
configuration, and avoid collision with any static obstacles
or other robots in an environment. The robot and obstacle
geometry are generally described in a 2D or 3D workspace,
and the motion could be represented as a path in configura-
tion space. Motion planning algorithms are widely applied
in many fields, such as bioinformatics, robotic surgery,
industrial automation, planetary exploration, and intelligent
transportation system.

The multi-robot system (MRS) is proposed to deal with
some problems that are difficult or impossible to be solved
by a single robot, or to improve the system implementation
efficiency in some missions completed by multi-robot rather
than a single robot [1], [2]. The biggest challenge for the
MRS is coordination. Without coordination, it will not only
lower the system efficiency, but also lead to the failure of the
entire system in extreme cases. Figure 1 shows an example
of multi-robot coordination, four robots implement a trans-
portation mission cooperatively, the red robot is delivering a
goods, the green robot is on its way back after completing
a transportation task, the yellow robot is moving to load a

Fig. 1: Four robots implement a transportation mission
cooperatively. The dark blue piece signifies the goods to be
transported. The green area represents the original position
of goods, and the yellow area represents the destination,
which corresponds to every room, where the goods should
be delivered to by the mobile robot.

goods, and the orange robot is transporting a goods to the
destination location. The coordination of these four robots
is obtained by assigning them to different room.

In this paper, we consider the issue of coordinated motion
planning for a homogeneous team of autonomous mobile
robots in structured environments such as office building,
warehouse, and container terminal. The larger context of the
research is to establish a multi-robot goods transportation
system with security, reliability and efficiency. Most of the
proposed approaches for multi-robot motion planning usu-
ally have the problem of resource conflict such as congestion
and collision [3], [4]. For the transportation issue, a desirable
result is that robots replan their individual local path to
avoid collision and congestion events, however this fashion
often needs additional time and thus limit the transportation
efficiency. An undesirable result is that robots are blocked,
or the goods are lost or damaged, and thus fail the trans-
portation mission. Therefore, we arranged these cases to
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the waiting situation problem [5]. To handle this practical
problem, this paper presents a novel approach to multi-robot
motion planning by using a probabilistic roadmap (PRM)
planner which is based on manner of adaptive cross sampling
(ACS). This approach called ACS-PRM is decomposed into
3 main steps:

• Firstly, a sufficient number of points should be gener-
ated in C-space on an occupancy grid map by using an
adaptive cross sampling method.

• Secondly, a roadmap should be built while the potential
targets and milestones are extracted by post-processing
the result of sampling.

• Finally, the motion of robots should be planned by
querying the constructed roadmap.

The rest of the paper is organized as follows: Section
2 describes an overview of some related works; Section 3
discusses the problem of waiting situation; subsequently,
Section 4 describes our ACS-PRM approach; Section 5
presents the experimental results obtained with our approach;
and the paper is concluded in Section 6 at last.

2. Related Work
Multi-robot motion planning has been extensively studied

for more than a decade during which a wide variety of
planning frameworks and solutions have been proposed.

Švestka and Overmars [6] presented an approach for mul-
tiple nonholonomic car-like robots motion planning in the
same static workspace by using probabilistic roadmaps, in
which the roadmaps for the composite robot are derived from
roadmaps for the underlying simple robots, and the latter is
computed by a probabilistic single-robot learning method.
The authors introduced the notion of super-graphs for multi-
robot path planning, and their implementation covered the
construction of the simple roadmap and the super-graphs.
This approach is probabilistically complete because a given
problem could be solved within a finite amount of time.

Moors et al. [7] presented a graph-based algorithm for
coordinate multi-robot motion planning in 2D indoor envi-
ronments. The scenario of this research is multi-robot indoor
surveillance. The proposed approach takes the limitations
and uncertainties of sensors into account, and generates the
coordinated motion plan for multiple robots by using A*
search algorithm. The authors also introduced a framework
based on realistic probabilistic sensor models and worst
case assumptions on the intruder’s motions in order to
compare different approaches and evaluate the coordination
performance of the proposed approach.

Clark [8] presented a multi-robot motion planning strategy
based on the probabilistic roadmap within a dynamic robot
network (DRN) coordination platform. The DRN platform
is an ad hoc network, in which single-query PRM is queried
as a centralized planner to plan trajectories for all robots.
The PRM planner is optimized to speed queries for multi-
robot motion planning by using new sampling strategies. At

Fig. 2: A typical waypoint mutex. The black dot represents
the waypoint, the gray segment represents the path, and the
red and blue arrow represent the direction of the motion of
the corresponding color robots respectively.

first, a method of sampling PRM milestones is identified
to enable fast coverage of the configuration space. Then,
a method of generating PRM milestones is introduced to
decrease the planning time. Finally, an endgame region is
defined to improve the likelihood of finding solutions when
goal configurations are highly constrained.

Saha and Isto [9] presented a strategy for decoupled
multi-robot motion planning. The proposed strategy, which
aims at improving the reliability of the basic decoupled
planning approach, partially merges the two phases of the
basic approach. The first phase is to compute a collision-free
path to avoid the obstacles in the environment and the other
robots, the second phase is coordinating the individual robot
motions so that only one robot at a time may enter the area
of potential inter-robot interference. The proposed approach
searches for motions for a robot and coordination of motions
of robots along paths already planned while ignoring the
robots whose motions have not been planned simultaneously.
This approach is inherently incomplete.

Besides, there are some other approaches developed with
various strategies [10], [3], [11], [4].

3. Waiting Situation Problem
Multi-agent environments can be cooperative or competi-

tive [12]. Of every agent in a team, the other agents can be
considered as teammates (cooperative) or movable obstacles
(competitive). One of the most important reasons which
limit the efficiency of the multi-robot motion planning is
the waiting situation such as the congestion and collision
between robots. The core of the problem can be considered
as the waypoint mutex in multi-robot motion planning.
Figure 2 depicts a typical waypoint mutex. Two robots
move to the same waypoint simultaneously: the red robot
moves from the top left towards the right and the blue robot
moves from the right towards the bottom left. Because of
the waypoint can be assigned only to one robot at a time,
then the mutex of the waypoint happens.

Generally, there are two ways to deal with the waypoint
mutex as shown in Figure 3. One (Figure 3(a)) is to let
robots pass the waypoint one by one [6]. The weakness
of this strategy is that one robot must wait for another
robot to pass. Another way (Figure 3(b)) is to replan the
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(a) (b)

Fig. 3: Two ways to deal with the waypoint mutex. The
colored lines represent the motion plan for the correspond-
ing color robots respectively. (a) The two robots pass the
waypoint in order, the blue robot pass first and the red robot
pass later. (b) The two robots take each other as an obstacle
and replan its trajectories in real time.

local path in real time for each robot by using some
goal seeking obstacle avoidance algorithms such as Vector
Field Histogram (VFH+) [13] or Nearness Diagram (ND)
Navigation [14]. The weakness of this strategy is that robots
need some time to replan their new trajectory. Consequently,
the two ways both extend the time of the motion planning
and limit the system efficiency.

If we can plan separate kinematic paths for multiple
robots, then the waiting situation caused by waypoint mutex
will be obviously reduced. In addition, the problem of
multi-robot task allocation (MRTA) [15] should also be
considered. Our focus in this paper is on the multi-robot
motion planning in structured environments. For instance, an
office building could be simply divided into three clusters:
corridor, doorway and room. The doorway usually connects
the corridor with the room, it is a suitable object for task
allocation. Therefore, on the one hand, the problem of
waiting situation (especially at the corridors) caused by one
path for all robots should be solved. On the other hand, a
simple and effective way to coordinate multi-robot motion is
to assign different robots to different rooms reachable from
the corridors. Besides, more complex environments may
require more sophisticated methods such as hand labeled
training data [16], [17] or more complex reasoning [18],
[19].

Because of the complexity of multi-robot systems [10],
[20], the target of this paper is not to completely avoid
the problem of waiting situation (i.e., waypoint mutex), but
to minimize the probability of appearance of the waiting
situation by using our ACS-PRM approach. Therefore, the
coincidence of the waypoint in the plan of two or more
robots should be reduced so as to improve the multi-robot
motion planning efficiency.

4. ACS-PRM: Adaptive Cross Sampling
Based Probabilistic Roadmap

There are usually two ways to handle the issue of robot
motion planning based on the grid representation of the

environment in low dimensional space. One is to use the
incremental heuristic search algorithm such as A* [21] or D*
[22]. Another is to use the topological map [23] generated
on top of the grid-based map such as Voronoi diagram and
straight skeleton. Nevertheless, the number of grids increases
rapidly when the size of the environment expands, which
make these methods inappropriate for complex and extensive
environments. Moreover, these methods are hard to deal with
the multi-robot motion planning and always increase the
computational load.

Sampling-based approaches have been proposed to im-
prove the computational efficiency for robot motion plan-
ning. The main idea is to avoid the explicit construction
of the obstacle region in the C-space (Cobs). Unlike the
incremental heuristic search and the topological map meth-
ods, the sampling-based approaches work well for complex
environments and high-dimensional configuration spaces,
and they are generally easier to implement. The probabilistic
roadmap (PRM) planner1 is one of the typical sampling-
based approaches. The original PRM technique is introduced
by Kavraki et al. [24], which has been shown to perform
well in a variety of situations. On the basis of this method,
different extensions have been proposed [25], [26], [27].
The approach described in this paper is also an extension
of PRM, which is aimed at performing multi-robot motion
planning efficiently.

To deal with the problem of waiting situation in multi-
robot motion planning as mentioned in the last section by
using the PRM approach, there are substantially two options:

• In the manner of single-query: when two or more
robots need to pass the same waypoint simultaneously,
each robot resamples the adjacent region and takes the
motion of the others into account, then generate a novel
local roadmap for local replanning.

• In the manner of multi-query: construct a rich roadmap
at the beginning to allow robots to plan a different
trajectory from others later.

4.1 C-space Sampling
The ACS-PRM approach presented in this paper is a

multi-query approach. The first step is C-space sampling,
in which a sufficient number of points should be generated
to represent the free space of the environment. The main
idea of this step is to let a random point p retracts to a
position P (q) with the distance d to the obstacle Cobs along
horizontal and vertical directions (i.e., cross direction).

For autonomous nonholonomic mobile robots, in two
dimensions, there are three representational degrees of free-
dom (DOFs) which are one rotational DOF and two trans-
lational DOFs (along or across), but only two controllable
DOFs which only move by a forward motion and a steering

1A reference implementation of this method in C++ is available online
at: http://www.ai.univ-paris8.fr/ yz
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angle, the configuration space C is the special Euclidean
group SE(2) = R2 × SO(2) where SO(2) is the special
orthogonal group of 2D rotations. To avoid the collision
caused by the point retracts too close to the obstacle, we
set the distance d as the sum of the positive number w and
the radius r of the minimum circle to cover the robot with
centering at the rotation center of the robot:

d = r + w, (w > 0) (1)

The set of w is to deal with the negative influence of sensor
error and it should be adjusted in practical applications.

Cobs represents the set of the obstacle, ∀q ∈ Cobs define
a direction rq , then determine a symmetry point S(q) which
is an intersection of the open-ray with end q direction rq
and another Cobs:

S(q) = {q + t−→rq |t > 0} ∩ Cobs (2)

where, if {q+ t−→rq |t > 0}∩Cobs = {q}, then define S(q) =
∞. Let dist(x, y) represent the distance between point x
and point y, then the retraction function can be described
as:

P (q) =

{
q + d−→rq if dist(q, S(q)) ≥ 2d
q+S(q)

2 otherwise
(3)

where P (q) is the position for the point p to retract. In this
way, the random points are adapted around to the obstacle
(see Figure 4(b)), then:

ACS-PRM = {P (q)}|q ∈ Cobs} (4)

The implementation of this step is summarized in Algo-
rithm 1, where the time complexity is O(n) and the space
complexity is O(1). This step corresponds the learning phase
of classic implementation of PRM.

4.2 Roadmap Building
The second step is roadmap building, in which the po-

tential targets and the milestones should be extracted and
connected to the roadmap. In the previous step C-space
sampling, if there are sufficient points generated, then the
points will gather into segments. The main idea of this step
is post-processing the graph resulted from the previous step
while identifying three types of point as follows:

• In the previous step, if dist(p, q) < d, then p will retract
to q+S(q)

2 and be labeled as the medial axis. Therefore,
we find those medial axis segments with length l a
small fixed value (in our implementation, we took the
thickness of obstacle), and the midpoints of segments
are marked as potential target for task allocation. Figure
4(c) shows the extracted potential targets which are
precisely doorways of the structured environment.

Algorithm 1 Adaptive cross sampling

Require: N , the sufficient number of points to generate.
Ensure: N points in Cfree by adaptive cross sampling.

1: repeat
2: Generate a uniformly random point p in C-space.
3: if p is free then
4: for horizontal and vertical directions do
5: Find q ∈ Cobs the nearest distance from p.
6: if dist(p, q) ≥ d then
7: p retracts to q + d−→rq .
8: else
9: Find {S(q)} = −→qp ∩ Cobs.

10: p retracts to q+S(q)
2 .

11: end if
12: end for
13: end if
14: until N points have been generated.

• For those segments without containing the potential
target, we extract both of the endpoints and mark them
as milestone (see Figure 4(d)).

• The points of intersection between two segments are
also extracted and marked as milestone (see Figure
4(d)). These milestones have not been used in our ex-
periments, but they will be required for the exploration
problem.

This step also corresponds the learning phase of classic
implementation of PRM. Figure 4 illustrates the process of
generating a roadmap for an example occupancy grid map
by using our approach with 200,000 random samples.

4.3 Motion Planning
The third step is motion planning, in which each individ-

ual robot’s kinematic path should be planned by querying the
constructed roadmap. The main idea of this step includes the
following three points:

• The potential targets {ti} are considered as the goal
nodes for path planning and the objects for task al-
location as well. Then, the individual {ri} robots are
assigned to different potential target:

{ri} 7→ {ti} (5)

• To maximize the difference between the paths, we
assign the potential target which is the closest from the
robot but further from the previously assigned target to
the current individual robot:

t = further(closest({ti}, r), ti−1) (6)

• Similar to the classic PRM, we use the fast local
planning method (i.e., the straight line planner) for the
global path planning, except that we choose the path
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(a) (b)

(c) (d)

(e) (f)

Fig. 4: Generation of the roadmap based on ACS-PRM. (a)
The original gridmap, (b) adaptive cross sampling in C-
space, (c) the extracted potential targets (doorways), (d) the
extracted milestones, (e) the roadmap coverage of environ-
ment, and (f) an instance of path.

with the minimum number of milestones for the robots
invariably.

This step corresponds the query phase of classic imple-
mentation of PRM.

5. Experiments
To evaluate our ACS-PRM approach, we conducted a

series of simulation experiments with the well-known 2D
multi-robot simulator Stage [28]. The experiment is to
transport a certain amount of goods from one origination to
divers destinations by a fleet of mobile robots. The simulated
robot is the Pioneer 2-DX robot equipped with a laser range
finder providing 361 samples with 180 degrees field of view
and a maximum range of 8 meters. Each robot can localize
itself based on an abstract localization device which models
the implementation of GPS or SLAM. To transport goods,
the robots are equipped with a gripper that enable them to
sense, pick up and put down the goods, and the carrying

Fig. 5: A typical prototype of Pioneer 2-DX robot with
gripper.

(a) map A (b) map B

Fig. 6: Two environment maps used in our simulation.

capacity is limited to one unit per robot. Figure 5 shows a
typical prototype of Pioneer 2-DX robot with gripper.

We used a different number of robots to conduct several
experiments in various environments. Two maps (Figure
6) were used in our simulation which are both structured
environments. For each map, the green area signifies the
original position of goods, and the yellow areas represent
the destinations which are always placed in the rooms. For
instance, map A has 8 rooms thus 8 destinations, map B
has 7 rooms thus 7 destinations. The transportation team
size is varied from 2 to 8 robots. On each team size, 10
experimental runs are performed for a transportation mission
of 50 goods. The mission objective is to transport the goods
to every room equally.

The ratio between real-world time and simulation time is
about 1:1. We also compared our approach to the commonly
used Voronoi-based approach [23] in which a topological
map is built on top of the grid map by using the Voronoi
diagram, and the critical points are extracted like milestones
for mobile robot motion planning. All experiments reported
in this paper were carried out on a system with an Intel
Core 2 Duo E8400 3.00GHz processor, an Intel Q43 Express
chipset and two DDR2 800MHz 1024MB dual channel
memory.

In the experiments, we assumed that there exists a central
server which is able to communicate with all mobile robots
and assign the transportation tasks to each individual robot.
The transportation task is to transport the goods from the
original position to the destination. We also assumed that all
the mobile robots share a common grid map and everyone
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Table 1: Statistics of The Number of Occurrences of The
Waypoint Mutex

(a) map A
#robots 2 3 4 5 6 7 8
ACS-PRM 1.6 3.1 6.4 7.5 10.0 11.1 16.2
Voronoi-based 15.3 18.7 26.0 26.8 19.9 23.7 27.2

(b) map B
#robots 2 3 4 5 6 7 8
ACS-PRM 3.8 4.3 7.1 14.9 12.8 10.3 16.7
Voronoi-based 17.1 19.2 19.0 26.5 27.4 27.0 29.9

has full information about all others so as to implement path
planning and obstacle avoidance in real time coordinately.
The ACS-PRM is designed to (but not limited to) plan the
kinematic path for nonholonomic mobile robots, and in order
to get an objective evaluation of the proposed approach,
the drive mode of mobile robot is set to differential-steer,
furthermore, the strategy of one pass after the other is applied
to deal with the possible waypoint mutex problem.

The results of our experiments are given in Figure 7. We
measured the transportation time gained by our approach
and compared to the Voronoi-based approach. In each plot,
the abscissa denotes the team size of the mobile robots, the
ordinate denotes the percentage of the transportation time in
the total transportation time, and the error bar indicates the
confidence interval of each corresponding gain of robot team
size with the 0.95 confidence level. Figure 7 shows that, a
transportation time saving of 6.7% to 12.2% in map A and
6.1% to 12.0% in map B is obtainable under our ACS-PRM
approach compared to the Voronoi-based approach. These
results proved that our technique could obviously improve
the system of planning efficiency.

Moreover, we mentioned earlier that our ACS-PRM ap-
proach is more effective than our previous approach because
the ACS-PRM spends much less time for the learning phase.
The experiments show that, with the new approach, the map-
ping times are respectively 0.321 seconds and 0.329 seconds
for map A and map B with 200,000 random samples, which
are averages of the 10 runs.

We also counted the average number of occurrences of
waypoint mutex in each map as shown in Table 1. This table
shows that the problem of waiting situation is obviously
reduced by using our ACS-PRM approach, because our
approach is able to plan separate paths for robots, especially
in the corridor. Unlike the Voronoi-based approach, there is
only one path for all robots.

In fact, the technique proposed in this paper also works
well with irregular environments. Figure 8 illustrates an
example with 20,000 random samples.

6. Conclusion
In this paper, we presented a novel approach for co-

ordinated motion planning of multiple robots by using
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Fig. 7: Transportation time gained by using our ACS-PRM
approach compared with the Voronoi-based approach.

(a) (b)

Fig. 8: Irregular environment experiment based on ACS-
PRM. (a)Adaptive cross sampling in C-space, (b) the ex-
tracted milestones.

the probabilistic roadmap planner based on a manner of
adaptive cross sampling, which we called ACS-PRM. The
basic thought of the proposed approach is to build separate
kinematic paths for multiple robots to minimize the problem
of waiting situation such as collision and congestion caused
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by waypoint mutex in an effective way, thus to improve the
efficiency of automated planning and scheduling.

The ACS-PRM mainly consists of three steps: C-space
sampling, roadmap building and motion planning. In the first
step, a sufficient number of points are generated to represent
the free space of the environment. In the second step, the
potential targets and the milestones are extracted and con-
nected to the roadmap by post-processing the graph resulted
from the previous step. In the third step, the robot’s motion
planning is done by querying the constructed roadmap. The
first two steps correspond the learning phase of classic
implementation of PRM, and the last step corresponds the
query phase of classic implementation of PRM.

In consideration of the context of the issue of multi-
robot goods transportation, the experiments were conducted
to transport a certain amount of goods by a fleet of mobile
robots in structured environments. The experimental results
demonstrate that, by using our ACS-PRM approach, the total
time needed to complete the transportation mission has been
obviously reduced compared to the Voronoi-based approach.

In our future work, we will expand our experiments
to various irregular environments, not just the structured
environments. Furthermore, the proposed work in this pa-
per can be also used in some other applications such as
exploration mission, automated surveillance, and search and
rescue operations. They are our future consideration as well.
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Abstract - Procedural Paradigms limit the capabilities of an 
independent system from tackling novel situations. A rule 
based expert system allows for dynamic expansion of a 
knowledge base that can be used by an inference engine to 
challenge a wide variety of situations. The Dynamic 
Anthropomorphic Robot with Intelligence (DARwIn) proved to 
be a practical platform for exploring the possibilities of using 
an expert system to control an independent agent in an 
uncontrolled environment. Our research revolves around the 
development of a framework that allows the seamless 
integration of the C language integrated production system 
(CLIPS) with the DARwIn framework. This type of control, 
that approaches a cognitive model rather than a procedural 
one, allows researchers to focus on expanding the knowledge 
base of the system and improving functionality and decision 
making skills on a more abstract level. 

Keywords: DARwIn-OP, Expert Systems, CLIPS 

 

1 Introduction 
  In 1954 Isaac Asimov stunned the world with the first 
book of his robot novel series, introducing the world to the 
concept of Robots that looked and acted like human beings. 
For decades the minds of children, sci-fi fans and scientists 
have been entranced by these possibilities. Fiction novels led 
to sci-fi movies that were coupled with the dawn of 
anthropomorphic robots. What started off as the pencil 
sketches of a mad man can now be found in many robotics 
labs across the world. 

The humanoid-research community today, actively researches 
bipedal movements, kinematics, prosthetics and a wide array 
of topics many stemming from Asimov’s fictional designs.  
Along with robotics, another topic that emerged was the study 
of Artificial Intelligence and Human cognition. The scientific 
world was convinced that if we could build robots that looked 
like humans, we should be able to program robots to think like 
humans. 

The framework developed in the course of our research 
investigates the possibility of constructing a localizationist 
model that could mimic decision making via the use of an 
Expert system to control the DARwIn - OP.  

2 Motivation 
 Looking at the anthropomorphic form of the DARwIn 
raises the question; can the DARwIn be programmed to 
imitate “thinking” or “perceiving”. There are several 
approaches within Artificial Intelligence used to explore 
cognition. One of these research areas is pattern matching 
using an Expert System [2]. An Expert System allows a 
computer to make decisions by sifting through and recalling 
knowledge similar to an “expert”, rather than the procedural 
forms generally employed [5]. Exploring the possibilities of 
using an Expert System to control the DARwIn’s motion will 
open various avenues for research in the field of human 
cognition. We wanted to develop a framework that seamlessly 
integrates with the DARwIn using a CLIPS expert system. 
This paper summarizes the implementation of the framework 
and outlines the communication pathways between various 
aspects of the project. 

3 Approach 
 In order to provide DARwIN with an unobtrusive use of 
the inference engine we decided to approach the mimicking of 
higher functions using a localizationist model as it resembles 
DARwIN’s current architecture. The Clips framework was 
developed as an external component that interfaces with the 
Darwin framework using an intermediary controller. The 
Expert System was designed as a component, and not as the 
controller itself, in order to keep its priority at the same level 
with other modules. The intermediary controller houses access 
to all components of the DARwIN and provides 
communication pathways throughout. 

3.1 DARwIn 
 The Dynamic Anthropomorphic 
Robot with Intelligence (DARwIn) is a 
robotics platform developed at the 
Robotics and Mechanism Laboratory 
(RoMeLa) at Virginia Tech for research in 
kinematics, human-robot interaction, and 
AI [3]. It comes equipped with a dense 
array of sensors and expansion capabilities 
suitable for advanced research an almost 
any robotics field. DARwIn contains an 
integrated Fit-PC2i computer running Ubuntu. Figure 1: 

DARwIn 
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3.2 CLIPS 
 C Language Integrated Production System (CLIPS) is a 
rule based system that was developed at the NASA-Johnson 
Space center. [6] CLIPS is fast, efficient, and can easily be 
integrated with various languages using an extensive API. 

3.3 Integration 
 It was decided to integrate our solution with the source 
code provided by Robotis as it is uniformly distributed to 
versions of the DARwIn purchased through Robotis 
distributors.  Versions using LUA have not been tested but the 
finite state machine can be adapted to interface with our 
framework. 

4 Implementation 
 There are several segments that must communicate with 
each other to facilitate the functionality of the framework. 
The Expert System (ES) must receive data from the DARwIn, 
representing the current state from a high level. This is done 
by asserting either pre-processed sensor data or the running 
state’s current classification into the CLIPS fact base. Once 
information has been asserted, the ES can analyze and 
determine the next state needed. Instructions are sent back to 
the intermediary controller for post processing and execution.   

  
Figure 2: Framework Communication 

Development of the framework was broken up into four 
sections:  
• Integrating the CLIPS Library 
• Developing communication pathways between CLIPS 

and the DARwIn Framework 
• Creating an output control interface for CLIPS 
• Developing a rule set to test the framework 

4.1 CLIPS Build  
 CLIPS version 2.4 was used in this deployment. 
Installation was not necessary as the source was compiled in 
library format.  

4.2 Communication 
 Information is transmitted on a pseudo publish-subscribe 
framework using function pointers. Potential listeners 
subscribe to “events” by passing function pointers to the 
controlling classes defined subscribe function. This allows for 
an easily expandable and lightweight coupling between 
classes without the overhead of raising events. Function 
pointers link CLIPS’s user functions and the Darwin’s 

framework to the intermediary controller. In both instances, 
communication is one way. 

4.3 Control Interfaces 
 CLIPS provide a modifiable interface to allow for 
creating user defined functions. This feature is used for 
outgoing communications from CLIPS to the intermediate. 
Declaring user defined functions is facilitated by: 
DefineFunction(functionName,functionType,functionPointer,
actualFunctionName); where the function name is the 
accessible name used within CLIPS. This links a LISP like 
call with an external call. Using this, the ES can call the 
defined function and interact with the intermediary controller 
to route commands back to the DARwIn framework. In order 
to decouple the CLIPS library, user defined function can be 
defined at runtime and stored outside of the library. Code 
examples can be viewed in Figure 3. 

 
Figure 3: External Call 

4.4 Rule Set 
 The CLIPS Expert System has two major components; 
the knowledge base and an inference engine. The knowledge 
base consists of facts that are representative of the current 
state of the DARwIn and production rules. These rules 
represent heuristic knowledge and follow an “if-then” 
protocol coupled with the active facts stored in the 
knowledge base [4]. This implies that if a certain combination 
of facts has been asserted; the system “infers” a need to 
update the knowledge base and push new events to its 
agenda. A portion of the rule-base is displayed in Figure 4:  

  
Figure 4: Rule Set 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 619



 Once the production system identifies intent, rules are 
instantiated and added to the agenda. A rule is instantiated 
when all of the patterns that constitute the premise of the rule 
can be matched with facts present in the knowledge base. The 
inference engine then executes these rules based off various 
factors that determine the rules priority. Currently no salience 
was given to any one rule in our rule set. Depending on the 
construct of the rule, the output may modify the knowledge 
base or interact outside the confines of CLIPS. 

5 Framework Testing 
 Our chunk primarily demonstrates the viability of using 
an Expert System to control the Darwin framework. Ideally, 
the DARwIn’s thought process would be broken up in to 
numerous ESs. Each ES would be an independent component 
that dealt with domain specific tasks; such as, walking, 
vision, or auditory systems [1]. The chunk we developed for 
testing the framework superficially dealt with controlling 
motion 

5.1 Workflow 
 Our motion control rule set tracks and manages the 
walking and turning of the DARwIn using state representation 
of the motion manager and externally registered intent. A 
number of steps to take or number of degrees to turn would 
be added to the agenda and the ES would set movement 
amplitudes and initiate walking. Once the DARwIn begins to 
move, the intermediate controller would receive updates on 
the movement from lower levels and relay data to the ES for 
monitoring. Once the ES has identified completion of the 
task, it would adjust the movement amplitudes and stop 
walking. Figure 4 traces various paths the rule-based system 
follows when intent has been registered. 

degrees

module not
Started

Start Walking
Module

have degrees
to turn

< 0

> 0

Set A Amplitude
-20

have steps
to take < 10

to turn
assert

steps
to take
assert

Set A Amplitude
 20

Set X Amplitude
 10

Set X Amplitude
 20

 
Figure 4: Rule Set – Movement Initiation 

5.2 Tracking Movement 
 Every two steps the DARwIn takes results in a cycle 
through four phases; Standing -> leg raise -> standing -> leg 
raise. Following completion of the 1st and 3rd phases, a call 
is made notifying the controller of a phase change. The 
controller passes this information to the ES which 
incorporates it into the knowledge base. Once the information 
is logged, the ES reruns the agenda to decide when to modify 
the state of the DARwIn. 

 

Figure 5: Walking Phase depiction – No forward movement  

Table 1: Phase Transitions 
Phase 0 - 1: Ankle dorsiflexes, knee is flexed, leg 
elevates 
Phase 1 - 2: pelvis rotates and leg moves forward, 
knee is extended and foot contacts surface 
Phases 2 - 3: Repetition of phases 1 and 2 using 

opposite leg 

5.3 Example Integration 
 To facilitate our testing, both steps to take and degrees 
to turn were asserted arbitrarily by the intermediary 
controller. In order to maintain relative awareness of phase 
changes efficiently, the motion manager was modified to 
communicate openly about step phases. The walking module 
was given an access point, linking to the intermediary 
controller. With every alternate phase change an event was 
raised, sending an alert to the ES through the controller. 

assert
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Reduce # steps to take

turning walking

no degrees
left to turn

no steps
left to take

Set A Amplitude
0

Set X Amplitude
0

CLIPS Notified

Controller Notified

Event Fired

Alternate Phase Changed

Walking Module Active

Step Taken

Change

 
Figure 6: Rule Set – Movement Completion  

6 Framework Setup 
 Clips integration requires minimal modifications to the 
CLIPS library and the DARwIn Framework. User Defined 
functions must be defined in the CLIPS library to match the 
execution requirements of the output space. This step is 
critical to ensuring proper feedback from the ES. The input 
space of the ES will pull from an array of data throughout the 
system and may require modification of the DARwIn’s source 
code to include state listeners. Once communications have 
been properly defined, the intermediary controller can load 
the rule set and information can be polled and pushed to the 
ES through CLIPS’s API. 
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7 Results 
 A framework was developed that could successfully 
integrate CLIPS with the DARwIn’s framework. The 
framework was able to control the DARwIn’s walking 
module by sending instructions to the controller based off 
decisions inferred by the Expert System. The Expert System 
itself is scalable and can be easily replaced with other Expert 
Systems of the user’s choice. Slight changes to the DARwIn’s 
framework will allow manipulation of almost any aspect of 
the DARwIn via “expert” control. 
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Abstract 
 

In this paper we present a simple algorithm to make a 
quasi-optimal coverage of an unknown environment. 
Under some hypothesis, we demonstrate that it is possible 
to build a map of the environment and to cover it, without 
passing two times in the same space, except if it’s 
impossible and we will describe these cases and show that 
they are very limited.  

The robot is supposed to be a non holomomic platform 
with 2 powered wheels for “tank-like” movements, and a 
set of 7 distance sensors in front of the robot.   
 
Introduction 
 

In robotics, the problem of the covering the space in an 
unknown environment is a very standard problem. On this 
the first relevant synthesis can be found in [1]. SLAM 
simultaneous localization and mapping can be coupled to 
cover unknown space [2].  Based on graph description [3] 
and using a research graph algorithm is another method 
used to coverage. Another work proposes the 
Boustrophedon cellular decomposition [4] to build a path 
for space coverage. 

Usually in this paper the sensors are a set of sensor 
surrounding the robot [5] or a laser sensor [6]. In this 
paper we will use a very simple sensor. 

In this paper we will describe the robot used in the 
simulation and show that in a discretized environment 
there is no optimal path to cover the space. We then 
define the quasi-optimal notion. In part two we present 
the quasi-optimal algorithm and results of simulation. We 
finally discuss some perspectives to this work. 
 
1. The robot and the environment  
 
Description	of	the	robot	
 
Like a large set of commercial robots, our work uses a 
“tank-like” robot with two independent wheels. 

 
Fig.1. Non holomomic platform with 2 powered wheels for tank-like 

movements 
In this paper we consider that the robot can only move in 
three directions: front, left, right in a discretized 
environment decomposed in elementary suares. We 
assume that the robot fully covers on square. 

 
Fig.1. The 3 possible displacements 

The robot is supposed to be equipped with distance 
sensors able to detect an obstacle in the 7 places in front 
of the robot and measuring a distance of 3 squares. 

 
Fig.3. Line of 7 sensors for obstacle detection in front of the robot 

 
 
Hypothesis	on	the	environement		
 
The hypotheses on the environment are: 

 There is no dynamical object in the space, the 
robot is the only element moving 

 The space is large relative to the robot. This 
means that if the robot covers a elementary 
square then the minimal distance between two 
static obstacles is six times this distance: six 
squares.  

 
In this kind of environment it is possible to decompose 
the space in rectangles [2] that represents the free space. 
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The figures 3&4 show that this rectangle decomposition is 
not unique 
 

 
Fig.3. Decomposition of the space in 7 rectangles 

 

 
Fig.4. Decomposition of the space in 8 rectangles 

 
Has shown in the proposed algorithm in part 2 the 
rectangle decomposition will depend of the initial position 
of the robot. In the following, we will consider that each 
of the 8 rectangles of the space fig 4 are empty rooms and 
that a door exist between two adjacent rectangles. 
 

 
Fig.5. Space modelling  

 
We will then consider that the environment is a set of 
rooms in which there are communication doors, has 
presented in fig 5.  
 
No	optimal	path	for	covering	the	space	
 
In this section we want to show that with the type of 
“tank-like” robot is is not possible to give an optimal path 
to cover the surface if we fix and entry door and an exit 
door. By optimal path we mean that the robot passes by 
all the squares of the environment one time and only one 
time. 

 
Fig.6. Depending on the size of the environment, this kind of robot 

cannot find an optimal path 
 

Has shown in the figure 6, with the type if displacement 
allowed by the robot, an optimal path depends on the 
number of squares to cover and the position of the entry 
and the exit door. In the case of 6 or 12 squares a solution 
exists. But with a 9 squares there is no solution. We have 
to notice that the result could be different if we change the 
place or the entry and the exit door see figure 7. 
 

 
Fig.7. The entry and exit position are also parameters that influences an 

optimal path  
 

We will define a quasi-optimal path as a path covering the 
environment, covering a maximum number of squares, 
without passing two times by the same square and which 
lets a minimal number of squares non visited.  
 
2. The quasi-optimal algorithm 
 
In this part, we present the principle of the algorithm, the 
next section will show why and when it is not optimal but 
only quasi-optimal. The algorithm is in two parts the first 
one explores the environment and build the corresponding 
map, the second part will finish the covering of the non 
visited space and will visit the adjacent rooms while 
passing in front of a doors. 
 
Part 1: Building the map between obstacles  
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The robot enters in the room and covers the centre of the 
space and lets a walkway around the walls of 2 squares 
large. 
 

 
Fig.8. The first part of the algorithm : building the map 

 
The robot enters in A in the first square then moves to the 
initial position B. Then a boustrophedon [4] path is 
generated until the sensors detect an obstacle. This path 
ends in the C position. Due to the distance of obstacle 
detection the walkway of two squares large as not been 
visited by the robot (except between A and B).  
 
Part 2 Finishing the coverage  
 
In the second part the robot uses the walkway to access to 
all the doors surrounding the room and ending the 
coverage. 
 

 
Fig.9. The second part of the algorithm : finishing the coverage 

 
From the C position the robot moves in the opposite 
direction of the exit door D to finish covering the space. 
Following the path if a door, connecting to a non visited 
room, is founded then the robot enters the new room E 
and will re-enter coming back from this room in the next 
square of the space F. Then the displacement continues. 

When the robot exceeds the C position then again a 
boustrophedon path is generated. If a door if founded then 
the robot enter this new room at a position E and comes 
back from the room at the next position F. This is done 
until the exit position D is reached.  
 
3. It is only quasi-optimal 
 
We run a simulation and show that, as mentioned in fig 11 
depending on the geometry of the environment the robot 
will construct two different freeways: one strictly 2 
squares large, the second one depending of the position of 
the obstacles in the environment will be partially 3 
squares large.  
 
Part 1: Building the map between obstacles  
 
 

 
Fig.10. Screen copy of the simulation of the map building 

 
The obstacles are in yellow in the fig 10 and when the 
robot finds an obstacle in front or on the side, it extends 
the position of the obstacle by a line (in blue) to figure the 
limits of the visited “room” see figure 5. If the obstacles 
are at good position (odd squares horizontal) then the 
exploration finishes with a covered rectangle (in red) and 
the robot is in C an angle, the freeway around this 
rectangle is exactly 2 squares large. 
 
But depending of the distance between obstacles we can 
have 4 kinds of covering fig 11.  
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Fig.11. The visited space depending in the position of the obstacles. 

 
In the top of the figure 11 we can see that for the same 
distance in columns between two obstacles (left and right) 
the covered surface is a rectangle, the robot finishing in C 
position on the left or on the right depending on the 
distance in line between two obstacles (top and down). 
On the bottom of fig 11, if we increase the horizontal 
distance in column of one square then the problem 
mentioned in fig 6 appears and then the robot must 
increase the size of the walkway, passing from 2 to 3. In 
this case, if the robot finishes in C on the right side 
(bottom right fig 11) then it is possible to “close” the 
rectangle by moving down the third non visited column of 
the walkway, reaching the C’ position, and then, the 
walkway is strictly 2 square large. But, in the last case 
(bottom left fig 11) it is not possible to finish the walkway 
with a perfect 2 squares large. We will discuss in the 2 
part of the algorithm the consequence. 
 
 
Part 2 Finishing the coverage 
 
Like shown in figure 9 the finishing coverage is divided 
in two behaviours for the robot : strait line displacement 
and boustrophedon displacement. The strait doesn’t 
produce any problem of coverage. First the internal part 
of the walkway is covered and after reaching the A entry 
point the external of the walkway is covered until de C 
point.  
After overtaking the C point a boustrophedon 
displacement is used to finish the covering. Here 
depending on the parity of the quares of the walkway a 
non covered square can appear in each time that the 
walkway turns (see fig 7). An other non covered square 
can appear, for the same reasons, when the walkway it 3 
squares large. So finally in the worse case 3 non covered 
squares can be obtain. The algorithm is not optimal and 
no solution exist (fig 12&13).  
 

 
Fig.12. The covering is optimal when the walkway is 2 squares large 

 

 
 
 
Fig.13. The covering is not optimal when the walkway is 3 squares large 

it depend on the size. 
 
 
In this case the robot knows that a square has not been 
covered because it haves the map of the environment. In 
this case we can accept that the robot add for instance one 
backward motion on each of then to finish the coverage. 
 
5. Discussion 
 
In this work we suppose that the robot will exactly move 
from one square to another. We know that for real robot 
following a strait line never perfect due to errors 
introduced by slipping on the floor for instance. For a real 
application, some trajectory corrections should be added 
in localisation. 
On a second hand, the hypotheses are in figure 3 that the 
robot is equipped with a line of sensors with 7 elementary 
obstacle detectors. We did not check it but we believe that 
only 3 obstacle sensors would enough like in figure.  
 

 
Fig.14. Three sensors should be enough if the obstacles are large 
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5. Java code for building the map 
 
Here a simplify version of the code used to make the 
simulation presented in part 3. The full code can be found 
in [7]. 
 
void goRobot(JTextArea [][] e,int [][] t,int i,int j){ 
    int a,fin,odd; 
  // Search left   
    while ( ! leftObstacle(world,i,j)) {j=j-1; world[i][j]=2; 
Red(e,i,j);}; 
  //draw virtual obstacle in blue  
    a=0; 
    while(a<20){ 
      if (world[a][j-3]!=1){world[a][j-3]=3;Blue(e,a,j-3);}; 
      a++; 
    } 
  // Search rigth 
    i=i-1; world[i][j]=2;Red(e,i,j);a=0; // deplace en haut 
    while ( ! murDroite(world,i,j)) { 
      if ((world[i+1][j]==0)&&(a==0)){i=i+1;j=j-1;a=1;}; 
      j=j+1; world[i][j]=2; Red(e,i,j);}; 
  //blue line j+3   
  ...   
  // something one left or rigth 
    fin=0;odd=0; 
    i=i-1;world[i][j]=2;Red(e,i,j);a=0; 
    while (fin==0){ 
      while(! leftObstacle(world,i,j)){ 
        if (world[i][j-1]==2){i=i-1;j=j+1;}; 
        j=j-1; world[i][j]=2; Red(e,i,j); 
        if (isOdd(world,i,j)){odd=1;};           
        if (sensorLeftRigth(world,i,j)){fin=1;} //blue line i-3 
      }; 
      if (fin==0){ 
        i=i-1;world[i][j]=2;Red(e,i,j);a=0;  
        while ( rightObstacle(world,i,j,odd)) { 
          if ((world[i+1][j]==0)&&(a==0)){i=i+1;j=j-
1;a=1;}; 
          j=j+1; world[i][j]=2; Red(e,i,j); // blue line i-3 
        }; 
      } 
    } 
  } 
 
5. Conclusion 
 
In this paper we have presented a quasi optimal algorithm 
to cover an unknown environment. We show that the 
existence of an optimal path depends on the distance 
between obstacles and the entry/exit doors positions, we 
show that in the worst case, the all surface is covered we a 
maximum of  3 elementary square non visited.  
The map construction if done with a robot “tank like” 
with a line of distance sensors of 7 elements, looking 3 

steps in front. This kind of robot is very standard in 
commercial platform. 
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Mathematical evidence for target vector type influence on 

MLP learning improvement 
 

José Ricardo Gonçalves Manzan, Shigueo Nomura and Keiji Yamanaka 

 

Abstract – ICAI - This work proposes a mathematical proof 

for the use of orthogonal bipolar vectors (OBV) rather than 

conventional target vectors in artificial neural network MLP 

learning. A larger Euclidean distance provided by new target 

vectors is explored to improve the learning and generalization 

abilities of MLPs. The proposed proof compares the MLP 

performances by using different target vectors such as 

conventional binary and bipolar and orthogonal bipolar 

vectors. The evidence for performance improvement is shown 

by the study of updating process for the weights through the 

backpropagation algorithm. We have concluded that the use 

of orthogonal bipolar vectors as targets can provide a better 

keep of each pattern feature and reduce the interference of 

noises from a training pattern to the other one.  

Keywords: Mathematical proof, pattern recognition, 

multilayer perceptron, target vectors, orthogonal bipolar 

vectors 

 

1 Introduction 

  Computational intelligence is a science field that has 

emerged as a set of powerful tools capable of solving 

problems that previously could not be solved. In this context, 

we have the Artificial Neural Networks (ANN) receiving 

important contributions from researchers since 80’s. It is quite 

difficult to list all the ANN applications. Some applications 

are pattern recognition [1], sound signal processing [2], and 

biomedical signal processing [3]. 

Related works are presented in Section 2. Section 3 presents a 

motivation for the work. Hypothesis to be solved by this work 

is described in Section 4. The different types of target vectors 

are defined in Section 5. In Section 6, we can verify the 

mathematical evidence for affecting the MLP performance 

according to different target vector types. Some results are 

discussed in Section 7. Section 8 presents the conclusion of 

this work.   
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2 Related works 

 Researches on pattern recognition mainly description 

and classification have been considered important in the 

computer field. Several techniques such as statistical 

approach, theoretical decision and syntactic approach have 

been adopted [11]. Currently, the ANN techniques have been 

widely used because of promising results. One of the 

advantages of using ANN is the ability for training in a 

supervised or unsupervised form. 

It is known that traditional approaches on artificial 

intelligence use the sequential processing. On the other hand, 

ANN techniques use a learning mode with parallel and 

distributed processing. Their training methodology is based 

on biological neuron activity to learn through examples. Trial 

and error strategies contribute to the ability to differentiate 

patterns. ANN has a similar behavior when a large number of 

neurons send excitatory or inhibitory signals to other neurons 

composing the network. 

Several researchers [4] [5] [6] [7] have focused on improving 

ANN performances. Some proposed strategies are regarded to 

input pattern improvement, ANN architecture optimization, 

learning algorithm enhancement and others.  

Experimental results related to this work have been presented 

in [7] [8] [9] [10] showing the performance improvements. 

3 Motivation 

 The biological cognition has abilities to recognize and 

distinguish patterns, even if they have a high degree of 

degradation an their features [12] [13] [14]. In case of ANN, 

an appropriate adjustment of parameters allows a learning 

with high degree of generalization. This is good for 

constructing a model with high flexibility to properly 

recognize very degraded patterns. However, if the training 

time is over then, the model becomes too rigid preventing the 

recognition of degraded patterns. 

Several proposals in order to improve the ability to recognize 

degraded patterns have been carried out. In most cases they 

have focused on how to treat input vectors [15]. However, 

studies for the treatment of target vectors are still rare. This 

work shows effects of adopting orthogonal bipolar vectors as 

targets on improving the MLP performance to recognize 
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degraded patterns. The previous works [7] [8] [9] [10] show 

satisfactory results in using orthogonal bipolar vectors as 

expectation values for MLP learning. 

4 Hypothesis 

 In case of conventional bipolar vectors (CBV), the inner 

product between two of them is not null. On the other hand, 

orthogonal bipolar vectors (OBV) always have null inner 

product between them. Also, the similarity between two 

OBVs is lower than that corresponding similarity between two 

CBVs. Furthermore, the orthogonality between two OBVs 

leads to the largest Euclidean distance as well as possible. We 

believe that larger Euclidean distance and lower similarity of 

OBVs can affect on the MLP performance improvement to 

recognize degraded patterns. 

However, we have realized that there is no investigation 

studying the influence of target vector type on the MLP 

learning. This paper proposes a new methodology for the 

learning. Our hypothesis is on the fact that a target vector type 

can significantly improve the ability of MLPs in recognized 

degraded patterns.   

This paper presents a mathematical evidence for explaining 

the performance improvement of MLPs. 

5 Representation of vectors 

5.1 Orthogonal Bipolar Vector (OBV) 

 Equations (1) and (2) represent two possible target 

vectors, the equation (3) represents the inner product and 

equation (4) the Euclidean distance.  

  (1) 

 ( )1 2, ,..., nW w w w=
���

 (2) 

 
1 1 2 2 3 3 ...

T

n nV W v w v w v w v w⋅ = ⋅ + ⋅ + ⋅ + + ⋅
�� ���

 (3) 

  (4) 

Consider the case where V
��

 and W
���

 are orthogonal with size 

n. There will be n/2 components whose product is positive 

and n/2 components whose product is negative. Positive 

product components is correspond to the ones which the terms 

have the same signal. These terms do not affect on the result 

of the Euclidean distance given by equation (4). On the other 

hand, for the terms with opposite signals, the square of their 

difference is 4. The squares of differences contribute into the 

Euclidean distance resolution. Therefore, if we have larger 

number (n) of components then we have larger Euclidean 

distances. Equations (5) and (6) represent examples of OBVs. 

The inner product of those OBVs is given by equation (7). 

The OBVs can de generated by implementing the algorithm as 

described in [16]. 

  (5) 

  (6) 

  (7) 

 

5.2 Conventional Bipolar Vector (CBV) 

 In case of conventional bipolar vector (CBV), one of its 

components values 1 at the position i corresponding to the 

pattern i represented by vector V
��

. All the other components 

value – 1 as represented by equation (8).  

 ( )1, 1,...,1,..., 1
def

V = − − −
��

 (8) 

If V
��

 and W
���

 are conventional then the terms equation (4) are 

null except for two terms corresponding to the positive 

component of the vector V
��

 given by equation (8). So, the 

Euclidean distance for CBVs is smaller than the distance for 

OBVs. 

5.3 Conventional Binary Vector (BV) 

 The binary vector (BV) is constituted by a unitary 

component at the position “i” to represent the i
th
 pattern and 

other null components as given by equation (9). 

 ( )0,0,...,1,...,0,0
def

V =
��

 (9)  

The BVs are orthogonal between them but their Euclidean 

distance is always equal to 2 .  

6 Improving the weights between the 

hidden layer and output layer 

6.1 Updating the weights between the hidden 

layer and output layer 

 We have considered the backpropagation algorithm 

foundation [16] to develop the mathematical evidence of our 

( )1 2, ,..., nV v v v=
��

( ) ( ) ( ) ( )2 2 2 2

, 1 1 3 3 3 3 ...v w n nd w v w v w v w v= − + − + − + + −

( )1,1,1,1, 1, 1, 1, 1
def

V = − − − −
��

( )1,1, 1, 1,1,1, 1, 1
def

W = − − − −
���

1 1 1 1 1 ( 1) 1 ( 1) ( 1) 1

( 1) 1 ( 1) ( 1) ( 1) ( 1) 0

V W = ⋅ + ⋅ + ⋅ − + ⋅ − + − ⋅

+ − ⋅ + − ⋅ − + − ⋅ − =

�� ���

i
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proposal. A pattern of order q is propagated through the error 

backpropagation 
( )kδ  is given by equation (10).  

 `
q q q q

k k k kt y f yinδ    = − ⋅   
   

 (10) 

Where: 

• 

q

kt  Represents the target vector corresponding to the q
th
  

pattern that propagates through the network. 

• 
q

ky  Represents the network output for the q
th
 pattern 

propagating through the network. 

• `
q

kf yin
 
 
 

 denotes the differential value for the activation 

function of the net output considering the qth pattern. 

The vectorial form of equation (10) is given by equation 

(11). 

 
[ ]

1 1

2 2

1 2. . * ` ` ... `

. .

q q

Tqq

k k

k k

t y

t y

y y y

t y

δ

 
    
    
    
   = − ⋅ 
    
    
        

 

 (11) 

Where: 

• .* is the symbol for an unusual multiplication of two 

matrices with the same sizes. In this operation, each 

component of the first matrix, corresponding to the row i 

and the column j is multiplied with the corresponding 

component of the second matrix located at the row i and  

column j. The result from the operation is a matrix with the 

same size as the initial matrices. 

In case of using BV as target vector we can verity that the k
th
 

component of this vector is 0. So, the difference (ti - yi) from 

equation (11) is between - 1 and 0. On the other hand when 

the value of k
th
 of target vector element is 1, the difference (ti 

- yi) from equation (11) is between 0 and 1. These differences 

are always multiplied by the differential result for the 

activation function in yi. The differential results will be 

positive since the activation function is assintotically non-

decreasing. Therefore, kδ  will be negative for null 

components of BV and kδ  will be positive for the component 

of BV that is not null. 

In case of using CBV as target vector we can note that the 

difference (ti - yi) from equation (11) will be from 0 to 2 for + 

1 component of this vector. On the other hand, the difference     

(ti - yi) will be from – 2 to 0 for – 1 component of CBV. 

Therefore, kδ  will be negative for – 1 component of CBV 

and it will be positive for +1 components. 

In case of using OBV as target vector, we can construct the 

first vector composed by only +1 components. So, kδ  will be 

positive for all the components of OBV. The second vector 

and others are composed by +1 and – 1 components in an 

equal number. Therefore, a OBV with n components will 

provide at least n/2 negative results and n/2 positive results of 

kδ
. kδ

 is used for calculating jkw∆
 in equation (12) and 

0kw∆
 in equation (13) as follows:  

 
q q q

jk k jw zα δ∆ = ⋅ ⋅  (12) 

 0
q q

k kw α δ∆ = ⋅  (13) 

In case of using CBV or BV as target vector, we can represent 

equation (12) as follows: 

...

...
.

. . . .
. .

. . . .
.

...

T
Tq

q

q q q

jk k jw zα δ α α

 
+  

+ + − + −   + +      − − + − +     −      ∆ = ⋅ ⋅ = ⋅ ⋅ = ⋅         −   − − + − +   − +       − − + − +   −  
    (14) 

In case of using OBV as target vector, equation (12) can be 

represented as follows: 

 

...

...
.

. . . . .
.

. . . . .

...

T
Tq

q

q q q

jk k jw zα δ α α

 
+  

+ + + − + −     +     + + + − + −     
     

∆ = ⋅ ⋅ = ⋅ ⋅ = ⋅     
     −
   − − − + − +  

+     − − − + − +     −  
   (15) 

The influence of a target vector type on the term 
0
k

w∆
 can 

be analyzed as follows:  
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• In case of using BV or CBV as target vector we can 

note that the results for 
0kw∆

 will be negative for –
1 component of the target vector and only one will be 
positive as given by equation (16); 

• In case of using OBV as target vector, it is possible to 
get at least half number (n/2) of components from the 

target vector as positive results for 
0
k

w∆
 as given 

by equation (17). 

[ ]0 ...

Tqq q

k kw α δ α∆ = ⋅ = ⋅ + − −
            (16) 

 [ ]0 ... ...

Tqq q

k kw α δ α∆ = ⋅ = ⋅ + + − −  (17) 

From equations (14) - (17), we can verify that the use of 

OBVs as target vectors can keep more pattern feature signal 

during its propagation. So, we can have more efficient 

mapping for pattern recognition learning. 

6.2 Updating the weights between the input 

layer and hidden layer 

 A propagation of two consecutive training patterns will 

be considered: q order pattern and q + 1 order pattern. 

Equations (18), (19), and (20) are related to the q order 

pattern. Equation (21) is related to the q + 1 order pattern.  

 
`

q q q q

k k k kt y f yinδ    
= − ⋅   

     (18) 

 

q q q

jk k jw zα δ∆ = ⋅ ⋅
 (19) 

 

1q q q

jk jk jkw w w
+

= + ∆
 (20) 

 
1 1 1

1

mq q q

j k jk

k

in wδ δ
+ + +

=

 = ⋅  
∑  (21) 

Replacing equations (18) and (20) with the terms kδ
 and 

jkw∆  from equation (21), we can obtain the following 

equation (22): 

 1 1 1 1

1

`
mq q q q q q

j k k k jk jk

k

in t y f yin w wδ
+ + + +

=

       = − ⋅ ⋅ + ∆              
∑  (22) 

Also, replacing equation (19) with the term of equation (22), 

we can get the following equation (23): 

 1 1 1 1 1

1

` `
mq q q q q q q q

j k k k k jk k j

k

in t f yin y f yin w zδ α δ
+ + + + +

=

       = ⋅ − ⋅ ⋅ + ⋅ ⋅              
∑  (23) 

Furthermore, replacing equation (18) with the term of 

equation (23), we can obtain equation (24): 

 

1 1

1

1 1
1

`

``

q q q

k km jkq

q q q qj
q q

k
k k k j

k k

t f yin w

in

t y f yin zy f yin

δ
α

+ +

+

+ +
=

     ⋅ +        = ⋅           ⋅ − ⋅ ⋅   − ⋅            

∑
(24) 

From equation (24), we can obtain equation (25).  

 
1 1

1

1 1
1

` `

` `

q q q q q q

k k jk k k jmq

j q q q q q
k

k k k k j

t f yin w t f yin z

in

y f yin y f yin z

α
δ

α

+ +

+

+ +
=

       
⋅ + ⋅ ⋅ ⋅       

        = ⋅ 
       − ⋅ − ⋅ ⋅ ⋅              

∑
  (25) 

Applying the distributive property to the matrix 

multiplication, we can obtain equation (26). 

  

1 1

1 1

1 1

1

1 1

`

` `

` `

`

q q q

k k jk

q q q q q

k k k k j

q q q q q

k k k k j
q

j
q q q

k k jk

t f yin w

t f yin t f yin z

t f yin y f yin z

in

y f yin w

α

α

δ

+ +

+ +

+ +

+

+ +

    
⋅ ⋅    

    

      + ⋅ ⋅ ⋅ ⋅ ⋅      
      

      − ⋅ ⋅ ⋅ ⋅ ⋅      
      

=
    − ⋅ ⋅   

    

1

1 1

1 1

` `

` `

m

k

q q q q q

k k k k j

q q q q q

k k k k j

y f yin t f yin z

y f yin y f yin z

α

α

=

+ +

+ +

 
 
 
 
 
 
 
 
 
 
 

 
 
       − ⋅ ⋅ ⋅ ⋅ ⋅       

       
        + ⋅ ⋅ ⋅ ⋅ ⋅              

∑

  (26) 

Converting equation (26) into a vector representation, the 

expression is given by equation (27). 
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[ ] [ ]

[ ] [ ]

11 21 1

12 22 2
1 11

1 2 1 2

1 2

1 1

2 21 1

1 2 1 2 1 2

...

...

. . . .... * ` ` ... `

. . . .

...

`

`

... * ` ` ... ` . * . ...

. .

`

q

j

j
q qq

j k k

k k kj

q q

q q

k k j

k k

w w w

w w w

in t t t y y y

w w w

t y

t y

t t t y y y z z z

t y

δ

α

+ ++

+ +

 
 
 
 = ⋅ ⋅
 
 
  

   
   
   
     + ⋅ ⋅ ⋅ ⋅ ⋅    
   
      

[ ] [ ]

[ ] [ ]

1 1

2 21 1

1 2 1 2 1 2

11 21 1

12 22 21 1

1 2 1 2

1 2

1

`

`

... * ` ` ... ` . * . ...

. .

`
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. . . .... * ` ` ... `

. . . .

...

q

q q

qq q

k k j

k k

q

j

jq q

k k

k k kj

y y

y y

t t t y y y z z z

y y

w w w

w w w

y y y y y y

w w w

y

α
+ +

+ +



   
   
   
     − ⋅ ⋅ ⋅ ⋅ ⋅     
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−[ ] [ ]

[ ] [ ]
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2 21 1

2 1 2 1 2

1 1

2 21 1

1 2 1 2 1 2

`

`

... * ` ` ... ` . * . ...

. .

`

`

`

... * ` ` ... ` . * . ...

. .

`

q q

qq q

k k j

k k

q q

q q

k k j

k k

t y

t y

y y y y y z z z

t y

y y

y y

y y y y y y z z z
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α
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+ +

   
   
   
     ⋅ ⋅ ⋅ ⋅ ⋅     
   
      

   
   
   
    + ⋅ ⋅ ⋅ ⋅ ⋅    
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 (27) 

Extracting the second term from equation (27), we have 

equation (28).  

 

[ ] [ ]

1 1

2 21 1

1 2 1 2 1 2

`

`

... * ` ` ... ` . * . ...

. .

`

q q

qq q

k k j

k k

t y

t y

t t t y y y z z z

t y

α
+ +

   
   
   
     ⋅ ⋅ ⋅ ⋅ ⋅     
   
        (28) 

 In equation (28), we have a positive scalar α representing the 

learning rate and vectors represented by the following 

expressions: 

 [ ]
1

1 2 ...
q

k kt a a a
+

=  (29) 

 [ ]
1

1 2` ...
q

k kf yin m m m
+ 

= 
 

 (30) 

 [ ]1 2 ...
q

T

k kt b b b=  (31) 

 [ ]1 2` ...
q

T

k kf yin n n n
 

= 
 

 (32) 

 
1 2 ...

q

j jz z z z =    (33) 

From equations (28) – (33), we can obtain equation (34) as 

follows: 

[ ] [ ]( )

1 1

2 2

1 2 1 2 1 2... * ... . * . ...

. .

k k j

k k

b n

b n

a a a m m m z z z

b n

α

    
    
    
      ⋅ ⋅ ⋅ ⋅ ⋅      
    
          (34) 

Solving only the especial results from multiplication element 

by element corresponding to “.*”, we can get equations (35) 

and (36): 

 
[ ]

1 1

2 2

1 1 2 2 1 2
... . ...

.

k k j

k k

b n

b n

a m a m a m z z z

b n

α

 
 
 
   ⋅ ⋅ ⋅   
 
  

  (35) 

 

[ ]

1 1

2 2

1 1 2 2 1 2... . ...

.

k k j

k k

b n

b n

a m a m a m z z z

b n

α

 
 
 
   ⋅ ⋅ ⋅   
 
  

 (36) 

From equation (36), we can get equations (37) and (38).  

 ( )1 1 1 1 2 2 2 2 1 2... ...k k k k ja m b n a m b n a m b n z z zα  ⋅ + + + ⋅  
 (37) 

 ( )1 1 1 1 2 2 2 2 1 2... ...k k k k ja b m n a b m n a b m n z z zα  ⋅ + + + ⋅  
 (38) 

Extracting the scalar term from equation (38), we can obtain 

equation (39). 

 ( )1 1 1 1 2 2 2 2 ... k k k ka bm n a b m n a b m n+ + +  (39) 

The products i im n  for 1 i k≤ ≤  are positive. These results 

are derived from the activation function that was supposed to 

be assintotically non-decreasing. The components 
ia  and 

ib  

for 1 i k≤ ≤ , depend on the target vector. They can be 0, 1 

or – 1 and cause different effects as follows: 
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• In case of CBV as target vector, the product i ia b  for 

1 i k≤ ≤  will be – 1 for two terms of equation (39); 

• In case of BV as target vector, the product i ia b  for 

1 i k≤ ≤  will be null; 

• In case of OBV as target vector, the result from 
equation (39) will be smaller than for the case of using 
CBV.   

Considering the use of CBVs as target vectors with four or 

more components, the result from equation (39) will be larger 

than the case of using OBVs. 

7 Discussion 

 As illustration, we have taken CBVs with 16 

components and replace the variables of equations (29) - (32) 

with numerical values as follows: 

 
[ ]

1

` 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
q

kf yin
+  = 

 

 (40) 

 
[ ]` 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

T
q

kf yin
   =  

  

 (41) 

 [ ]
1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
q

kt
+

= − − − − − − − − − − − − − − −  (42) 

 
[ ]1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

T
q

kt
  = − − − − − − − − − − − − − − −  

 (43) 

Then, equation (28) can be numerically expressed by 

equations (44) and (45).  

[ ] [ ]
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��������� �������
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1 1 ( 1) 1 ( 1) 1 ... ( 1) 1 ...
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Also, we have taken OBVs with 16 components and replaced 

the variables of equations (29) and (31) with numerical values 

as follows:  
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Then, equation (28) can be numerically expressed by 

equations (48) and (49). 
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    (49) 

We can verify that the result from equation (48) is null in case 

of using OBV and the result from equation (45) is always 

larger than that case. We can consider that the term of 

equation (39) has worked as an intensification factor for the 

term represented by equation (28).  

Equation (28) is a term from equation (27) for updating 

weights during the training stage of MLPs. So, we can 

confirm the influence of target vector type on MLP learning. 

In case of using OBV as target vector, we can provide a 

reduced noise propagation contributing into an improved 

performance of MLPs on pattern recognition. 
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8 Conclusion 

 This work presented a mathematical proof to 

demonstrate the MLP performance improvement by adopting 

orthogonal bipolar vectors as targets. The mathematical 

results have shown the effects on noise reduction propagating 

from layer to layer due to the use of orthogonal bipolar 

vectors rather than the use of conventional target vectors for 

MLP learning. We also have verified that the use of 

orthogonal bipolar vectors provides a better separation of 

pattern features due to larger Euclidean distance between 

these vectors. We have concluded that the results can confirm 

the hypothesis of our work suggesting orthogonal bipolar 

vectors as expectation values for MLP learning in degraded 

pattern recognition. 
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Abstract - Conventionally, human instructions to a robot are 

often given by previously designed signals such as voices and 

images. In this study, one’s own “shapes of a hand” is 

suggested to be instructions in the human-machine interaction 

system. We proposed a Self-Organizing Map (SOM) with a 

memory layer named Transient-SOM (T-SOM) and adopted it 

to a hand image instruction learning system. In this study, 

instead of T-SOM, an improved SOM, Parameter-Less 

Growing Self-Organizing Map (PL-G-SOM) is used to 

improve the hand image instruction learning system. In order 

to verify the performance of the proposed system, comparison 

experiments were executed and the results showed the 

priorities of the new system. 

Keywords: Human-machine interaction, Self-Organizing Map 

(SOM), Parameter-Less Growing SOM, Hand image 

instruction, Pattern recognition 

1 Introduction 

     Hand gesture has been introduced to human-machine 

interaction since the end of last century (Pavlovic et al., 1997). 

Static images of hand shapes and dynamical videos of hand 

gestures are recognized by different mathematical models such 

as Multi-Layer Perceptron (MLP) (Rumelhart et al., 1986), 

Self-Organizing Map (SOM) (Kohonen, 1982, 1995, 1998), 

Hidden Markov Model (HMM) (Baum & Petrie, 1966) and so 

on.  

Kohonen’s SOM, as a well-known pattern recognition 

neural network, is a powerful tool to categorize high 

dimension data to one or two dimension space. In our previous 

studies, we proposed two kinds of improved SOMs, i.e., 

Transient SOM (T-SOM) (Kuremoto et al., 2006) which 

introduced a memory layer to reserve the matured “best much 

unit” (BMU), and Parameter-Less Growing SOM (PL-G-

SOM) which combined the concepts of Berglund & Sitte’s 

Parameter-Less SOM (PLSOM) (Berglund & Sitte, 2006) and 

Growing SOM (GSOM) (Bauer & Villmann, 1997; Villmann 

& Bauer, 1998; Dittenbach et al., 2000) to overcome the 

limitation of the size of map, the collapse of map’ topology 

due to the unlearned data, and reduced the load of 

computation.  

T-SOM has been applied to a hand image instruction 

learning system for a pet robot “AIBO” (Sony Ltd. Product 

2003) successfully (Kuremoto et al., 2006; Hano et al., 2007) 

and PL-G-SOM succeeded as a voice instruction learning 

system for the robot (Kuremoto et al., 2010, 2011). In this 

research, we adopt PL-G-SOM into the hand image instruction 

learning system instead of T-SOM.  

  

2 The structure of hand image instruction 

learning systems 

 The hand image instruction learning systems for partner 

robots, which are intelligent robots with the abilities of 

human-machine interaction, have a similar architecture as 

shown as in Figure 1. Hand images are preprocessed to yield 

their feature vectors as the input of systems. Three kinds of 

maps which are Feature Map, Action Map and Feeling Map 

are combined to realize input data classification, action 

selection and success rate expression respectively. Feature 

Map is a layer of T-SOM or PL-G-SOM, it clustering high 

dimension input data on 2-dimension spaces of maps. The 

input data of hand image instruction are feature vectors of 

hand shapes obtained by preprocessed images. 

 

 

 

 

 

 

(a)   T-SOM 
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(b)   PL-G-SOM 

Figure 1: Structures of instruction learning 

systems: (a) T-SOM (Kuremoto et al., 2006, 

Hano et al., 2007) for hand image instructions; 

(b) PL-G-SOM for voice instructions (Kuremoto 

et al., 2010, 2011), and used in this study for 

hand image instructions.  

2.1 Feature Vector Space of Hand Image Data 

2.1.1 Image Processing for hand Extraction  

 The hand image instruction system is designed for a 

partner robot learning to select different designed actions 

according to the different shape of a hand of its instructor. 

Hand area, i.e., skin area in the image captured by a CCD 

camera needs to be extracted and regularized at first. For a 

frame of image in RGB format, it is transformed to HSV 

format at first, then, using the threshold values of Hue (H), 

and Saturation (S) (Sherrah & Gong, 2001) and Red (R) 

threshold in RGB, skin area is extracted as a binary image. 

Noise elimination and holes filling are also effective to 

segment a hand area from the binary image. The thresholds 

for skin of a yellow race people in the room of fluorescent 

lights (around 500lx) are given as follows as we investigated: 

 1) When H, S [0, 360] degree,  

         If 10 ≤ S < 15, then H > 350; 

        If 15 ≤ S < 20, then H > 330; 

If 20 ≤ S < 30, then H > 300 or H < 40; 

If 30 ≤ S < 50, then H > 250 or H < 30; 

If 50 ≤ S < 70, then H > 230 or H < 30; 

If 70 ≤ S < 150, then H > 220 or H < 40; 

If S < 10 or 150 ≤ S ≤ 360, then H > 300 or H < 

40; 

2) When R, G, B [0, 255],  

                  30 < R <250. 

2.1.2 Feature Space of Hand Shape  

 The instructions given by the instructor of robot 

are supposed as the different shapes of a hand. To 

distinguish the type of a hand shape, feature space 

definition is important to result high rate of pattern 

recognition. We discussed the methods of feature space 

construction in our previous works (Kuremoto et al., 

2006; Hano et al., 2009) and proposed a useful feature 

vector space of hand shapes. The input images are 

analyzed by an 80-dimension vector space (See Fig. 2). 

From the origin of the space to the end of the hand area, 

the lengths in axes each 1.8-degree increased (80 axes) 

are the values of the feature vector, i.e., (x1, x2, …, x80). 

 

 

 

Figure 2: Input space of T-SOM and PL-G-SOM, 

constructed by an 80-dimension feature vector 

space of a hand instruction as a binary image. Left: 

a regularized image; Right: feature (input) space for 

Feature Map where horizontal axis is the dimension 

of vectors vertical axis is the value of vectors. 
 

2.2 Action Map 

     The instructor presents his/her instructions with the 

different shapes of his/her hand to a robot, and in the view of 

the robot, hand shapes which are observed mean a state of the 

environment st, the robot intends to select a valuable action at 

(i) adapting to the state, i =1, 2, …, A, according to a 

stochastic action policy π, which is according to Gibbs 

distribution (Boltzmann distribution) as shown by Eq. (1). 
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where T is a parameter named “temperature” which comes 

from the physical state description of a system (higher 

temperature lower possibility), t is the iteration time of 

learning, A is the number of available actions. When an action 

is selected according to Eq. (1) and performed by the robot, its 
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instructor evaluates the action by giving a reward/punishment 

r to robot. The reward is accepted and used to modify the 

value of Qt by Eq. (2), where Qt is called “state-action value 

function” in reinforcement learning (RL) (Sutton & Barto, 

1998). 

 

      riasQiasQ tttttt  ,, 111  . (2) 

 

Where s means the state of environment observed by the robot, 

a is the action selected by the learner, r is the reward (scalar) 

given by the instructor. 

2.3 Feeling Map  

 To express the degree of how an instruction is learned by 

robot, a Feeling Map which has the same number of units with 

Action Map is designed as shown in Figure 1. Feeling Map 

expresses instruction recognition rate, i.e., the feeling of robot: 

more successful, happier it is. Feelings of partner robots, such 

as pet robots, entertainment robots, caring robots and so on, 

are important for human-machine interaction (HMI) when they 

are able to express vividly by their face expressions or the 

gestures (Kuremoto et al., 2007). The distance between input 

pattern and units on Feature Map and the reward from 

instructor are used to calculate feeling values which is 

normalized in [-1.0, 1.0] where high positive value means 

happiness and 0.0 is the initial value of each unit here. The 

calculation of Feeling Map is given by Eq. (3). 

 

    itt bDaCiFiF 1 ,                  (3) 

 

where F(i) notes the feeling value of unit i on the Feeling Map 

(zero initially), C notes the continue times of reward or 

punishment, Di is the Euclidean distance (squared error) 

between the unit i on Feature Map  and the input data, 

ba, are constants, and .10  ,10  ba  

 

3 T-SOM 

The algorithm of T-SOM (Kuremoto et al., 2006, Hano et 

al., 2007) and whole system processing is shown as follows: 

–Step 1: Initialization. Choose random values (0.0, 1.0) for 

unit mi of a 2-dimension map corresponding to an n-

dimension input space. ),...,2,1( MNi       

– Step 2: Input data. Present a training sample x(x1, x2 …, xn) 

to the Input Layer.  

– Step 3: Find BMU, i.e., the best match unit of Memory 

Layer or Feature Map. A BMU c is decided by using 

minimum Euclidean distance criterion Eq. (4). 

 

c  =  arg min( || x – mi || ),              (4) 

                                             
i 

where x is input feature vector (x1, x2, … , xn). If 

BMU c is found from Memory Layer, then Feature 

Map (Step 4) is skipped. 

– Step 4: Competitive learning. Using a learning rule given by 

Eq. (5) to update the value of mi. 

 

△mi  =  αhci ( x – mi ),                     (5) 

 

where α is a learning rate and hci is a neighborhood 

function given by Eq. (6).  
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Here, cci ,  denotes the positions of an arbitrary 

unit on the output map and BMU, respectively, i = 

1, 2, …, k  ≤  NM, σ is a constant. Obviously, 

0)( xhci , 1)0( cih , 0)( cih . 

– Step 5: Vector quantization (labeling). After sufficient 

iterations of Step 3 and Step 4, i.e., if the distance 

from a BMU to the input is less than a threshold 

value, the input pattern is classified to be a unit of 

Action Map. This process is as same as LVQ-I 

(Kohonen, 1995), but labeling those units of Action 

Map is executed by a reinforcement learning 

algorithm described in Step 6.  

– Step 6 Action learning. Using a reinforcement learning 

algorithm described in next subsection, robot select 

“correct actions” according to the reward or 

punishment from its instructor. The details are 

described in section 2.2. 

– Step 7:  Feeling formation. Units on Feeling Map are the 

levels of learning for actions on Action Map. The 

details are described in section 2.3. 

– Step 8: Additional learning. For new instruction learning, T-

SOM stores the succeeded unit weights into 

Memory Layer, and reset the units of Feature Map 

into random value. Additional learning or refresh 

learning then is able to repeat from Step 1. 

 

T-SOM overcomes the limitation of a size fixed map of 

classic SOM and showed its efficiency as a real robot internal 

model to learn hand image instruction (Kuremoto et al., 2006; 

Hano et al., 2009), however, after a matured “BMU” is stored 

in the Memory Layer and the unit on Feature Map is refreshed 

with random weights of connections to the input, the distance 

between units of trained map and untrained input pattern (new 

data) shows disordered as indicated by Berglund & Sitte 

(Berglund & Sitte, 2006). 

 

 

4 PL-G-SOM 

Combine the idea of Growing SOMs (GSOM) (Bauer & 

Villmann, 1997, Dittenbach, Merkl & Rauber 2000) and the 

Parameter-Less SOM (Berglund and Sitte, 2006) together, we 

proposed a novel SOM named PL-G-SOM (Kuremoto et al., 

2010, 2011) to realize additional learning, optimal 
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neighborhood preservation, and automatic tuning of 

parameters and applied it to a voice instruction learning 

system. 

 
Figure 3: Insert a row/column into the feature map. 

Unit c is a BMU and f is the farthest unit among the 

neighbors of c, r the inserted row/column (Kuremoto 

et al., 2010).  

 

Instead of the Memory Layer in T-SOM, Parameter-Less 

Growing Self-Organizing Map (PL-G-SOM) sets a small size 

of the feature map initially, and when a new input is not able 

to find a BMU from the initial map, that is, the distance 

between the input and the BMU (|| x – mi || ) is larger than a 

threshold, a new row/column is inserted in to enlarge the 

feature map. For example, in Fig. 3, a new node r in the new 

row/column is inserted into the middle of node c and node f, 

where c is the nearest node to the new input and f is the 

neighbor of c. The weight of connection between the input and 

the new node has an average value of c and f, 

 

      )mm(5.0m fcr   ,                 (7) 

 

for nodes which are r’s neighbors in the new row/column: 

 

   )mm(5.0m lflclr    ,         (8) 

where l=1, 2, …, N or M. Unit f is chosen which has a largest 

Euclidean distance from the BMU-like c among the neighbors 

of c, and after this process, the map size changes to N(M+1), 

or (N+1)M.  

    Following adaptive learning rate and neighborhood function 

are used in PL-G-SOM: 
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Here, )(t is an adaptive learning rate, and )(thci
  is a 

neighborhood function, σ(t) is the neighborhood size. All of 

them are calculated by the distance between input and the 

BMU. minmax , are positive parameters, for example, the 

value may be the size of the map and 1.0, respectively. cci ,  

denotes the positions of an arbitrary unit on the output map 

and BMU, respectively, i=1, 2, …, k  ≤  NM. Obviously, 

0)(xhci , 10 )(cih , 0)(cih .  

 

 

5 The Experiment and Results 

5.1 Hand Image Instruction Learning Systems 

Using T-SOM and PL-G-SOM 

Eight kinds of hand shapes meaning 8 instructions of 

actions available for a robot are shown in Fig. 4 (a)-(g). 

Regularized binary images of hand shape showed the 

effectiveness of the preprocessing of images, meanwhile, 

feature data showed the availability of pattern recognition for 

their distinguished apparentness. The parameters used in T-

SOM and PL-G-SOM are listed in Table 1. The number of 

units of SOM, T-SOM and PL-G-SOM was 5x5=25 initially. 

800 iterations were executed during the learning process 

because the convergence of Squared Error (SE: distance 

between input and weights of connections, see Eq. (4)) and 

Table 1: Parameters used in the experiments of SOM, T-

SOM and PL-G-SOM. 
 

Description Symbol  Quantity 

Size of image 

 

Height

Width



 

208 

x156 

Size of initial T-SOM and PL-G-

SOM 
MN   5x5 

Iteration times  t 800 

Temperature  T 1.0 

Number of 

instructions 

(actions) 

)(ia  8 

Maximum/Minimum 

neighborhood in PL-G-SOM min

max ,




 7.0

,2/MN 

 

Reward for one action selected r 10.0 

Parameters of Feeling Map ba,  
0.1, 

0.0001 
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Feeling value (see Eq. (3)). 

     
(a) “fist” 

 

     
(b) “one finger” 

 

     
(c) “two fingers” 

 

     
(d) “three fingers”  

 

     
(e) “four fingers” 

 

     
(e) “five fingers” 

 

     
(f) “another two-fingers” 

 

     
(g) “another three-fingers” 

 

Figure 4: Hand image instructions used in the 

experiments: (left) Original images of 8 kinds of 

gestures; (center) hand shapes obtained by the 

image processing; (c) Features in the input space 

(80-dimension on horizontal axis).    

5.2    The Results and Analyses 

To confirm the efficiency of learning methods, learning 

curves which are depicted by the graph of training time versus 

errors or performance of the models are commonly used. We 

investigated the change of distance between input feature data 

and units weights  and the change of Feeling value  according 

to the training time, and show them by Fig. (5) and Fig. (6). 

PL-G-SOM showed the furthest convergence in both 

evaluation figures. The value of Feelings of T-SOM and PL-

G-SOM reached their highest altitude 1.0, which means that 

100% success rate was achieved as hand image instruction 

recognition/execution. Classic SOM showed unstable 

performance for the learning process had not realized 

convergent result. The reason may be considered that the 

training time for SOM was not enough, and suitable 

parameters such as Temperature, learning rate, and 

neighborhood function were not used, usually they are decided 

by empirical values.  

 

 
Figure 5: Comparison of different SOMs: the 

distances (or squared errors: SE) between BMU 

and input vectors (totally 8 kinds of gestures) 

decreased by training time, PL-G-SOM showed the 

best performance of learning convergence. 

 

 
 

Figure 6: Comparison of different SOMs: the feeling 

value (totally 8 kinds of gestures) increased according 

to training time, PL-G-SOM showed the highest 

performance of learning convergence. 

SOM 
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0 2 1 7 3 3 3 
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Figure 7: Action Map obtained by PL-G-SOM after 

training. 42 (6x7) units corresponding to 8 kinds of 

hand image instructions (0-7) are showed. 

 

Fig. 7 shows the state of Action Map of PL-G-SOM 

after training. The number of units had grown from 

5x5=25 to 6x7=42. Later input training data such as 4, 5, 

6, 7 occurred fewer units meanwhile earlier data had 

more units for the more input times during the training. 

A method to avoid this situation is that training each 

instruction for certain times (until it converges) 

previously, then input all of data to find the global 

solution.  

Fig. 8 shows the growth of the number of units on 

Feature Map (and Memory Layer) of T-SOM and PL-G-

SOM. The speed and the quantity of PL-G-SOM were 

larger than T-SOM as the same hand image instruction 

learning systems. 

 
Figure 8: The number of units (neurons) on different 

maps grew differently during the learning process. 

The initial sizes of T-SOM and PL-G-SOM were 

same as 25, and the final sizes were 36 for T-SOM 

and 42 for PL-G-SOM respectively. 

 

Furthermore, we used untrained samples with 

different changed variations of the eight shapes of hand, 

and confirmed the robustness of the trained system 

using T-SOM and PL-G-SOM. The limitation degree of 

tilt was about 30, and 45 degree for pan rotation.  

From the comparisons of learning performance, it is 

able to conclude that PL-G-SOM proposed in this study 

showed more effective than the conventional T-SOM as 

the hand image instruction learning system. 
 

6 Conclusions 

A hand image instruction learning system for partner 

robot using PL-G-SOM was proposed. Comparing with 

the conventional system using T-SOM, PL-G-SOM 

showed better learning performance than T-SOM. 

Experiments using real robot are expected to confirm 

the online learning ability of the proposed system in the 

future. 
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Abstract— This paper describes an Automatic Speech
Recognition System in the home automation domain for the
Brazilian Portuguese. It uses domain knowledge to automat-
ically generate the language model and semantic evaluation
of the transcription. The speech command is captured by
a mobile device working as a “thin” client which is there-
after recognized by a server connected through. The speech
command is then validated by a home automation domain
ontology. New commands are added to the ontology which
in turn is used to automatically generate a new language
model. This approach is somewhat innovative in the ASR
literature. Results shows a WIP of 72% with a real time
factor of 28% and improved robustness of the system.

Keywords: Home Automation, Automatic Speech Recognition,
Language Model, Semantic Evaluation

1. Introduction
Current solutions for home automation include centralized

control of lighting, heating, air conditioning, audio, video
and other different electric and electronic devices in order to
achieve comfort, save energy, improve security and provide
increased quality of life for the elderly and disabled people.
Mainstream operation of a home automation system is done
by means of in-wall panels or, more recently, mobile devices.
Due to the reduced dimension of keyboards and screens,
mobile devices usability is, however, severely bounded [1].

Speech-enabled interfaces may be a good choice, since
recent improvement in speech recognition accuracy and
processing costs turns affordable the use of such technology.

Regardless the clear general achievements in continuous
speech recognition, the lack of corpora and resources are still
a huge obstacle for specific languages. Yet, the multitude of
different accents and regional pronunciations makes the task
even more challenging for the Portuguese language.

In this work we present a continuous Automatic Speech
Recognition (ASR) system to perform home automation
using Brazilian Portuguese utterances. The utterance is
captured by a mobile device working as a client of a
home automation server in a networked speech recognition
architecture.

The server processes the spoken utterance and outputs a
set of most probable candidates. Further, a home automation
ontology validates the candidates using domain rules as
semantic and syntactic information. The server translates the
commands into zigbee codes which are finally transmitted to
the respective devices. The language model is automatically
generated according to the domain rules in the ontology.

Primary goals are two-fold: (1) evaluate the impact of
the using specific domain knowledge provided by the on-
tology as semantic and syntactic information in the speech
recognition accuracy and (2) analyze the feasibility of an
automatically generated language model and its impact in
the speech recognition accuracy.

In section 2 we present main ASR blocks along with a
short review of Portuguese language issues. In section 3 we
present the Semantic model we have proposed and added to
ASR mainstream architecture. In section 4, we show how
domain information can be actually used to validate uttered
home automation commands. Experiments and results are
provided in section 5. Finally, we present some concluding
remarks in section 6.

2. Portuguese Language Automatic
Speech Recognition

The first step of an Automatic Speech Recognition
(ASR) task is to appropriately represent the speech wave-
form into an acoustic feature vector (or evidence) X =
(x1, x2, · · · , xt) which is generated in the time interval
[1..t]. Such representation must deal with the drawback
of having low dimensionality, which reduces complexity,
and keeping the linguistic information. At the same time it
must be robust, minimizing the influence of environmental
noise. Extraction of the Mel-frequency cepstral coefficients
(MFCCs) have been largely used [2]. MFCC warps the linear
spectrum of the speech into a nonlinear scale called Mel
which attempts to model the human ear sensitivity.

An ASR system can be then mathematically described as
a mapping of such acoustic evidence X to a sequence of
words W = (w1, w2, · · · , wn) [3], where each word wi

belongs to a set of candidate words ω. The mapping is
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defined in equation 1, where the term P (W |X) has been
rewritten using Bayes’ Rule. The goal of the recognizer is,
thus, to select the sequence of words that maximizes the
underlying product.

Ŵ = argmaxW∈ωP (W |X) = P (W )P (X|W ) (1)

The estimation of the likelihood P (X|W ) term is given
by an acoustic model. The acoustic model is built upon the
feature extracted from a raw speech corpus and is usually
modeled into Hidden Markov Models (HMMs) [4]. The
HMM translate the input into a sequence of phonemes.

The term P (W ) is estimated by a language model. A
popular model is based on a Markovian assumption that
the probability of a given word wi is approximated by the
probability of its observing context of n−1 words, as shown
in equation 2. The 3-gram language model seems to work
better for the Brazilian Portuguese [5].

The probabilities are estimated from a corpus of sentences.
The estimation of most N-grams is not reliable due to
the sparseness of data. Smoothing techniques [3] are used
to flatten the probability distribution, thus amending the
problem. Two examples of smoothing techniques are Good-
Turing [6] and Witten-Bell [7].

P (w1, w2, · · · , wm) =
∏

P (wi|w1, · · · , wi−1) (2)

≈
∏

P (wi|wi−1(n−1), · · · , wi−1)

Once the range of candidate sequence of words W =
(w1, w2, · · · , wn) that maximizes the product is huge, a
decoder algorithm is used to perform an efficient search in
the state space. Figure 1 illustrates how these four main
blocks of an ASR system are related.

ASR rely on quite amount of preprocessed data. These
data consist of labeled speech and text corpora used to
the construction of acoustic models and language models,
respectively. Other kind of speech-related resources may be
required as well. Due to the inherent difficulty in build from
scratch such a speech-related corpus and, as a consequence,
to find an appropriate one, improving the state-of-the-art of
the research in ASR is not an easy job. This is particularly
true for natural languages other than the English one. As a
consequence, most of the research in the area, regardless the
country where it is actually done, has been relied on the use
of public and readily available English-based corpora.

In recent years, speech recognition research for Por-
tuguese language have been propelled. The AUDIMUS
speech recognizer [8] is one of the most successful initiative
and has been used as the platform for several important
advances in speech recognition for Portuguese language.
The AUDIMUS system uses a HMM 3-gram language
model based on the transcriptions news of 51 hours from
a European Portuguese corpus with 532,000 words. The

output probabilities are estimated by a MLP neural network.
Experiments with a 13 hours of broadcast news test data
have shown a WER of 21.5%. AUDIMUS has been recently
adapted for Brazilian Portuguese broadcast news [9]. Results
have shown a WER of 26.9%. Most previous Brazilian
Portuguese recognizers used small vocabulary [10], [11].

In addition to the development of speech recognizers,
some speech corpora have been produced as a result of
academic efforts in advancing speech recognition research
for Portuguese language. BDPublico [12] and LECTRA [13]
are proprietary speech corpora for European Portuguese lan-
guage. The Spoltech [14] is probably the most widely used
corpus for Brazilian Portuguese. It consists of microphone-
recorded speech, with proper phonetic and orthographic
transcriptions, of Brazilian men and women with different
accents and ages.

Some research groups and cooperative initiatives have
contributed to the improvement of Portuguese language
speech recognition results, by providing textual corpora,
lexicons, phonetic dictionaries, acoustic models and lan-
guage models. The Nucleo Interinstitucional de Linguistica
Computacional (NILC)1, Linguateca2 and FalaBrasil3 are
three of the most relevant ones.

3. Semantic Modeling
The method commonly used to modeling natural lan-

guage for ASR is based on N-gram language modeling.
The main purpose of language modeling is to bias an
ASR towards sentences appropriate to a particular domain,
avoiding meaningless sequences of words. An enhancement
on the language model may be achieved by means of a
method named structured language modeling (SLM) [15],
which uses a bottom-up syntactic parser to find the most
likely syntactic parses of a partial sentence. [16] reports an
improvement of 2-3% in the WER over N-gram models.

These syntactic parsers, however, are not able to identify
main constituents of a sentence that represent concepts
and meanings. For limited-domain and task-specific spoken
dialog systems, a kind of semantic analysis seems to be more
effective. The SOUP parser [17] is an example of semantic
analyzer.

In [18], the authors employ a semantic analyzer to enhance
the language model used in a spoken dialog system. A
statistical model estimates the joint probability of a sentence
and its most likely semantic parse. Sentences that have parses
with high probability will then be preferred in recognition.

Similarly, we consider the addition of a semantic analysis
step to improve ASR results. We propose, however, a domain
ontology as a shallow semantic parser. Keywords of the
best resulting sequence Ŵ from ASR decoding phase are

1http://nilc.icmc.sc.usp.br/nilc/tools/corpora.htm)
2http://www.linguateca.pt/
3http://www.laps.ufpa.br/falabrasil/
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Fig. 1: Main blocks of an ASR system. The acoustic model estimates the likelihood P (X|W ) whereas the language model
estimates P (W ). A "’decoding"’ algorithm perform a search for the best sequence of words to the acoustic evidence X .

candidate instances of some feasible concept arrangement.
Is there is any feasible concept arrangement, the sequence is
validated. On the contrary, it is dropped as a false-positive.

3.1 Ontology
An ontology [19] specifies a description of terminologies,

concepts, properties, and relationships between these con-
cepts, being them hierarchical or lattice relations relevant to
a particular domain or area of interest. In sophisticated cases,
suitable axioms are added to constrain concepts intended
interpretation.

To be useful for computational purpose, an ontology
must be the result of an exhaustive and rigorous attempt
to define a conceptual representation of a domain, or a
fraction of that domain; in effect, the amount of knowledge
to be covered by the ontology is decided by the knowledge
engineer. In addition, in order to be machine readable, an
ontology should be defined in a semantically strong notation.
It must use a representation language that allows both a
human community to share a precise, unambiguous under
common understanding of the domain and software agents
to perform automated reasoning about it. Ontologies are
commonly used in artificial intelligence and knowledge-
based computer programs. In these cases, they can be
used for implementing inductive reasoning, classification
algorithms, and for enabling communication and knowledge
sharing between different systems. As the central piece of
a data classifier system, an ontology can store knowledge
rules that reason about the data, thus allowing the system
to infer new knowledge. Regardless of the notation or
syntax used to define different ontologies, they share many
common features such as concepts, partitions, attributes and
relationships.

The semantic Web [20] uses a combination of descrip-
tive technologies like XML, RDF (Resource Description
Framework) and OWL (Web Ontology Language) [21] to
replace the content of Web documents, currently highly
encoded in HTML. In fact, OWL is a markup language
extended from RDF for publishing and sharing data using

ontologies on the Web. Web ontologies improve accuracy
and promote completeness through constraints, restrictions,
and complex relations among terms that build on/extend
the web metadata created in XML. The machine-readable
descriptions enable Web content managers to add meaning
to the content, facilitating automated information gathering
and research by computers.

3.2 Ontology-driven Semantic Parser
Let us define an ontology O as a tuple < D,A, γn >,

where D is the domain, A is the set of feasible arrangements
of concepts and γ is a total function γn : A 7→ 2D

n

from A
into the set of all n-ary relations on D. As a consequence,
for a specific feasible arrangement instance a ∈ A, there is
a set of feasible conceptual relations Ra = γ(a).

We also define the ontology vocabulary V as set of
all lexical terms (words) used to represent the concepts
and relations within the ontology. The ontology modeling
language Λ can thus be defined as a tuple < O, V, µ >,
with µ = V 7→ D ∪ R as being a function which maps
concepts of D and relations of R to suitable lexical terms
of V .

Recall now the best sequence of words (sentence) Ŵ =
(w1, w2, · · · , wn), selected by the "’decoding"’ algorithm to
a given acoustic evidence X . In addition, consider K ⊆
Ŵ as the set of keywords of Ŵ such that K = Ŵ −
{stop1, ..., stopn}, with stopi being words that do not ag-
gregate meaning (stopwords), such as articles, prepositions,
conjunctions, pronouns, and punctuation marks. We say that
Ŵ is semantically validated by an ontology O = (D,A, γn)
iff µ(K) ⊆ A ∪ γ(A) and, as a consequence, K ⊆ V .

Once the sequence is semantically validated, it is mapped
to an action ∆j from a set of predefined domain-specific
actions ∆ (figure 2).

4. Speech-enabling Home Automation
Commands

System’s main goal is to control electric and electronic
devices (e.g. TVs, doors, air conditioning, etc.) and preset
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Fig. 2: Semantic validation tests whether the terms in the best sequence Ŵ can provide a feasible set of concepts and
relations according to the domain ontology. In case Ŵ is validated, an action from ∆ is performed.

scenarios in the home environment. A scenario represents the
state of a set of controlled devices, usually composed by a
large number of isolated items. A romantic dinner scenario,
for instance, may be assigned to a special activation of lamps
in the dinning room, as well as the closure of curtains and
setting the air temperature to 20◦C. We have used Julius [22]
software for MFCC, acoustic model and language model
steps. This work use 3-gram model which seems to work
better for the Brazilian Portuguese. We also have used an
acoustic model based on triphone units.

Due to small size of the ontology vocabulary V and
the nature of the speech utterances (commands), we have
performed automatic generation of a language model from
O. The resulting custom model bias the recognition to terms
related to the home environment.

System’s architecture is categorized as Mobile Speech
Recognition Architecture [1]. In such architecture, the mo-
bile device works just as a signal transmitter, while the whole
processing is done in a server in order to enhance recognition
performance and, at the same time, provide mobility in and
out of the house.

The major concern with this type of architecture regards
the signal (spoken utterance), which is sent to the server, and
the quality of the network. In our system, the voice is first
normalized and then enhanced using a simple cepstral power
measurement. This is done via the Sound Exchange (SoX)
tool4. Since different mobile devices use different sampling
rates to capture voice, we have tested the system with two
sampling rates: 16Khz and 8Khz.

4.1 Using Domain Knowledge for Sentence Val-
idation

The domain ontology has been coded as an OWL/RDF
ontology [21]. In Figure 3 we illustrate the hierarchy of all
concepts in the ontology. The two concepts #Semantic
and #Syntax play primordial role. The #Semantic con-
cept and their specializations represent the home’s devices
and system’s commands, whereas the #Syntax concept
family represents structure of commands.
#Feature concept instances are device-related features

such as temperature, volume, etc. Features are related to

4http://sox.sourceforge.net

supported commands by means of #is-Used-By rela-
tionship. #Rangeable concept instances are special kind
of features, where an interval of values can be applied.
#Control concept instances are assigned to direct control
of predefined scenarios such as Ativar Cenário Romântico
(Activate Romantic Scenario), which synthesizes a complex
sequence of actions: turn off the lights of the dining room,
light the candles, close curtains and turn on the sound,
for instance. #Function concept instances are commands
for device features, where #Stepable concept concerns
those controls that affect the values in steps, such as Raise
and Decrease. Instances of #Controlable concept have
IDs and can be directly affected by a command by means
of a #is-Used-By relationship. #Device represents the
various existent devices that can be controlled, such as
lights, Ar conditioner, TVs, and so on. A device may have
a specific feature by means of a #has-Feature rela-
tionship. #Scenario is another kind of #Controlable
which represents various supported scenarios, as the one
exemplified so far. #IDs are used to uniquely identify de-
vices and scenarios within the system. A #UserID enables
customization of IDs, such that specified by the system’s
user.

Consider the following sentence as an example of the
best sequence of words generated by decoding phase of the
ASR system:

Aumentar temperatura do Arcondicionado do quarto da
Julia

This sentence is the Portuguese version of "’Raise the tem-
perature of Julia’s room air conditioner"’. The keywords are
K ⊆ Ŵ = (Aumentar,temperatura,Arcondicionado,quarto
da Julia).

This sentence is semantically validated and, thus, rec-
ognized as a possible home automation command only if
the lexicon of their keywords can be mapped to a feasible
arrangement of concepts and relations. Formally, µ(K) ⊆
A ∪ γ(A).

Each individual has a set of names/tokens that helps the
self-identification in the words sequence. The command (i.e.
raise) represents the action that will be taken; the feature
is the property (i.e. temperature) that will be changed; the
device (i.e. air conditioner) owns the feature operated and
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Fig. 3: The ontology class hierarchy. The highlighted slice shows a feasible arrangement of concepts and relations, able to
semantically validate a sentence such as "’Raise the temperature of Julia’s room air conditioner"’.

the ID (i.e. Julia’s room).
For such specific example, the highlighted ontology slice

in Figure 3 shows a feasible arrangement of concepts and
relations from O. The lexicon "’Aumentar"’ is mapped to
the Stepable command-kind concept, "’temperatura"’ is
mapped to the property-type concept Feature, "’Arcondi-
cionado"’ is the Device which owns the operated feature
and, finally, "’quarto de Julia"’ works as an UserID. Note
that a feasible relationship holds between concepts: (1) the
command can be used to that feature, (2) the device has
this specific feature, and (3) there is an user ID for that
controllable device.

Certain constraints have been considered, though. The
first one is that a command must always be the first item
in the sentence. This is done in order to bias the grams
probabilities in the language model and hopefully improve
accuracy. Other words may appear in any order. Another
constraint concerns the amount changed in a feature (e.g.
raised, lowered). This is inferred from a range of values of
a feature in O. This is done in order to make commands
more comfortable to the user and to avoid great bias toward
the numerous N-grams that would include a number.

4.2 Generating Language Model from Ontol-
ogy

Manually create a corpus is too time consuming and the
lack of domain corpora weighed heavily in the decision of

a automatically made alternative. A domain specific corpus
can bias the language model to the set of domain-related
terms, thus improving the system accuracy. In addition, the
automatic generation provides robustness to the system since
it can be easily synchronized with the domain ontology and,
as a consequence, with the environment updates.

Two artifacts are generated in the process: a sentence
corpus and a dictionary of phonetic transcriptions. The
corpus generation is done through the combination of
possible command sentences. Basically, there are two kinds
of sentences in the system’s domain:

Command [article] Device [preposition] ID
Command [article] Feature [preposition]

Device [preposition] ID

The elements surround by brackets are optional. The
articles and preposition can vary in gender and number. This
information is extracted from the set of transcription from
each individual in O. The sentences generated are all valid
in the semantic sense.

After the corpus generation, the next step is to generate
the phonetic transcriptions of all the words in the corpus.
This is automatically done via a grapheme to phoneme tool.
However, the automatically generated transcriptions do not
account the regional differences in pronunciation. This can
be a problem, depending on the user and the acoustic corpora
used.
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The vocabulary used in the system is small, consisting
of 113 words. The generated corpus contained 13994 sen-
tences and contained all possible commands but not all their
variations. The manually corpus has 6050 sentences.

5. Experimental Results
The Word Error Rate (WER) measurement is widely used

to evaluate continuous ASR performance. It is described in
equation 4, where I stands for inserted words, C stands
for correctly recognized words, D stands for deleted words
and S concerns substitutions. The WER is not always the
best choice to evaluation, though. Its value range is not
constant [0..1] and can induce abnormal results. The Word
Information Preserved (WIP), on the contrary, has a constant
range and is described in equation 5.

The responsiveness of the system is an important feature
for it’s usability. The Real time Factor (xRT) measure can be
used to evaluate the system responsiveness. It is calculated
using equation 3, where P stands for the processing time
and I the audio duration. We have achieved a xRT of 0, 29.
This value is achieved by limiting the search of grams and
triphones hypothesis on the recognition process.

xRT =
P

I
(3)

WER =
S +D + I

C + S +D
(4)

WIP =
C2

[(C + S + P )(C + S + I)]
(5)

Moreover minor errors at the word level have no impact
at the semantic information that the word sequence carries
[23]. For instance, although the sequences Ligue a luz (Turn
on the lights) and Ligar luz (Turn on Lights) accounts for
2 errors (i.e. substitution, and insertion/deletion), they both
carry the same semantic information.

The test set been used is composed of 120 utterances for
12 different speakers. The audio has been captured in low
to mid noise environment with a mobile device at 16KHzw
and is resampled to match the acoustic model sampling rate.
The 8KHz samples were generated from the 16KHz sample
via resampling.

The table 1 shows the best WER and WIP values for the
system. Those results were achieved with the Witten Bell
smoothing technique for the language model, as will every
measurement mentioned from now on. All the variations
used the same phoneme transcriptions

The high deviations are due to a drop of accuracy towards
certain types of commands. For example the word “um”
(i.e. one in english) is composed of a single phoneme and
is hard to recognize and often deleted/included, however it
carries relevant semantic information like an ID for a device

in “Ligar TV um” (Turn on TV one, in english). This can be
avoided by using names instead of numbers for the devices.

The table also shows the variation of accuracy with differ-
ent sampling rates. It shows a great improvement with the
double sample rate. The automatically generated language
model achieved a better recognition rate than the manually
written one. This probably stem from the fact that the
probability distribution on the automatically generated one is
better biased toward the application. All the examples from
the corpus is a valid command in a semantic sense.

Table 1: WER, WIP and SRR values
Automatic(16KHz) Manual(16KHz) Automatic(8KHz)

WER 23, 69%± 24, 05% 33, 44%± 27, 94% 74, 39%± 75, 23%
WIP 72, 70%± 28, 59% 60, 01%± 31, 56% 35, 62%± 33, 69%
SRR 75, 92% 59, 25% 35, 00%

The Semantic Recognition Rate (SRR) in table 1 stands
for the rate of commands fully recognized in a semantic
sense. The SRR was calculated by comparing the zigbee
codes from the manually transcribed uttered command to the
recognized one. It is closely related to the WIP measurement,
however it accounts the semantic errors only providing a
more precise accuracy measurement.

6. Conclusion
This paper described a continuous ASR system for the

Brazilian Portuguese language used in a home automation
environment. In that environment, the ASR system was used
as the input for controlling the home automation devices.
Due to the semantically intrinsic mechanism of human
been expose their thoughts, present in the informal discuss,
we develop an ontology to perform semantic analysis of
sentences provided from the intermediate level layer of the
ASR system.

We have also used the domain knowledge in the ontology
to generate a language model. It addresses the lack of data
for the recognition system and provides a biased model for
a specific domain, helping with the recognition accuracy.

The results section highlighted the problem of evaluation
of continuous ASR system. Even if the WER measure is
widely used it is prone to anomaly. The use of semantic
information in the evaluation provided clearer results since
it accounts only semantic errors.
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Abstract  — This paper reports upon ongoing research in the  
general  domain  of  pattern  recognition  in  the  presence  of  
uncertainty.  In  particular,  we  are  attempting  to  develop  a  
relatively  simple  but  effective  ensemble  model  for  the  
recognition of gestures. We present a model, INCA, and two  
gesture  recognition application domains  using  a pen  tablet  
and  data  glove,  where  the  ensemble  methodology  is  
implemented.  Using  this  model,  we  have  built  a  
probabilistically  based  ensemble  system  and  tested  four  
standard  ensemble  fusion  methods.  The  accuracy  
improvements in the domains of handwritten digit and hand-
signed  digit  gesture  symbols  was  10%  to  20%  above  the  
weakly trained component classifier performance.
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1. INTRODUCTION 
We define a gesture in a very general way as a temporal 

sequence  of  points  through  N-dimensional  space.  Some 
examples  of  gestures  would  include  speech,  hand-drawn 
symbols, hand gestures (e.g. sign-language), facial movements, 
and  brain-waves  via  electroencephalography.  While  some 
gestures  consist  of  low-dimensioned  spaces  (e.g.  2D or  3D 
spaces for hand-written gestures), others can consist of 10 or 
more (e.g. speech recognition). 

The  proposed  model,  INCA  (“I’ve  No  Cute  Acronym”)
[18], assumes the existence of gestural recognition algorithms 
for a given domain whose performance need not be particularly 
strong. The goal of the model is to build a meta-algorithm that 
combines the individual recognition results of the component 
algorithms to produce an over-all superior performance to any 
of the participating algorithms involved. Few assumptions are 
made regarding  the internal  functionality of said recognition 
algorithms. Each component algorithm is assumed to receive 
static or dynamic, temporal, input representing the gesture in 
question  and  is  expected  to  produce  a  recognition  result 
consisting of a symbol from the given gestural alphabet. For 
example,  in  the  domain  of  hand-written  recognition,  the 
component  algorithm  might  receive  a  sequence  of  pen-tip 
positions  (using  standard  Cartesian  coordinates)  over  the 
temporal  period  of  drawing a  symbol.  The algorithm would 
produce a recognition result indicating the recognition of some 

specific symbol in a given gestural alphabet (e.g. the digits 0-9, 
the English alphabet A-Z, etc.). 

The  INCA  model  uses  a  straight-forward  Bayesian 
approach to examine each algorithm’s recognition result. The 
model produces a confidence vector,  CV, for each algorithm 
that  represents  the probabilistic  likelihood that  each possible 
symbol in the alphabet is the truly correct result.

A confidence vector is simply a finite probability space that 
reflects,  for each possible symbol  in the gestural  alphabet,  a 
probability,  p  ϵ  [0,1] ,  that  the  symbol  is,  in  fact,  the 
appropriate  result  based  upon  the  algorithm’s  reported 
recognition result  when prior behavior  is considered. Simply 
put, an algorithm that frequently misrecognizes a hand-written 
‘H’ as a ‘K’ should not, upon recognition of a ‘K’, be “trusted” 
to  have  recognized  correctly.  Based  upon  the  consistent 
misrecognition  behavior,  it  should  be  identified  that  the 
probability that the correct result is, in fact, an ‘H’ is greater 
than 0. Similarly, we should consider the previous behavior of 
this algorithm when it identifies the symbol ‘K’ as it pertains to 
the  actual  input  of  all possible  symbols.  The  resulting 
probabilities for each symbol constitute the confidence vector’s 
finite probability space.  

Upon the creation of the confidence vectors for all of the 
component  algorithms,  they  are  combined  to  produce  an 
overall INCA recognition result. We have explored a variety of 
combination algorithms and report our results in section 6 of 
this document. We are currently exploring the effectiveness of 
these algorithms under a variety of circumstances such as the 
inclusion  of  new  algorithms  whose  recognition  rates  are 
significantly  higher  or  lower  than  the  existing  system’s 
component algorithms. 

A. Bayes' Theorem – A Gestural Recognition Application
Bayes’ Theorem, or Bayes’ Rule, is based upon the concept 

of  conditional  probability.  Conditional  probability  P(A|B)  is 
defined  as  the  probability  that  an  unobserved  event  A  has 
occurred given an actual observation of an event B. Formally it 
is  defined  as  P(A|B)  =  P(A∩B)  /  P(B).  Intuitively,  the 
likelihood that an event A occurs when an event B is observed 
depends  upon  how  often  the  two  events  occur  together  in 
relation to how often the observed event B occurs in general 
[18]. 
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Bayes  theorem is  presented  below. It  applies  conditional 
probability  to  a  partition of  some sample space  of  mutually 
exclusive  and  exhaustive  sets  (A1,A2,A3…Am).  The  theorem 
supplies a formula for P(Ai|Bk) where Bk is some empirically 
observable event. For our purposes, Bk is the recognition result 
produced by some algorithm and the Ai values represent the 
event of some symbol having actually been entered as input.

P (Ai∣Bk)=
P (Bk∣Ai)∗P (Ai )

P (Bk)
(1)

B. INCA 
The  INCA  model  assumes  the  existence  of  N different 

recognition  algorithms.  For  example,  if  the  gestural  domain 
were  that  of  hand-written  symbol  recognition,  then  the 
algorithms  might  consist  of  a  curve-matching  technique,  a 
sequence of directions approach, a neural network, a feature-
analysis  approach,  and  possibly  others.  Each  of  these 
algorithms  will  have  specific  strengths  and  weaknesses,  in 
terms of its recognition capabilities. Experience has shown that 
these  algorithms  tend  to  be  consistent  in  their  recognition 
abilities. That is, they tend to be strong in the recognition of 
some subset(s) of gestures and inconsistent in the recognition 
of the remaining gestures. The key to the model’s effectiveness 
is this inherent consistency not only in correct recognitions but 
also  in  misrecognitions.  If  an  algorithm  frequently 
misrecognizes a handwritten ‘H’ as a ‘K’, then this information 
is useful and allows us to modify the perceived importance of 
the algorithm’s recognition result. Figure 1 depicts the INCA 
layout.

Figure 1 – INCA Layout

During  training  (and  optionally  during  operation)  INCA 
maintains a performance matrix, or confusion matrix, for each 
component  algorithm.  A  performance  matrix  for  any 
component  algorithm  is  an  M×M  matrix  where  M is  the 
number  of  symbols  in  the  gestural  alphabet.  For  any 
recognition  algorithm Ai the  performance  matrix  PMi  [x][y] 
contains  the  number  of  times  that,  during  previous 
recognitions,  the  algorithm  Ai recognized  the  actual  input 
gesture Sx as the gesture Sy. In short, these matrices provide a 
complete,  empirically  observed  distribution  of  the  previous 
recognition events within the system. 

After  applying  Bayes’  theorem to  the  data  stored  in  the 
algorithm’s  performance  matrix,  we  can  determine  the 
probability that any gesture Sx was in fact  the actual gesture 
entered  given  the algorithm’s  recognition of  Sy as  its  result, 
based  upon  previous  performance.  This  corresponds  to  the 
conditional probability P(Sx | Sy) which simply corresponds to 
the following formula:

P (Ai∣Bk)=
PM [S i , S k ]

∑
j=1

N

PM [S j , sk ]
(2)

Figure 2 indicates the performance or confusion matrix for 
a  sample  algorithm  and  its  confidence  vector  for  the 
recognition of the digit “1”.

Figure 2 – Confidence vector representing the probability space for  
the algorithm recognizing the symbol “1” and the INCA probability  
that the user did in fact enter a “1”. 

Clearly,  this is  simply the entry PMi  [x][y]  in the matrix 
over the sum of the column PMi[*][y]. Once this calculation is 
carried out for each gesture in the given alphabet we can build 
its confidence vector. We can then proceed to combine it with 
the vectors of all other algorithms to obtain the overall system 
recognition result. 

The  INCA  model  provides  a  number  of  important  and 
interesting  results.  One  key  observation  is  that  the  model 
provides the system with the ability to make correct gestural 
recognitions when all component algorithms have incorrectly 
identified an unknown gesture. Suppose we have three gestural 
recognition  algorithms  A,  B,  and  C. They  each,  given  an 
unknown input w, produce respective recognition results of  x, 
y, and z. INCA recognition is capable of producing the correct 
result  w regardless  of the incorrect  results of the component 
algorithms.  We show in section 6 recognition improvements 
when the INCA model is applied to a set of relatively weak 
recognition  algorithms,  using  a  set  of  strong  component 
algorithms. 

The INCA model is also is capable of effectively ignoring, 
or at least minimizing, the impact upon a particular recognition 
of  an  algorithm  that  is  particularly  poor  at  recognizing  a 
specific  gesture.  An  algorithm  that  is  extremely  poor  at 
recognizing a given gesture Sx in an inconsistent manner will 
produce a confidence vector that reflects its historically poor 
performance, and should have minimal, if any, impact upon the 
final recognition result of the system. 

2. RELATED WORK

Since the 1970's, researchers have studied the benefits of 
combining classifiers  to produce systems that  perform better 
then  any  of  the  individual  classifiers  that  make  up  the 
ensemble. Some of the first attempts involved combining two 
liner  regression models  using a cascade  approach  where  the 
first model was fit to the training set and the second was fit to 
the subset that had a lower classification score [6]. However, 
development in ensembles did not progress impressively until 
the 1990's  when Hansen and Salmon [21] suggested that  an 
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ensemble of neural networks be used to improve the predictive 
performance  of  a  single  network.  Concurrently,  Schapire  in 
[23]  developed  the  AdaBoost  algorithm  that  empirically 
demonstrated  that  a  strong  classifier  can  be  constructed  by 
incrementally training a series of weaker classifiers by using 
the performance of previous classifiers as input for the next in 
the series.

Methods such as bagging and boosting, and many others, 
have  been shown to improve approaches  in  remote  sensing, 
person recognition [22] and incremental learning systems used 
for visual quality control in compact disc production systems 
[11].

Two  methods  of  ensemble  classifier  construction, 
generative and non-generative, have been used in the multiple 
classifier  field.  Non-generative  methods  do  not  actively 
generate  classifiers  as  in  the  AdaBoost  algorithm  above. 
Instead,  non-generative  types  combine  the  independent 
classifiers after the components have produced a recognition 
result. Since we focus on non-generative ensemble architecture 
in  this  work,  it  is  important  to  consider  the  three  types  of 
classifier output typically found in such methods.

Type 1: Abstract / Exact - Each classifier Ci outputs a single 
label given an input feature vector x pertaining to an unknown 
symbol x. Type 1 output contains no certainty measure as to the 
classifiers  confidence  in  the  mapping  Ci(x)  =  Li,  with  Li 

representing a label in the classification space.

Type 2: Rank – Each classifier output provides a ranked set 
of output values. The output is in a ranked order from most 
plausible to least and can be thought of as the statement “The 
symbol is most likely a 4, but could be a 3, and less likely a 2.” 
This  can  be  especially  suitable  for  problems  with  a  large 
number of classes [1].

Type 3: Probability – Each classifier output gives the most 
information  since  either  a  ranking  or  classification  can  be 
produced  from  it  [11].  Type  3 output  is  in  the  form  of  a 
probability distribution of the unknown input symbol over the 
recognition alphabet. Here, Ci(x) = {a1(x), …, aL(x)}, is the set 
of probabilities that classifier Ci considers the unknown input 
symbol x as belonging to class a1...aL. 

Both  Parker  [1]  and  Sannen  [11]  state  that  a  type  1 
classifier output provides the least benefit to classifier fusion 
since  alternative  solutions are  not  given.  A  type  2 classifier 
output offers relative information about possible symbol class 
labels, giving a rank comparison between each symbol.  This 
type  does  not  give  absolute  information  regarding  how  the 
classifier  performed  over  the  entire  sample  space.  Type 3 
classifier output offers the most information about alternative 
class possibilities. One advantage of the INCA model is that 
algorithms of  type 1  and 2  are  converted  to  type 3 via  the 
performance metrics tracking.

3. COMPONENT ALGORITHMS

Independent component classifiers are ideal for our model. 
The independent classifier choice was made because we wish 
to look at component combinations and their characteristics in 
varying usage domains. In this section, we briefly describe the 

component  machine  learning  algorithms we've  selected,  and 
refer  the  reader  to  the  individual  references  for  further 
information.

A. Contour Profiles
The  contour  profile  algorithm  uses  a  collection  of 

topological features to learn and classify hand written symbols 
[1]. The algorithm bounds a symbol and partitions the bounded 
region into left and right profiles. This method uses forty-eight 
binary features or properties of the symbol to build a feature 
vector.

The training phase of this algorithm consists of steps that 
compute all forty-eight features to compose the training symbol 
feature vectors. The feature vectors contain the binary profile 
decomposition data, representing whether a feature is part of 
the symbol or not. For example, a feature of a numeral digit 9 
would be true,  or binary '1',  if the left  profile peak value is 
greater  then '5'.  This feature represents  the number of pixels 
from the left edge of the input symbol region to the first pixel 
of the symbol's left profile. Table I depicts an example of small 
portion  of  the  forty-eight  features  used  in  for  the  profile 
algorithm in recognizing hand printed digits.

TABLE I. CONTOUR PROFILE FEATURE EXAMPLES

Feature
Number Feature Calculation Feature

Assignment

1 Lpeak < 10; Rpeak > 10 1

2 Lpeak < 5; Rpeak > 10 0

(...) (others) 0 or 1

Examples of the 48 feature vector component calculations.

The  measurement  of  character  profiles  can  be  of  any 
discernible method such that a distinction can be made between 
a feature vector of one symbol and another. 

During  classification  of  an  unknown  input  symbol,  the 
profiles are extracted from the input image and an input 48 
feature vector is created. This approach uses a training set of N 
symbols to build a database of feature vectors having known 
class labels. The unknown input symbol is then processed and 
it's feature vector is matched to the closest set in the database 
using a Euclidean distance measure in N dimensions. Equation 
1 gives this measure as the classification metric:

argmin (x )(d p, q=√∑i=1

N

( pi−qi)
2) (3)

where x represents each class label, p and q are data points and 
N is the total number of feature points. Further information can 
be found in [1], [2] and [3].

B. Artificial Neural Networks
Artificial neural networks have had great success in many 

areas such as handwritten character recognition, data mining, 
and  even  autonomous  vehicle  navigation  [4].  An  artificial 
neural network determines the weights for processing elements, 
whereby  correct  classification  is  achieved  when  the  proper 
neural connections fire in the correct order.
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We constructed a three-layer network consisting of forty-
eight  input  nodes,  ninety-six  hidden  nodes,  and  ten  output 
nodes. This design was used in [1] and [5] for handwritten digit 
recognition and reproduced herein.

The  48  input  nodes  correspond  to  an  eight-by-six  pixel 
square  decomposition  of  an  input  symbol.  During  training, 
each symbol from a dataset is first normalized for pixel color, 
then the symbol is bounded. This bounded region is then scaled 
down to the eight-by-six pixel representation and written to a 
database.

Once the database has been built,  we train  the network 
using the the back-propagation method. The back-propagation 
method uses a steepest decent scheme to minimize the error by 
adjusting  the  weights  on  the  network  connections  from  the 
output  layer  to  the  input  layer  [1].  Each  iteration  from the 
database  equates  to  an  iteration  of  the  steepest-descent 
minimization of error on the connection weights.

There  are  other  methods  for  training  artificial  neural 
networks, such as simulated annealing and genetic algorithms. 
However,  we  selected  a  back-propagating  artificial  neural 
network  due  to  previous  success  in  handwritten  character 
recognition [5].  Further  information can be found in [7],  [8] 
and [12].

C. K-Nearest Neighbor
The  K-Nearest  Neighbor  algorithm  classifies  unlabeled 

examples  based  on  the  similarity  of  the  input  data  and 
examples in the training set. Let x be an unknown symbol. We 
find the  k-closest labeled example in the training data set and 
assign x to the class that appears most frequently in the k-subset 
[8]. For example, we have four classes and the goal is to find a 
class label for an unknown example  x. Assuming we use the 
Euclidean distance metric and we set  k = 5, we examine the 
five closest neighbors to x. After feature analysis, we see that 
of  the  five  closest,  three  belong  to  a  class  labels  “2”,  one 
sample to “5”, and one sample point to class label “7”. In this 
example, the class assigned to the unknown symbol would be 
the predominate class “2”.

The  KNN  algorithm  defers  all  data  processing  until  a 
request for a classification is  given.  This  method  is  also 
referred  to  as  a  memory-based  method  in  that  it  loads  all 
feature information into memory prior to classification. We use 
the KNN available in the OpenCV API [10] and the nearest 
neighbor Euclidean distance measure shown in equation 1.

D. Support Vector Machines
In  pattern  recognition,  linear  discriminants  involve  lines 

dividing feature values into groups and is an effective way to 
implement a classifier if there exists in the data a way to divide 
the classes with a line or plane [1].  A support vector machine, 
or SVM,  is a decision method that uses vectors or distances of 
data points to a decision boundary that maximize the margin of 
separation  between  classification  labels  [9].  The  data  points 
represent the features of a class or set of classes in the sample 
space. The boundary is represented as a line configured in a 
way  such  that  the  points  closest  to  the  boundary  define  a 
maximum marginal distance. 

If the data is linearly separable, there is a pair (w, b) with w 
being the weight vector and b representing a bias, such that two 
lines exist defined by [12]:

wT xi+b⩾1 (4 )

wT xi+b⩾−1 (5)

with the decision rule as:

f w ,b=sin (wT x i+b) (6)

The optimal hyperplane separating the two classes can be 
found by minimizing the squared norm:

min
w , b

Φ(w)=1
2
∥w∥2 (7)

Here,  a  hyperplane  is  a  linear  function  that  divides  N-
dimensional  data  into  two  parts  [1].  The  maximum margin 
hyperplane is always as far from both data sets as possible. A 
deeper discussion can be found in Kotsiantis [12].

E. Implementation
For  the  Pen  tablet  algorithms,  we  adapted  Java 

implementations  from  similar  algorithms  written  in  the  C 
programming language, and used algorithms from the OpenCV 
API  [10]  for  the  data  glove  component  classifiers.  It  is 
important  to  note  that  we  use  only the  standard  parameters 
generally  advised  for  the  recognition  task  as  we  wish  our 
algorithms to be non-specific  and somewhat poorly tuned to 
any specific domain. The Contour Profile algorithm and back-
propagating  neural  network  for  the  pen  tablet  were  adapted 
from  Parker  [1].  The  K-Nearest  Neighbor,  Support  Vector 
Machine  and  additional  Neural  Network  for  the  data  glove 
were called using the OpenCV API.

4. CLASSIFIER FUSION METHODS

As discussed in section 1 part B, the INCA model produces 
a  c-dimensional vector for each classifier in the system [11]. 
The strength of this model rests in synthesizing the consistent 
accuracies and inaccuracies of each classifier. Let such a vector 
for a classifier Di for an input label x be written as:

Di( x)=[d i ,1 ...d i , c] (8)

where each di,n represents the support of classifier i for its class 
label  prediction  ωn  in  the  class  set  ω.Thus, without  loss  of 
generality di,n  [0∈ , 1].  

A final classification is achieved through combining these 
vectors  for  an  input  x using  some  ensemble  methodology. 
Several approaches and their efficacy in our testing follow.

A.  Algebraic Combination: Max-Sum
Algebraic  ensembles  are  appealing  for  their  ease  of 

implementation. They do not need to be trained and are class 
indifferent.  Thus,  they  are  generally  computationally 
inexpensive.  A  relatively  simple  combination  approach  was 
used for testing. 
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In this approach, the support for a class label ωn is summed 
across  each  confidence  vector  Di,m(x)  for  m classifiers. The 
class label with the highest support is chosen as the ensembles 
“final”  classification.  Thus  the  output  of  this  ensemble 
combination method is given by:

argmax( x)(∑
1

m

d m , s) (9 )

where s represents each class label.

B. Decision Templates
The  principle  behind  the  Decision  Template ensemble 

combination  method is  described  in  [13].  In  this  method,  a 
“Decision Template”,  or the “most typical” support seen for 
each class label ωn, is defined by batch training over a training 
set Z [11]:

DT s=
1

N s
( ∑

Z iϵwn, Z iϵZ
Di (Z i)) (10)

where  Ns is the number of elements of Zi from class  ω.  Put 
simply, the result of the training phase is a vector whose length 
is  the  number  of  class  labels,  with  each  vector  element 
representing the average of the support for that label across all 
confidence vectors Di,1(x) … Di,m(x). 

The  ensemble  classification  compares  the  Decision 
Template of each class label to the support of each Confidence 
Vector  for  the given label.  The class with the least  distance 
(i.e.,  the  “most  similar”) is  the  output  of  the  ensemble 
combination method. 

While  there  are  many  measures  of  similarity  (such  as 
Hamming,  Mahalanobis,  etc.  [11]),  in  our  tests  squared 
Euclidean distance  is used. Thus the output of this ensemble 
becomes:

argmin (x)(1− 1
m∗c ∑i=1

m

∑
k =1

c

[ DT i , k−d i , k (x)]2) (11)

C. Dempster Shafer Theory
This ensemble combination method is an adaptation of the 

Decision  Templates method  described  in  B,  except  that  the 
distance between a Decision Template and the support of each 
Confidence  Vector  is  calculated  using  the  Dempster-Shafer 
theory of evidence. For a discussion of the theory, the reader is 
directed to [11]. 

First,  the  proximity  between  each  classifier  (Confidence 
Vector) and the Decision Template is calculated [11]:

Φ i
j
=

(1+∥DT i , j−D i(x)∥2)(−1)

∑
k=1

c

(1+∥DT i , j−D i(x)∥2)(−1)
(12)

In Dempster Shafer theory, || · || can be any matrix norm; 
here, the Euclidean distance is used. The result of this stage is 
m proximities for each of the c decision templates.

Using the calculated proximities, degrees of belief are then 
found for each classifier for every class label [11]:

b(x) i
j
=

Φ i
j
(x)∏k ≠ j

(1−Φ i
k
(x))

1−Φ i
j
(x)[1−∏k ≠ j (1−Φ i

k
(x))]

(13)

With these degrees of belief, the support for each class label 
is  calculated,  and  the  class  with  the  most  similarity  to  the 
Decision Template is the output of this ensemble combination 
method:

argmax( x)(∏
i=1

m

b i
j
(x)) , j=1,... , c (14)

D. Behavior Knowledge Space
The last  combination method considered  is  the Behavior 

Knowledge Space method, or BKS, developed by Huang and 
Suen  [14].  This  method  aggregates  the  decisions  of  the 
component classifiers such that all possible tuples representing 
the possible outcomes of the classifiers are known. Generally, 
each classifier has N+1 possible decisions, with N representing 
the  number  of  symbols  in  the  recognition  alphabet.  The 
additional of “1” allows the method to count misrecognitions 
indicating that no tuple exists in the BKS.

The BKS is a K-dimensional space, where K represents the 
number of component classifiers in the ensemble, such that at 
each intersection of the component classifiers, a BKS unit is 
represented.  A  BKS unit  contains  three  important  pieces  of 
information: 

1. The size of the alphabet.

2. The tuple representing the component guesses.

3. The number of times each symbol has been selected in 
previous instances of that particular tuple.

We trained our BKS by first running the ensemble system 
over our training data sets, recording all tuples seen, recording 
the number of times the ensemble selected each symbol when 
the tuple was seen in the past. During testing, when a tuple is 
passed to the BKS, the BKS unit corresponding to the tuple is 
checked. The final decision is then given by the symbol in the 
tuple with the maximum counts. In the event of a tie, a naïve 
“first-come  first-serve”  is  used.  This  is  a  known  area  for 
improvement and will be addressed in future research. Please 
refer to [14] for further information.

The  classification  of  an  unknown symbol  from within  a 
tuple can be characterized by the following equation:

argmax( x)1≤m≤M ne(1)... e( k)(m) (15)

where M is the total number of class labels, m is a given label, 
and ne(1)...e(k) is the total counts for each symbol in the tuple.

5. INPUT MODALITIES

In  studying  the  use  of  ensembles  methods  in  gesture 
recognition, we evaluated our model on a pen tablet and data 
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glove input modalities. Our intent was to study our system in 
two  separate  domains,  develop  a  research  framework  and 
investigate ensemble-modality performance.

A Wacom Intuos 3 graphics tablet with a pen stylus was 
first used to develop the proof of concept system. The Wacom 
tablet was produced by Wacom Company, Ltd. [15] and was 
used  to  collect  the  off-line  test  sets  and  for  on-line 
demonstrations. A third party library,  JPen [16], was used to 
gain access to the pen tablet features. The JPen Java application 
programming interface (API) allowed for full access to  x, y,  
pressure, and temporal data from the tablet and pen. 

The second input mode is the AnthroTronix data glove, the 
AcceleGlove [17]. AnthroTronix supplied both the glove and 
Java  API  for  development  and  testing.  The  API  gave  full 
access to the raw sensor data and to a sign database, developed 
by AnthroTronix, for studying American sign language.

6. DATASETS AND RESULTS

We have chosen a recognition alphabet  consisting of  the 
digits “0” through “9” for both the pen tablet and data glove. 
The pen tablet data consists of images of drawn single digits. 
The glove data consists of the right hand gestures for the single 
digits.  Figures  3  and  4  depict  samples  of  the  hand  written 
character set and sign set.

Figure 3 – Handwritten digit samples from volunteer collection.

Figure 4 – American Sign example. Referenced from  [25].

We collected fifty instances of the digits zero through nine 
from four volunteers using both images drawn on the tablet and 
the eighteen position sensor data from the glove. Two-thousand 
total symbols were collected for each input mode.

A.  Component Algorithms
We used a four-fold cross validation analysis for both the 

tablet  and  data  glove  evaluation.  Table  II  presents  the 
validation results for all algorithms used. We ran two versions 
of training using the pen tablet. Two points of interest are: 

1. Mixed results involving symbols from the same user 
in the test and training sets, but not the same instance 
of the symbol. User-dependent.

2. Results  involving  testing  sets  of  users  not  in  the 
training sets. User-independent.

We chose not to perform the mixed user test for the cross 
validation on the data glove due to the high accuracy of the 
user-independent input results.

TABLE II. FOUR-FOLD CROSS VALIDATION FOR COMPONENT ALGORITHMS

Algorithm Input Modality Average %
Dependent Independent

CF Pen Tablet 78.7 42.0

ANN
Pen Tablet 56.4 39.0
Data Glove - 96.0

KNN Data Glove - 95.0
SVM Data Glove - 80.0

Result  for  4-fold cross  validation on the  pen tablet  and data  glove.  User-dependent  results  contain  
instance in the training set of all users, but not all training  instances per user. User-independent results  
had separate user training and testing. 

B. Classifier Fusion Methods
We wished to get  a sense of the greatest  increase in the 

ensemble  over  the  component  algorithm  performance.  An 
interesting investigation takes the worst or average validation 
set  results  and  uses  the  performance  matrices  for  the 
component  algorithms  for  the  ensemble  system.  Table  III 
shows  each  of  the  four  fusion  methods'  performance 
characteristics. 

We  selected  the  average  performance  matrices  for  each 
algorithm for the classifier fusion step. Again, for the tablet we 
show user-dependent and user independent results as defined in 
part A of this section. 

TABLE III. CLASSIFIER FUSION PERFORMANCE – 2 CLASSIFIER ENSEMBLES

Algorithm Input 
Modality Components

Average %
Dependent Independent

Maximum 
Sum

Pen Tablet CF,ANN 90.2 66.2
Data Glove KNN,SVM 0.0 100.0

Decision 
Templates

Pen Tablet CF,ANN 77.8 7.8
Data Glove KNN,SVM 0.0 77.0

Dempster-
Shafer

Pen Tablet CF,ANN 85.0 34.4
Data Glove KNN,SVM 0.0 97.0

Behavior 
Knowledge 

Space

Pen Tablet CF,ANN 89.2 62.4

Data Glove KNN,SVM 0.0 96.6

Ensemble results for the pen tablet and data glove. User-dependent results were only measured for the  
pen tablet as the data glove component algorithms performed highly  with the user-independent.

Table IV depicts the addition of a third classifier in the data 
glove sets, depicting how the model reacts to the introduction 
of an additional classifier.  We are currently investigating the 
addition  of  algorithms  with  higher  and  lower  performance 
characteristics for results publication in the near future.

TABLE IV. CLASSIFIER FUSION PERFORMANCE – 3 CLASSIFIER ENSEMBLES

Algorithm Input 
Modality Components % Accuracy

Maximum
Sum

Data 
Glove KNN,SVM, ANN 97.8

Decision
Templates

Data 
Glove KNN,SVM, ANN 83.1

Dempster-Shafer Data 
Glove KNN,SVM, ANN 85.8

Behavior 
Knowledge Space

Data 
Glove KNN,SVM, ANN 98.3

Addition of an artificial neural network algorithm into the data glove ensemble. Improvements over the 
two-algorithm ensembles in the BKS and Decision Template methods are seen.
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7. DISCUSSION AND FUTURE WORK

These  results  are  preliminary  in  our  study of  the  INCA 
model  and  classifier  fusion  techniques.  We  see  that  given 
various  levels  of  classifier  strengths,  the  ensemble  methods 
Maximum  Summation  and  BKS  perform  best  for  the  user-
dependent and user-independent  tablet  input modality.  When 
considering the data glove, we see that initial results indicate 
the Dempster-Shafer and Maximum Summation supply strong 
recognition results.

The  addition  of  the  third  algorithm  in  the  data  glove 
ensemble gives  an increase  in  performance accuracy for  the 
Decision Templates and BKS algorithms, however,  we see a 
decrease in the Max-Sum and Dempster-Shafer methods. We 
are  continuing  to  investigate  the  model  to  determine  the 
reasons for this result.

We  recognize  that  these  preliminary  results  used  a 
relatively small alphabet and that the model will require testing 
upon a  more  useful  set  of  gestures  appropriate  for  effective 
applications. 

We  are  currently  examining  the  behavior  of  various 
classifier fusion techniques as the quantity and quality of the 
underlying component algorithms change. That is, we wish to 
determine  if  some  techniques  produce  significantly  superior 
results  over  others  when  additional  algorithms  of  varying 
quality  are  added  to  the  INCA  model.  Do  any  of  these 
techniques  improve,  remain  stable,  or  degrade  as  relatively 
poor recognition algorithms are inserted in the model? 

We  have  also  identified  infrequent  situations  where  the 
inclusion of a recognition algorithm whose ability to identify a 
small subset of specific gestures is poor and whose inclusion 
has  a  significant  negative  impact  upon  the  overall  system 
performance, with respect to the recognition of these specific 
gestures.  Although at first glance this would appear to be an 
intuitive result, the Bayesian approach should prevent such a 
significant  degradation  unless  the  underlying  component 
algorithm is both consistently unable to identify the gesture and 
produces  inconsistent  incorrect  results.  For  example,  the 
algorithm cannot correctly recognize the symbol ‘H’, but does 
not consistently produce the same incorrect result; rather, the 
algorithm  produces  many  different  incorrect  results.  The 
resulting confidence vector for the algorithm in this instance 
begins  to resemble an almost random “guessing” of a  result 
with  a  uniform  distribution  across  all  possible  recognition 
results. We believe that if this situation occurs, and if the subset 
of  gestures  for  which  this  behavior  is  exhibited  is  small  in 
comparison to the alphabet size, then we may be able to modify 
the resulting confidence vector to reflect this fact and improve 
the system’s overall ability to identify the correct input. We are 
also  exploring whether  it  is  simply best  to  ignore  any such 
“guess” confidence vectors entirely. 

Our long-term goals include an examination of the INCA 
model’s  performance  in  a  system  implementing  multiple 
gestural  input  types.  For  example,  a  system  that  accepts 
simultaneous hand, speech, and electroencephalography inputs 
would  be  a  prime  candidate  for  exploration.  We  hope  to 
explore how various classifier fusion algorithms behave in such 
a system and if the strengths of any particular input-mode can 

be  used  to  counter  the  weaknesses  of  another  in  order  to 
improve overall system recognition. 

ACKNOWLEDGMENT 
We  wish  to  thank  the  Northern  Kentucky  Research 

Foundation for funding this project.

REFERENCES

[1] J. R. Parker, “Algorithms for Image Processing and Computer Vision, 2nd edition”, 
Wiley Publishing, 2011.

[2] M. Shridhar and A. Badrelin, “Recognition of Isolated and Simply Connected 
Handwritten Numerals,” Pattern Recognition, vol. 19, no. 1, 1986.
[3] F. Kimura and M. Shridhar, “Handwritten Numeral Recognition Based on Multiple 
Algorithms,” Pattern Recognition, vol. 24, 1991.
[4] Tuduran, C., Neagoe, V., “A new Neural Network Approach for Visual Autonomous 
Road Following”, “Latest Trends on Computers, vol 1. 2010. 
[5] J. Heaton, “Introduction to Neural Networks with Java, 2nd edition.” Heaton 
Research, Inc, 2008.
[6] L. Rokach, “Ensemble-based classifiers”, Artificial Intelligence Review”. no. 33, pp. 
1-39. 2010.
[7] C. Shang and K. Brown, “Principle Features Based Texture Classification with Neural 
Networks,” Pattern Recognition, vol. 27, 1994.
[8] R. Duda, P. Hart, and D. Stork, Pattern Classification, 2nd ed. Wiley Inter-science, 
2001.
[9] C. Bishop, Pattern Recognition and Machine Learning, 1st ed. Springer 
Science+Business Media, 2006.

[10] G. Bradski and A. Kaehler, Learning OpenCV: Computer Vision with the OpenCV 
Library. O’Reilly Publishing, 2008.
[11] D. Sannen, E. Lughofer, and H. Van Brussel, “Towards incremental classifier 
fusion,” Intelligent Data Analysis, vol. 14, no. 1, pp. 3–30, 2010.
[12] S. Kotsiantis, “Supervised Machine Learning: A review of Classification 
Techniques.” Informatica, vol. 31, pp. 249-268, 2007
[13] L. Kuncheva, J. Bezdek, and R. Duin, “Decision Templates for Multiple Classifier 
Fusion: and experimental comparison.,” Pattern Recognition, no. 34, pp. 299-314, 2001.
[14] Y. S. Huang, and Y. C. Suen, “A Method for Combining Multiple Experts for the 
Recognition of Unconstrained handwritten Numerals”, IEEE Transactions on Pattern  
Analysis and Machine Intelligence. Vol. 17, no. 1, January 1995.
[15] “Wacom”, n.p. 2012. March 25, 2012<http://www.wacom.com/en.aspx>
[16] Carranza, N., “Jpen-Java Pen tablet Access Library”, n.p. 2012. March 
25,2012<http://sourceforge.net/apps/mediawiki/jpen/>
[17] “Acceleglove”, n.p. 2012. Mar. 25, 2012 <http://www.acceleglove.com/>
[18] G. Newell, “A Probabilistic Approach to Gestural Recognition and Dialogue 
Management.” The University of Arizona. UMI Dissertation Services, 1995. 
Unpublished.
[19] J. Gao, W. Fan, and J. Han, “On the Power of Ensemble: Supervised and 
Unsupervised Methods Reconciled.” SDM’2010 Columbus, OH, 2010.
[20] S. Gunter and H. Bunke “Multiple Classifier Systems in Offline Handwritten Word 
Recognition on the Influence of Training Set and Vocabulary Size.” International  
Journal of Pattern Recognition and Artificial Intelligence vol. 18, No. 7 (2004)  World 
Scientific Publishing Company, 2004.
[21] L. Hansen and P. Salmon, “Neural network ensembles.”, IEEE Transactions on 
Analytical Machine Intelligence. Vol 12, pp. 993-1001.1990
[22] N. Oza and K. Tumer “Classifier ensembles: Select real-world applications.”, 
Information Fusion vol 9, pp. 4-20, 2008.
[23] R. Schapire, “The Strength of Weak Learning”, Machine Learning, vol 5, pp. 197-
227, 1990.
[24] D. Optiz and R. Maclin, “Popular Ensemble Methods: An Empirical Study”, Journal  
of Artificial Intelligence Research, vol. 11, pp. 169-198, 1999.
[25] B. Vicars, “American Sign Language Institute”, n.p. 2012 
<http://www.lifeprint.com/>

656 Int'l Conf. Artificial Intelligence |  ICAI'12  |

http://www.lifeprint.com/
http://www.acceleglove.com/
http://sourceforge.net/apps/mediawiki/jpen/
http://www.wacom.com/en.aspx


Ontology-Based Recognition of Physical Objects in a Virtual World 

Geun Jae Jung1, Jong Hee Park1 
1Kyungpook National University,Department of Electronics,Daegu,Korea 

{cooky8884, jhpark}@ee.knu.ac.kr 

Abstract: To construct a virtual world, we develop the recognition capability for agents as its key element. The agents 
perform this capability by means of comparing the physical properties centered on the shape with the 
corresponding pieces of their knowledge. Their associated perception capability is against the shapes of the 
objects in the virtual world simulated in terms of the regular shapes and line segments. Meanwhile, their 
knowledge about those objects are modelled in terms of an ontology that captures their composition, 
physical attributes and functions in an integrated manner. The diverse inferencing rules used by the virtual 
inhabitants to recognize the objects from the perceived properties mimic those logical rules humans use in 
their real life. 

 

1 INTRODUCTION 

A virtual world becomes an authentic cyber-space where the users feel immersed only when it is inhabited by 
autonomous agents against a realistic environment. Those agents are to be designed to act appropriately 
according to information they perceive and infer on the situations they face. These autonomous agents are 
different from those types of agents designed to pursue only perfection and right answers. Like ordinary humans, 
these agents may make mistakes or behave in unexpected manners according to their respective knowledges and 
personalities[1]. To achieve this autonomousness and individuality among agents they need to be equipped with 
recognition capability for situations in the virtual world as a premise. Considering the situation they would deal 
with is constructed in terms of entities, relations and activities, the entities are the most basic elements to be 
recognized in the situations. The other elements are built on top of those entities and especially the physical 
objects.  
We design object recognition capability for the agents in our virtual world. This capability is performed using 
their shape as the main feature. To describe the shapes of the objects in our virtual world we define a set of 
regular shapes, in terms of which arbitrary shapes are to be approximated as close as possible[2]. Some objects 
may be described with just one regular shape while other objects are with two or more shapes combined[2]. We 
design the virtual objects to actively transmit their contour in terms of lines and arcs in order to save primitive 
signal processing effort for perception in the real world.  
One of the vigorous studies on image recognition vectorizes images including target objects in terms of 
occurrence frequencies of Visual Words[3]. This method recognizes objects and scenes in images by comparing 
the amount of input image features with Visual Words in the database[4][5]. However, mere frequency 
information is not enough to accurately recognize objects and scenes. Our recognition targets at a number of 
diverse objects occurring in complex situations. These objects are not only diverse in their kinds but also 
numerous within each kind, so our method is to be able to distinguish among difference instances of the same 
kind. 

We develop a special ontology, which plays a pivotal role as the main knowledge base for the recognition. 
This ontology provides a comprehensive knowledge about the composition of the cosmos in its entirety. In other 
words, it describes the objects and concepts composing the real world, and their existence structures and 
properties changing to the associated principles, rules and constraints[6]. Also, it is used as part of the 
knowledge structure for the agents[7], which they use for recognition and inference. In addition to the ontology, 
the Instance Graph and the S-T graph are developed to provide a instantial and historical contexts in our virtual 
world. The agents perform their recognition of the target object by collectively comparing the information 
transmitted from the objects with the schematic information from the ontology and instantial and historical 
information from the other knowledge components above. Besides this comparison the agent is designed to use 
several human inferencing mechanisms such as deduction and contraposition to derive information that is not 
explicitly perceptible[2]. This recognition method could be used not only for physical objects but also for 
relations, events or whole situations not directly perceptible to their associated agents. Furthermore, its use 
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could be extended to recognition of abstract concepts. 

2 ONTOLOGY 

2.1 The structure of the ontology  

Our ontology is modeled in terms basically of entities, relations and activities. The entity is characterized by 
its composition and descriptive attributes and functions. The relation is described by its associated entities, 
descriptive attributes and actions while the activity, a special type of relation, is composed of the pre-condition 
and procedure and effect parts[8]. The entity, the top class in the ontology, encompasses includes the physical 
entity and the logical entity as shown in fig.1 below. 

 

 
 

The physical entity is characterized by such properties as composition, descriptive attributes, functions and rules. 
The descriptive attribute is represented by a variable with its domain values continuous (e.g., 10-20cm) or 
enumerated range (e.g., red, blue, green.) The functions describes the functional characteristics of an entity. The 
rules specify the laws and principles relevant to their associated entity. 
The physical entity is specializes into the matter, the physical object and the physical concepts. The physical 
object has as its definitional property a fixed shape, and composed of solid matters or other physical objects in a 
recursive manner. The matters have characteristics they never disappear, but they just change in their state. They 
can exist on their own like sand on a beach, but usually as materials of physical objects. The physical concepts 
such as the light, energy, and force affect physical entities. While they reveal diverse physical characteristics 
like the other types of physical entity they are distinct in that they do not exclusively occupy the space. The 
logical entities are defined as abstract things in human's conception. They are exemplified by law, organization, 
language, etc. 
 

2.2 Characteristic property 

Each instance or class has its own identity. Such an identity can be established by comparing one or more 
properties. When a single property can uniquely distinguish its associated entity from the others, such a property 
is called Characteristic Property. For example, the action of nurse could identify that animal a mammal. To 
identify a particular instance within a species we need further characterizing properties in addition to the 
Characteristic Property as specified in the class. If we can acquire these Characteristic Properties we can easily 
identify its kind or instance by merely comparing those properties. This section must be in one column. 

2.3 Definitional Property  

Similar classes have commonalities in their properties. Those classes can conceptually be organized into one or 
more class hierarchies in terms of such commonalities.  
The property distinguishing a class among those similar classes from their common super class is called 
Definitional Property. A Definitional Property for a class constitutes the additional qualification to that of its 
super class for the class membership. Consequently, subclass memberships are more restrictive than their super-
class so their members each are fewer than their superclass's members. As shown in Fig.2, ‘nurse()’ of 

Figure 1.Top part of the ontology

658 Int'l Conf. Artificial Intelligence |  ICAI'12  |



‘mammal’ class is its Definitional Property that specializes the class from ‘vertebrate’ class.  
 

 

 
Unlike Characteristic Property the Definitional Property by itself cannot uniquely identify the class. Rather all 
its ancestor Definitional Properties need to be combined in sequence with that of the target class.  

3 Perception and recognition of the properties of entities  

3.1 Recognition of descriptive attributes 

The entity substantiates its existence in terms of its descriptive attributes. The specific values of those properties 
are perceived via sensory organs or measured using instruments. For example, color, size, or shape are visually 
perceived and sound is audibly perceived. Moreover, touch or taste could be perceived by tactile sense or palate. 
Among these properties we focus on visual property in that the vision accounts for the major portion of human 
perception. 
 
3.2 Perception and recognition of object shape 

The perception by an agent in our virtual world starts with extracting from the image in her scope boundaries 
between regions (ie, shapes) exploiting difference in color. The extracted boundaries are saved in terms of lines. 
Those lines are used to describe 2-dimensional shapes included in the image. These shapes have their respective 
attributes and form positional relations with each other. According to their positional relations those 2-D shapes 
are rearranged to become the faces of 3-D shapes. The agents recognize objects by comparing such attributes as 
their types of 3-D shapes, sizes and colors with those of the entities stored in their knowledge base. In our 
perception mechanism we use the Finite Elements Method, where detailed regions are first analyzed and upper 
regions are described in terms of those detailed regions[9].  
 
3.3 Definition of 2-D shapes 

We divide the shape types into connecting lines, regular shapes, and irregular shapes. A connecting line has no 
internal region, and is only a simple connection. The regular shapes are classified into triangle, tetragon, circle, 
ellipse, and all the other shapes are regarded as irregular shapes. The regular shapes are the basic shapes to be 
used to approximately describe object shapes in our virtual world. The basic units to be used in our recognition 
stage are 3-dimensional shapes, such as sphere, cylinder, box and pyramid. 
The agents recognize 3-D objects by combining the 2-D shape informations perceived in different viewing 
angles. We minimize the kinds of regular shapes since a shape could be seen as different shapes depending on 
different viewing angles, like a regular triangle seen as an isosceles triangle or a square seen as a diamond shape. 
However the circle is an exceptional tyoe not to be generalized to ellipse, because of the fact that the shape from 
any viewing angle is invariably a circle implies the object is spheric. We approximate as possible complex 
shapes in terms of regular shapes. In such an approximation, two or more regular shapes are combined with 

Figure 2 The class hierarchy 
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modifications via spatial additions or subtractions to reflect minor deviations from their basic forms[10].  
Fig. 3 illustrates how complex shapes could be approximated in terms of regular shapes. 

 

 

 

3.4 Comparison of shapes 

The recognition of object shape basically is performed by comparing th approximated representation of a target 
shape with the corresponding information from the agent's knowledge[8]. However, this basic recognition 
method is to be enhanced for the points described below.  
First, the amount of perceived information could differ significantly according to the distance from the agent to 
the object. While the agent can see all the details when the target object is close, an object in the distance would 
be viewed just along its outlines with details blurred. Thus, the detailed information on the object shape may or 
may not be provided for the agent to recognize the shape of objects. 
Second, the target object may be hidden by other objects. In this case, we need reasoning algorithm for restoring 
the complete shape utilizing the remaining portions of the shape. The reasoning algorithm uses the three 
methods following. 
i) Extrapolate between two line segments enough to connect them. Based on their intersection, the remaining 
part is inferred.  
ii) In case a line is partially broken into line segments, an imaginary line including those line segments is used 
as the reference line for inferencing the shape.  
iii) In case of ellipse, angles and lengths of repetitive arc are first calculated. Then imaginary circumference is 
recovered by inferring the hidden portions[9].  
Third, to handle different shapes due to different viewing angles we utilizes the same method as that for the first 
point. That is, the perceived shape is compared against its associated composition information from the agent' 
knowledge.  
Fourth, we are to consider an object may change in its shape by time or situation. To overcome those variations 
we need to judge what are the significant elements in the shape. In fact, this judgement could apply to any 
aspect. 

4 Ontology-based object recognition and relevant logical reasoning methods  

4.1 Object recognition  

An agent starts the object recognition with comparing the perceived data the agent perceived with the 
information in the ontology. This recognition of an object could utilize not just its internal properties but its 
reaction to external stimuli. The most basic property by which a physical entity could be identified is its volume 
occupying the space. In addition the entity could be further characterized by such reactive properties as its 
resolution in case of mixture with another entity, its movement in case of collision with another entity, its 
shadow in case of being lighted etc. Those properties could be acquired through perception unless they are of 
dimensions too large or small to be perceived.  
For example, suppose an agent is trying to find her missing dog. In case she meets a likely animal, she would 
first recognize its class using such class information as shape and color etc. in the ontology. Then, she would 
seek further pieces of information to match her knowledge about her dog. Those instantial informations might 
be a scar on it, a limping pattern when walking, a barking habit, etc. 
On the other hand, the physical concepts can only be characterized by their inherent effects rather than their 
internal properties, e.g., force by the effect of exerting pressure on other materials or objects. Unlike the other 
physical entity categories the physical concept can share space with other physical entities. 

Figure 3 Complex Shape derived through 
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4.2 Logical reasoning methods 

Human can infer informations from raw data using diverse inference methods. Such raw data is obtained mainly 
via perception or indirect experience through learning. In this paper, the agents are designed to use several 
inference methods as follows. 
 
1) Rule in the general form 
The rule in general is represented by the following formula. 

C1 -> C2  
Where Ci denote clauses expressed in terms of existence and states; -> denotes implies. By instantiating the 
variables in the clauses we can explicate information implicit in the situation as perceived. 
 
2) Contraposition 
Contraposition is described by the following formula. 

<C1 or C2 -> C3> leads to 
 <NOT C3 -> NOT C1 and NOT C2> 

Contraposition is applicable not only to certain links but also to less than certain links. For those uncertain links 
an additional consideration would be required on their associated exception links[8]. Just as rules of thumb hold 
good in reality, if probability p from C1 or C2 to C3 ≒ 1.0 contraposition should still apply. However, if p<< 
1.0 or p ≒ 0 it cannot apply in any case.  
 
3) Necessary and sufficient conditions 
We can utilize the necessary and sufficient conditions for inferencing, e.g., to identify a particular class or 
instance. Consider, for example, that the bio-force a product of the animal is used as thrust for its move. This 
relation between the source of force and the agent of the move suggests its move is a self-powered move by an 
internal force. This property is a necessary condition for being the animal and the only other class that has this 
necessary condition is the motor vehicle class. Given this reasoning, a self-powered moving object would be 
judged to be an animal with a certainty if we could somehow rule out possibility of its being a motor vehicle. 

 

4.1 Overall procedure of our ontology based object recognition 
 
Suppose the agent is trying to identify her family car being driven by her father in a crowded parking lot. 
Following our general recognition process, the comparison between her perceived data and information in the 
ontology starts at the class about which she can perceive the most detailed information. If the target object is not 
fully perceivable or there are many instances with the same shape, however, the shape is not a characteristic 
property so the agent needs to perform inferencing (Section 3.4) in addition to comparison (Section 3.3). When 
it is dark so the agent can barely figure out the objects' contour, for instance, the physical object class would be 
the starting class. If needed  and possible additional information is deduced by inferencing. To judge (or infer) 
whether the object is moving, she would use the rule that an object is to be (seen) at different locations at 
different times. Further, no external power sources are seen (and inferred) it is inferred to be self-powered and 
consequently, to belong to the animal or motor vehicle class. Likewise the comparison continues along the class 
hierarchy using additional properties perceived or inferred until its class or instance identity is determined as 
required. To identify it in the instance level the agent needs to use further information such as its plate number, a 
dent, its unique wheel shape, etc. 
 
5 CONCLUSIONS 
 
In order to cope with a situation, an agent first needs to recognize objects in the situation. The objects are the 
most basic elements of the situation on which relationships and activities can be established. We aim to develop 
an autonomous agent that inhabits in our cyber-world. Such an autonomous agent needs to have perception and 
recognition capabilities to be able to react actively to diverse situations occurring in the cyber-world. To 
implement those capabilities we develop a knowledge representation scheme and associated inferencing 
mechanism for the agent.  
We focus on the visual information among various perceptible information to be used to recognize physical 
objects. We develop a specialized ontology to model the entire world and to represent the agents' knowledge 
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structure. The object shape is the most distinctive visible property humans use to identify objects with respect to 
their class or instance. We develop a representation method to approximate complex object shapes in terms of 
several regular shapes. While these shapes usually characterize objects uniquely, the agents may need additional 
informations deduced by inferencing in case perception is not complete or many identical instances are 
considered. 
To completely grasp the situations the agents need to recognize diverse imperceptible components such as 
relationships, activities, logical concepts, etc. Recognition of these categories of concepts demands additional 
knowledge on instantial and historical information besides elaborated inferencing. We hope you find the 
information in this template useful in the preparation of your submission. 
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Abstract - The present research is aimed at analyzing the 

current outsourcing situation in European companies and, 

particularly, in the Spanish ones, and at establishing the bases 

to be able to understand the foreseen transition to more 

developed practices such as the Business Process Outsourcing 

(BPO). The current macroeconomic frame, especially adverse 

in the case of Spain, makes this kind of methodologies have a 

warm welcome among companies, either public or private 

ones, since they are seen as having important chances to save 

money. The aim is definitely to take some measures to cut not 

only general costs in the usual outsourcing field, but also 

operation and core processes costs, following mostly the 

modern BPO. Moreover, a new economic activity is generated 

around BPO, which can be interesting for the Spanish 

strategic consultancy firms. At this time, the limited 

development of BPO can be determined, to a certain extent, by 

the little confidence clients have giving “sovereignty” when 

they make their strategic decisions. Anyway, this kind of initial 

reluctances are hoped to be saved as time goes by and with 

the generalization of this sort of practices in all sectors and 

geographic environments. Some aspects like economies of 

scale and the consequent obtaining of minor costs or the 

know-how of the companies which provide this kind of 

services that could even produce an increase in the chapter of 

incomes based on economies of scope make that BPO clients 

think at least of the possibility of including them in some of 

their processes and sub-processes. Finally, this research 

makes a brief observation about the relation between BPO 

and the so-called Offshoring, by which growing companies or 

simply those eager to enhance their income statement 

accounts, can relocate their productive processes by means of 

costs. 

Keywords: Outsourcing Process, Subcontracting, Business 

Process Outsourcing, Core Business, Offshoring 

 

1 Introduction 

  Since the crisis at the beginning of the 90s, the Spanish 

economy has had a decade of growth in an environment of 

sustained expansion. However, since 2008, the country has 

been suffering from an important worsening in its 

macroeconomic indexes, to give way to a long period of 

recession (2008-2010), followed by a weak growth stage with 

an inter-annual increase of 0.7% in 2011.  As it can be seen in 

Figure 1, it can be expected the Spanish economy will go into 

a recession phase again during 2012 as a consequence of the 

crisis in the sovereign debt. Even though there had been 

previously several indexes that led to symptoms of 

deceleration, the damages reflected on economy could be seen 

from January 2008 with the stock market crisis together with 

the problems in the real- estate market. All this together with 

an inflationary frame in the increase on petrol prices and food 

products have led to the current pre-recessive situation. In 

August 2011 Spanish authorities reacted taking additional 

fiscal adjustment measures, as well as including a rule of 

budgetary stability in the Spanish Constitution, which 

reassured the compromise by the Spanish public finances with 

the maintenance of a healthy budgetary situation for the 

medium and long term. According to the forecast by El Banco 

de España [1], during 2012 and 2013 employment will 

continue decreasing as to reach an unemployment rate of 

23.4%, which is the main structural problem of the Spanish 

economy. Furthermore, a replacement of domestic markets by 

external markets has been considered as probable by the 

Spanish business network in a context where the second ones 

are relatively stronger than the first ones, which are under a 

considerable withdrawal in private consumption. On the other 

hand, importations would support a great decrease – about 

5%- having into account the strong adjustment in the national 

demand  

 

 
Figure 1. Expected evolution of Spanish GDP 

 Source: Banco de España 

 

 In this pre-recessive context of Spanish economy, the 

current research is aimed at analyzing the opportunity of 

development of outsourcing techniques as a way to reinforce 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 665



the competitive position of Spanish companies or, in some 

cases, to make even their own survival easier. Even though 

these practices have been applied for some decades in 

different ways, authors consider that the current approach to 

shared facilities, the act of making strategic decisions together 

with specialized companies, the know-how profit which these 

ones can contribute and definitely cost-cutting and income 

increasing that the outsourcing produces, will make some of 

these companies be able to get competitive positions that 

strengthen their future for a medium and long term. 

 On the other hand, outsourcing is evolving fast to 

processes where each time it is necessary to have a greater 

specific knowledge as well as having the support of more 

sophisticated technological tools. In short, we might be 

witnesses of an increase in the value of these services in 

relation to their costs. Obviously, the outsourcing business is 

still far from being well structured, as it is still in the starting 

phases of settlement as a product. It needs to grow 

quantitatively and qualitatively not only on the supply – to 

companies multi-specialized in more and more processes and 

to more and more core processes- but also on the demand – to 

smaller companies, in a wider environment and in more varied 

sectors 

2 Current Outsourcing approaches: to 

Core Processes Subcontracting 

 In the Global Outsourcing Survey 2007 [2], 

Pricewaterhouse Coopers has reached the conclusion that for 

a wide majority of clients – 87% of respondents-, outsourcing 

gets the expected benefits totally or partially. 31% think the 

aims have been completely achieved, which is important 

considering the complexity and uncertainty they face before 

contracting these services. As regards financial institutions, 

the degree of total satisfaction reaches 46%. On the other 

hand, 91% of the respondents either satisfied or not with the 

results, say they will contract outsourcing services again. 

 The main reasons companies give to outsource processes 

are the following ones: 

 Lower costs (an important or very important factor for 

76% of respondents).  

 Getting access to know-how (70%).  

 Offering services others can do better (63%). 

 Increasing the flexibility in business (56%). 

 Improving the relationship with clients (42%). 

 Developing new products or services (37%). 

 Geographic expansion (33%). 

 Many of the respondents (53%) stated that they 

outsourced processes considered as core. Obviously, the 

definition of activity or core process was up to the 

respondents and it can have different meanings for each of 

them. An evolution can be noticed from the external ring, (see 

figure 2) where no-core processes are situated, to a second 

ring of essentials no-core activities. For instance, in the 

finance function, this can be understood as an evolution from 

the outsourcing of payrolls and accounts payable to the 

technical support in the annual budget calculation, in 

forecasting and management control. 

 

Figure 2. Core vs Non-core in the Finance Function 

Source:  Pricewaterhouse Coopers 

ICT services are still the most widely outsourced activity for 

57% of the respondents. In general, 70% of them outsource 

one or more activities which are intrinsically strategic: 

 53% outsource the production or delivery of core 

products or services.  

 33% outsource sales and marketing (including third 

party distribution channels) 

 32% outsource innovation, research and development. 

 

Figure 3. Outsourcing is intensifying. Source:Pricewaterhouse 

Coopers Global Outsourcing Survey 2007 

 Financial institutions, with 40%, are especially prone to 

outsource sales and marketing – for instance, to insurance 

brokers and financial agents. Civil engineering, mass media 

and ICT firms are less inclined to outsource core activities 

although nearly 40% of them do it. Companies that operate in 
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mature, medium markets like Australia, Canada and New 

Zealand, are especially aggressive contracting outsourcing for 

strategic activities (up to 71%). 48% of respondents outsource 

sales and marketing. Growing companies from these countries 

have small domestic markets, which can cause the necessary 

pressure to force them to contract strategic capacities which 

enable their growth abroad. Over the last years there has been 

a phenomenon which affects a small number of big clients: 

outsourcing customer service by contracting call centers in 

emerging countries with low salary costs. In some cases, this 

option has found a serious competitor in the switchboard 

managed by an ICT company and without enough staff.  

Outsourcing is spreading in a dynamic way to areas like R+D 

from much more static positions in a long term, with contracts 

between a provider company and a client company. The 

freedom each one had to act was very limited. At present, as 

we go into the second era of outsourcing with many mature 

ICT contracts, clients admit that the new approaches present a 

rich variety of opportunities. Nowadays, the senior 

management team of a company must take into account 

culture, structures and processes attached to the geographic 

and sectorial markets they compete in. For this reason, they 

must be eager to establish alliances and collaborations which 

enable them to design an innovative business model. They are 

important factors when business people start thinking about 

outsourcing new functions and the joint management of 

shared services like human resources and accountancy. 

Depending on their business activity, geographical setting or 

size, between 27% and 55% of the respondents showed their 

interest to widen their current outsourcing levels within five 

years later than the survey was made (2007). There is still a 

margin to grow the ICT outsourcing services: 55% of the 

present clients of these services hope to increase their 

outsourcing levels. The key points in the outsourcing growth 

would be the following ones: 

 For big mature markets: purchases (53%), call centers and 

customer services (45%) and financial and accountancy 

activities (44%).  

 For emerging markets: Worldwide, the highest forecast 

growth is based on contracting call centers and customer 

service centers (56%), core products and services (54%) 

and delivery /logistic (53%). The relocation strategy is 

linked to these answers to a certain extent. 

 Financial services: core products and services (56%), call 

centers customer service centers (46%) and 

sales/marketing (40%). 

 Mass media/telecommunications/ICT: R+D (64%), call 

centers and customer service centers (73%) and 

finances/accountancy (50%). In these so highly 

competitive sectors, companies are especially pressured 

into taking on new initiatives. 

 

3 The potential of BPO as a 

competitiveness alternative in times 

of crisis. 

The constant improvements in Information & 

Communication Technologies (ICT), together with the global 

availability of skilled labor and the reduction of international 

business barriers have caused the value services supply has 

been broken off ([3], [4] and [5]). Many companies have gone 

from an asset ownership strategy to one of outsourcing a part 

or all the components of a service for cost-cutting, to enhance 

the cycle times and to get innovation capacity [6]. In this 

context, Business Process Outsourcing (BPO) means a further 

step in the strategy of outsourcing organizations. It consists of 

integrating several processes, even key or core processes in 

organizational structures unconnected with their own ones. So, 

in this way a new economic activity of companies specialized 

in making processes for third parties arises. Obviously, a great 

part of the competitive advantage of these companies, either 

back office or front office of their activity, lies on the 

economy of scale that is reached and, therefore, on the 

optimum competitive position that means to offer lower unit 

costs. 

It is worth to mention the traditional purchasing centers, 

which are based on the joint realization of the purchasing 

process by several companies. Obviously, the management of 

this purchasing method can be outsourced to only one 

company, such as it is the case of Fortia. This company is 

founded as a way to adjust the great consumers to the 

disappearance of industrial electricity charges in Spain. It is 

formed by 17 business parties of different economic sectors 

and it develops a service that benefits all the parties involved 

and the economy in general, ensuring competitiveness of the 

Spanish basic industries. The previously mentioned groups of 

companies employ 40,000 workers directly in 70 factories all 

over the country. They have a joint turnover of about € 15,000 

millions, which stands for 12% of the Spanish industrial 

electricity consumption. The structure of Fortia is divided into 

iron and steel (47,2%), cement (25,8%), metallurgical 

(20,8%), gas fitter (6,20%) and paper (0,07%) industries. 

Therefore, Fortia is in charge of another part more of the 

activities of the specialized companies in BPO, where the 

purchasing process- generally no core component or services – 

is outsourced. 

In Spain, there is a second example of purchasing center, 

but with some specific features that make it different from 

Fortia. It is a private consultancy- Compras58, placed in 

Valencia, whose main features are the following ones : 

 It is a transversal purchasing center dedicated to the 

negotiation of contracts of any type of purchases, either 

raw or auxiliary material or services. It is not like Fortia, 

whose purchase is focused on energy. 
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 Its potential clients are sectorial business associations and, 

even more, those which operate regionally. Therefore, the 

Compras58 activity is mainly aimed at industrial clusters.  

 Compras58 cannot be said to be strictly a BPO company, 

since as it has been mentioned before, it only deals with 

purchasing process and, indeed, contract negotiation. In 

short, it is a classic sub-process outsourcing- contract 

negotiation. 

From the previously mentioned aspects, it can be 

deduced that the only competence the Compras 58 client 

clusters subcontract – the renegotiation of contracts- will be 

for a short time and it will finish when the new purchasing 

contracts are signed.  This does not stay integrated in 

processes and sub-processes series that their client companies 

make, which, for instance, eliminates logistic part concerning 

provisioning, which is an habitual purchasing process. The 

competitive tool used in this case is the economy of scale, 

obtaining a bigger purchasing power as a result of an increase 

in the purchasing volume. There is also a reduction in the 

number of providers and, therefore, a greater efficiency in the 

contract negotiation management. Finally, the number of 

purchasing references is reduced, which makes Compras58 – 

on behalf of its clients- become a preferential client for its 

providers. According to the last data obtained (year 2007), 

Compras58 owns a client portfolio with 300 client companies, 

grouped in 12 clusters from 6 Spanish regions. These clusters 

belong to the following sectors: textile, automobile industry, 

plastics and maintenance. The closed negotiations during 2012 

appear in this Table: 

Table 1. Savings achieved in 2010. Source : Compras58. 

Item 
Negotiated 

amount (€) 
Savings (€) Savings (%) 

Telephony 3,815,968 772,828 20% 

National courier 368,637 113,075 31% 

Electricity 29,965,668 2,647,355 9% 

Office supplies 382,658 86,568 23% 

International courier 899,651 196,975 22% 

Lab supplies 434,422 111,579 26% 

Road transport 2,341,805 131,425 6% 

Fuel  185,092 7,154 4% 

Natural gas 1,980,454 184,130 9% 

Insurance 98,064 8,562 9% 

Waste Management 7,372 601,000 8% 

TOTAL 40,479,794 4,260,257 11% 

 

According to the above description, then BPO companies 

could be classified in two types: 

 Companies which exploit benefits of economies of scale 

applied to a kind of process (ICT, Purchasing, 

Maintenance, etc.), that is, the classic outsourcing.  

 Companies which, in a way, are integrated vertically into 

their client companies from a more strategic position. 

These companies are still very incipient and cover any 

kind of process susceptible of being outsourced. This is 

called BPO. 

When BPO activities are placed in a specific 

geographical frame and, particularly, when the relocation of 

processes from developed countries into emerging economies 

takes place, we have a kind of BPO known as offshoring. This 

practice has attracted a considerable public attention over the 

last years [7]. Companies which manage this type of BPO play 

an important role, allowing their clients to specialize in their 

core competences and they are used as extension of them [8]. 

Without detriment to the possible savings reached, many 

companies are unable to value BPO advantages. Alster [9] 

foretold that 60% of the BPO companies would face the client 

desertion and the appearance of hidden costs that could cancel 

the savings between 2005 and 2008. Aron and Singh [8] claim 

that half of the companies which dealt with offshoring 

processes have not been able to generate the expected 

benefits. Robinson et al. [10] states that most of 75% of BPO 

providers believe their clients were not prepared enough for 

the initiative and lacked of a very well developed strategy 

when facing how outsourcing could work.  These anecdotic 

findings state that the BPO companies’ management is still not 

in accordance with their clients expectations. An important 

reason for this problem could be the inability of service 

providers and clients to handle with interdependences of 

processes, which leads to failure ([11] and [8]). The effective 

integration process between the service provider and its client 

should be made strongly and decisively in the highest 

collaboration frame. We must remember that BPO providing 

companies are usually strategic consultancy firms which do 

not offer a generalist view but a multi-specialist one in 

contrast with the only specialization of the classic outsourcing 

companies. The problem lies on the fact that on almost any 

occasion there is a distrust by the senior management team of 

the client company to the BPO provider requirements about 

“giving sovereignty” when making organizational and 

strategic decisions that affect the company as a whole. 

Anyway, these problems that rise systematically in BPO 

projects are determined by the business immaturity and its still 

scarce visibility by potential clients. The break-even point will 

be determined by the component of the corporate strategy that 

the senior management team of the client company will be 

willing not to transfer, but to share with its BPO provider. 

Obviously, the opposite point is found in keeping the brand 

name by the client, having outsourced the majority of 

processes, either core or not. There is an interesting debate 

concerning this, which accepts opinions in all senses, without 

any solution of continuity. 
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Although some researchers have expressed their need of 

a close relationship between the members of the supply chain 

[12], only recently has the possibility of suggesting a 

systematic approach to study the supply chain integration been 

raised. The current competitiveness in industrial and service 

markets has made several companies reconsider the need of 

establishing cooperation alliances, mutual benefit and joint 

improvement of transversal processes, which have become a 

high priority [13]. At this point we should mention the 

comakership techniques, which have worked so well in sectors 

like automobile, where the intermediate margin cutting has 

reached very high points. The capacity to integrate different 

processes into different contexts can provide BPO companies 

with unique competitive and irreplaceable positions that will 

allow those companies which contract their services to reduce 

failure risks in the process to improve the client service levels 

and performance.  Given this, it is assumed that BPO can 

mean not only cost savings by cost-cutting and by economies 

of scale, but also an increase in incomes as a consequence of 

economies of scope, which the new core processes a BPO 

company can do for its client involve. 

BPO range of services (maintenance, legal services, 

purchasing, marketing logistics, etc..) is as wide as varied the 

functional division of the company is, obviously assuming 

intermediate proposals of outsourcing of areas, sections or 

hierarchically less important units in a traditional organization. 

Clients can only contract one BPO supplier, provide him with 

work specifications or procedures and wait for a good supply 

[8]. The provider will make more mistakes and will work 

more inefficiently than the client company employees, until he 

can manage these tasks easily. This fact must be considered 

and quantified in ROI terms when thinking of a BPO project. 

Obviously, this situation is produced when the outsourced 

processes belong to core business and this is usually the 

reason that makes organizations not contract BPO companies 

for this kind of processes. This also means discouragement for 

the senior management team of companies planning to 

relocate a great part of its key processes, which must be 

considered when they decide whether making the project with 

their own means - through expatriate - or  with other’s - by 

contracting an offshoring company. There are other failure 

risks for BPO companies related to the contractual obligations 

that they have with their clients. The effective integration can 

make these problems disappear. The lack of effective 

integration in a service environment can lead to a deficient 

performance, so this is an important area to explore. Many of 

BPO tasks have complex knowledge components [14]. 

Therefore, tasks can vary the complexity grade and so the 

result of the execution. The quality of these services can often 

depend on the coordination between different processes and 

sub-processes within the same process. Consider that part of 

the sub-processes or processes are made by BPO companies 

and other part by the client company. The most convenient 

thing might be to make a maximalist approach when 

contracting BPO companies, that is, to outsource no core 

complete processes. In this way, integration problems and 

starting up costs would be avoided and a less payback of the 

investment in reducing staff to outsource it would be obtained.  

The border of BPO with the simple employment of workers, 

outsourced to a temporary work agency, can mean a sign that 

the BPO project has not been completely understood. 

4 Conclusions 

In the current work, the intention has been to make an 

analysis of the different aspects of the classic outsourcing and 

the promising future of the BPO variant in a pre-recessive 

context such as the present one in Spain. It has been seen that 

the motivations that make companies outsource their process 

and sub-processes are different. The satisfaction that the 

application of these techniques in the different productive 

sectors, in different geographic contexts and in companies and 

public capital organizations generates in contrast to the private 

capital ones have also been analyzed. The attitude of 

companies to give or, in all case, to share some of the strategic 

decisions with companies specialized in BPO seems to be very 

far. This fact can be sharply seen in small and medium size 

companies, where BPO has entered less than in big 

corporations. 

As addition to the current work, the possibility of 

establishing an Outsourcing/BPO observatory in Spain is 

proposed here. It will allow to evaluate the integration degree 

of these techniques in the Spanish company and to feature it 

according to several parameters like the region where they are 

placed, sector they belong to, size or company ownership. The 

aforementioned observatory will have a department 

responsible for the characterization and evaluation of the 

services demand. In short, it means to quantify and know the 

evolution of this economic activity in detail. 
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Abstract - Nowadays, increasingly more costumers use the 

Internet to purchase. However, the fear and the distrust of the 

online consumers to supply their bank account number and 

personal data is still an unresolved factor in some web sites. It 

has been acknowledged that those web sites in which 

customers perceive an increased security level achieve greater 

success in completing purchases than those that provide a 

lower one. 

This study aims to establish a methodology based on a 

Fuzzy Decision Support System (FDSS) capable of evaluating 

security perceived by customers in B2C websites. This 

technology allows to process the knowledge of decision 

inserted into the rule data base of the system to qualify the 

safety in B2C web sites according to the customer’s 

perceptions. 

 

Keywords: B2C, Fuzzy Decision, Security, E-commerce, 

Weighted Point. 

 

1 Introduction 

 As the information technologies increase and the 

electronic communications improve, internet users are more 

informed and the companies consider it more important to 

gain new customers by using the Internet as a mean of 

communication and purchase. 

 However, security in web sites is a conditioning factor 

for online customers since if customers perceive that security 

is adequate, they may purchase. On the other hand, if the 

perceived security is low, customers will quit the operation, 

no matter the assessments given to the other key variables. 

 The present paper, in addition to this brief introduction, 

is divided into the following sections. Section 2, describes the 

most relevant variables regarding B2C web sites security and 

the authors that back these variables. In Section 3, an initial 

model is proposed to evaluate the perceived security in these 

web sites by using two different evaluation techniques: one 

based on weighs and the other based on fuzzy logic. Finally, 

in Section 4 the final conclusions of the study are shown. 

 

2 Literature Review 

 In this section, it has been reviewed the literature 

pertaining the most frequently used variables to evaluate the 

perceived security in B2C web sites. The ones that are to be 

highlighted because of their importance are: payment security, 

service privacy and confidence. Table 1 defines these 

variables, as well as the authors that support them. 

Table 1: Relevant variables in the evaluation of perceived 

security. 

 

3 Proposed Model 

The proposed model stems from a global model for B2C 

web sites evaluation that is the result of a Delphi Method 

performed nationwide by experts on Market Online. The 

model consists of three subsystems of partial evaluation (web 

site quality, offered service and security) that combine to 

achieve the final evaluation of the B2C web site. 

In this research, we will focus on the analysis of the 

subsystem of evaluation of B2C web sites security by using 

two methods: one of weights factors and another based on a 

fuzzy inference system. 

It has been decided, as a criterion for the good 

operational policy of the model, not to make the value of a 

variable depend on more than three others. What is more, 

since not all influencing factors can be measured by using 

VARIABLE AUTORES 

Payment Security: Protection 

guarantee regarding transactions 

and means of payment used during 

the purchase procedure. 

Szymansky y Hise (2000), 

Ranganathan y Ganapathy (2001), 

Madu y Madu (2002), Francis y 

White (2002), Otim y Varum 

(2006), Venkataiahgari et al. (2006) 

Oppenheim y Ward (2010), 

Ramanathan (2011). 

Service Privacy: Protection 

guarantee of important data 

supplied by the customer regarding 

filing, treatment and maintenance. 

Ranganathan y Ganapathy (2001), 

Zeithaml et al. (2002), Oppenheim y 

Ward (2010), Stefani y Xenos 

(2011). 

Trust: Firm hope on someone or 

something. In e-commerce, 

specifically, refers to the hope an 

online customer has that the 

purchase made by using a web site 

is to fulfil his expectations. 

Mayer et al. (1995), Houston y 

Taylor (1999), Mauldin y 

Arunachalam (2002), Lala et al., 

(2002), Kaplan y Nieschwietz 

(2003), Yousafzai et al., (2003), 

Oppenheim y Ward (2010), Hong y 

Cho (2011). 
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easily quantifiable variables and their measurement may 

depend on the expert knowledge of the evaluator, it is 

intended to develop an easy relational tool that allows to 

evaluate B2C commerce platforms with the highest possible 

degree of objectivity, in spite of the uncertainty associated to 

the evaluation of some of these influencing variables. 

Figure 1 shows the parameters involved in the evaluation 

of the three variables that play a part in the model proposed to 

evaluate the security of a B2C web site.  

 

Figure 1: System for the evaluation of the perceived security in B2C web 

sites. 

 

To evaluate the variable [Payment Security], the 

customers of the B2C web platform are asked to fill in a little 

questionnaire to qualify the perception of the payment 

security. The questionnaire evaluates the customer’s degree of 

satisfaction (from 1 to 7) about different items related to this 

variable. Aspects as the availability of secure modes to 

transmit information or the identification of the participants of 

the payment system are evaluated. 

For the variable [Privacy Service] it will be needed to 

evaluate if privacy regarding data sent really exists or if it is 

not explicit. With this aim, customers fill in a questionnaire in 

which they are asked about different items as the use of data 

encryption systems, personal data protection guarantee or the 

privacy in delivery. 

Finally, variable [Trust] refers to the trust or faith on a 

person or thing. Regarding B2C, confidence refers to the hope 

that the customer has that the purchase is made according to 

his expectations. The existence of certificate trusts, comments 

made by real customers evaluating the service or the 

possibility of cancelling the order are factors that condition the 

qualification of this variable. 

Taking into account the evaluations obtained for these 

three variables and applying some available evaluation 

methods–in this paper two methodologies are shown– the final 

qualification is obtained. 

 

3.1 Techniques to evaluate the model 

Out of the different available calculation methodologies 

to evaluate the dependent variables within the proposed 

model, two have been chosen to be depicted as examples, 

showing their pros and cons. These two methods are: a 

traditional variable weights model (Weighted Point Model) 

and a fuzzy inference system. 

3.1.1 Weighing Method (Weighted Point Model) 

In the weighing method (Timmerman, 1986), the 

assessments of the dependent variables defined in an 

evaluation model are calculated by arithmetic weighing of the 

assessments of the variables that have influence in their 

determination. 

The qualification of each variable can be calculated as a 

function of the expert knowledge on perceived security in the 

B2C web platforms targets of this study or by making a poll 

among usual customers of these platforms. 

The final obtained qualification will be a function of the 

score of its three determining variables: Payment Security 

[H1], Service Privacy [H2], and Trust [H3], taking into 

account their respective weights defined as [WS1, WS2, WS3]. 

For instance, privacy as well as security are considered critical 

factors in payments, therefore the weights for the evaluation of 

the B2C web site security will be: [0,4; 0,4; 0,2]. 

Next, Table 2 shows a numerical example of the results 

obtained by five B2C web sites by using this method with the 

aforementioned weights. It must be reiterated that these 

weights might be eventually varied according to the expert’s 

criterion or according to the customers’ feelings obtained 

through polls.  

Table 2: Five B2C web sites final Evaluation.  

 

 

 

 

 

 

 

 

Intuitively, it is verified the ease to calculate of the 

weights model. However, this method does not allow to 

aggregate the knowledge to make decisions in the evaluation 

of the dependent variables in an intuitive way as the decision 

systems based on rules do allow. This fact makes it difficult to 

conceptualise the model of evaluation of the perceived 

security in B2C web sites and enforces a much too linear 

behaviour in that assessment. This linear behaviour may also 

make it difficult to adequate the evaluation to the reality if the 

 H1 H2 H3 Total  

WEB 1 0,3 0,2 0,2 2,40 VERY LOW 

WEB 2 0,55 0,6 0,55 5,70 MEDIUM 

WEB 3 0,9 0,8 0,9 8,60 VERY HIGH 

WEB 4 0,8 0,9 0,2 7,20 HIGH 

WEB 5 0,4 0,4 0,1 6,92 HIGH 
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platform wishes to set a minimum acceptance threshold to 

some of the variables (i.e. security in payment) because of the 

importance it has to its online customer.  

On the other hand, the nature of the decisions of B2C e-

commerce customers is complex and little structured and the 

estimate of some quantitative and qualitative factors that are 

involved in the process has a high degree of uncertainty and 

subjectivity (Meziane and Nefti, 2006). That is why it is 

proposed to analyse an assessment method that mitigates the 

described inconveniences and that is able to simulate the 

human reasoning procedure in making decisions from 

inaccurate or vague data (Bevilacqua and Petroni, 2002). 

Thus, it is feasible to expand the previous model to a 

fuzzy system able to infer the evaluation of the perceived 

security in different web platforms according to the opinion of 

their purchasing customers so that it is possible to establish a 

ranking depending on the perceived security. 

3.1.2 Fuzzy Inference System (FDSS) 

Fuzzy Decision Support Systems are based on the Fuzzy 

Sets Theory (Zadeh 1965). They allow to aggregate into the 

models a component of uncertainty which makes them more 

efficient when it comes to approximate to reality (Lootsma, 

1997). In these systems, linguistic-type variables allow to 

process qualitative or quantitative information since the 

values that these variables take may be associated to concepts 

of ordinary language instead of the numeric values that the 

traditional variables take (Driankov et al., 1996). In the case 

of the perceived security in B2C web sites, the subjectivity of 

the evaluation they undergo may, in some cases, be high. That 

is why the use of artificial intelligence tools based on fuzzy 

logic and the use of linguistic labels as valid values for the 

variables of the model to be designed permits a better 

adaptation to the evaluation criteria supplied by the users or 

the expert in this type of business. It will also be proved that 

the design of a fuzzy system in this area will redound in a 

better interpretation of the knowledge inserted in the decision 

system, improving the behaviour of the evaluation in 

comparison to other more simple qualification systems–i.e. 

those based in weights–and achieving nonlinear behaviours in 

the evaluation. To perform the study in this area, we will use a 

fuzzy decision support system with the assistance of the 

application Matlab fuzzy logic toolbox ® version 2.0. 

To adapt the developed model to the fuzzy environment, 

it is necessary to transform the aforementioned variables into 

their fuzzy homologues (input variables as well as output 

ones), in such a way that they can take linguistic values within 

previously defined ranges. Then, the knowledge necessary to 

develop the process will be aggregated as rules, with the final 

goal of obtaining a qualification for the portal. The rules have 

conditional structure, and this structure must allow to 

intuitively assign linguistic labels to all variables.  

In this case, the labels used to perform the evaluation of 

the perceived security in a B2C web site are shown in Figures 

2 and 3. 

 

 

 

 
Figure 2: Labels for the input var.           Figure 3: Labels for the output var. 
 

Next, as a function of the expert knowledge on 

evaluation, the rule base shown in Table 3 is proposed.  

Table 3: Rule base to evaluate the security of the service of 

the B2C web site. 

 
 

For instance, the shaded rule would suggest that if the 

score of the security in the payment is medium, the privacy of 

the service is low and the trust in the web site is high, then, 

the final qualification will be medium. 

Once the fuzzy subsystem is designed, the evaluation of 

a web site can be inferred as a function of the crisp values 

assigned to its input variables. Besides, it is easy and intuitive 

to analyse the congruence of the obtained evaluations by using 

the inference maps supplied by each subsystem of the model. 

In these maps, the scores of the output variables are 

represented by the surface’s height in each point. 

This way, for instance, for a low assessment in payment 

security, the maximum qualification would be around 5.5 

points in a little area (see Figure 4), which would determine 

that the user quits the process of online purchasing in that web 

site. However, for medium and high values in payment 

security, an important increase of the assessment of the web 

site takes place which reaches 7.5 and 9 points respectively. 

In addition, in this last case, for trust values over 6 points, 

high final qualifications are obtained, no matter the value of 

the privacy of the service. This behaviour would be explained 

because a customer that perceives that a service is secure and 

reliable awards the service with a high qualification regardless 

of the service’s privacy.  

 

 

 

 

 

 

Figure 4: Map of solutions with 

low payment security. 

 

 

 

 

 

 

Figure 5: Map of solutions with high 

payment security. 
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4 Conclusions 

In the paper, the variables that play a part in the 

perception of the security of B2C web sites are analysed. A 

model is proposed to evaluate the security in those web sites 

by using two different methods. The first one, based on 

different weights assigned to the influential variables, poses 

different inconveniences: too much linearity in the output 

variable or the difficulty of conceptualising the behaviour of 

the assessment given to the security of the B2C web site, 

which is usually described vaguely and inaccurately. The 

second one is a fuzzy system that not only does it mitigates 

the aforementioned inconveniences but also allows the 

introduction of the knowledge for the assessment as linguistic 

rules in a guided and intuitive manner (based on the expert 

knowledge or in the perceptions provided by the users). The 

results put forth a better interpretation of the security 

assessments of a B2C web site. These results are more in 

agreement with a not so much linear behaviour as the one 

assigned by the weights traditional methods. To broaden the 

research, the model will be validated through web analytics by 

using different available metrics: number of visits and/or 

unique visitors, rebound rate or conversion rate among others. 

The final goal will be to achieve a dynamic model that 

adequately adapts to the online customer necessities.  
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Abstract - In this work the development and implementation 

of a Decision Support System is described. It will assist in the 

route calculation process and in optimizing the filling of the 

trucks that have to transport a considerably number of 

vehicles from near of 8 origins to more than 3,000 possible 

destinations spread over Spain and Portugal, and some in 

France, Germany, etc. The problem can be classified as VRP 

(Vehicle Routing Problem), been a hybrid between the 

VRPTW (VRP with Time Windows) and MDVRP (Multi Depot 

VRP). For its resolution, a Web application using a GRASP 

methodology as an optimization tool has been developed. The 

experiments carried out prove an improvement in the results 

of the freights/routes planning when the DSS is used. The 

improvement is measured trough the percentage of daily 

vehicles dispatched, the decrease of the shipment delay, and 

truck use, among others. 

Keywords: VRP, Heuristic Optimization, GRASP  

 

1 Introduction 

  The aim of the this work is to present the results 

obtained in the development of a research project in which 

heuristics techniques are applied to solve vehicle routing 

problems. This research was developed as an independent 

subproject within the project called SITIM
1
, whose aims are 

to study, evaluate and develop methodologies and systems to 

improve the Intermodal Transportation through scientific and 

technological knowledge. For this purpose, a number of actors 

participate in the project, among which are: Research Groups 

of various Spanish universities (Universities of Valladolid and 

Oviedo), public Logistics and Transportation-related 

institutions and several private companies of these sectors. 

 The subproject aims at analyzing how operational 

optimization and routing calculation techniques may help a 

logistics operator to be more effective and efficient. 

Specifically, the case of a logistics company specialized in the 

automotive sector has been studied. It provides distribution 

services, mainly by road transport, for those companies that 

have the need for vehicle shipments to / from any point of the 

                                                           
1
 Análisis, desarrollo y evaluación de Sistemas Inteligentes de 

Transporte Intermodal. Proyecto MFOM-08-E12/08 del Subprograma 

para la Movilidad Sostenible y el Cambio Modal en el Transporte del 

Ministerio de Fomento, Gobierno de España. 

Iberian Peninsula as well as some strategic points in France 

and Germany. The planning necessary to carry out these 

services is currently performed by a team of technicians that 

make an optimization between service demand and available 

resources (fleet of trucks). On the basis of their experience, 

they decide what vehicles travel in each of the available 

trucks, in order to meet all requirements (specially delivering 

freight on time), objectives and/or restrictions that the 

business strategy. These technicians use an ERP platform that 

manages ordering, billing,... but does not implement any 

support for transportation planning. 

 The above mentioned procedure presents a series of 

drawbacks. Basically the search for optimal routes causes a 

delay in shipments, resulting in having to face penalties more 

often than desirable. The achievement of an optimized 

planning after evaluating all (or most) possible combinations 

of transport which satisfy the objectives and/or restrictions 

would be necessary. 

 When the dimension of the problem is large as in the 

present case, a person is not able to evaluate all possible 

combinations, unless he makes a thorough and detailed study 

for each transport mean, a fact that becomes functionally and 

economically impractical. A Support System for Decision 

Making (DSS: Decision Support Systems) is a software 

application that, using artificial intelligence algorithms, will 

provide the user with a better loads/routes planning. As a 

result, the technicians work would be more efficient and 

effective, and the objectives achieved to a greater extent. 

 The paper is organized as follows. In the remaining of 

this section a literature review is made to analyze different 

options for solving the addressed problem. In second section, 

the problem and current operational process is presented, 

emphasizing those aspects that should be improved for 

achieving greater efficiency work levels. Then, the proposed 

solution, the chosen heuristics techniques (GRASP 

methodology) and the developed Web application are 

described. In the fourth section, the solution is analyzed and 

compared with the current situation. The paper ends with a 

section summarizing the final conclusions of the work. 

 From the point of view of operational optimization, the 

problem tackled in this paper is a Vehicle Routing Problem 

(VRP), as first established Dantzig and Ramser [1], and 
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subsequently studied Bodin et al. [2], Magnanti [3] and 

Laporte and Nobert [4]. Under the VPR umbrella, there are a 

huge number of problem types  to be dealt with . More 

specifically, our study was found to fit  VRPTW (VRP with 

Time Windows) and MDVRP (Multi Depot VRP) types. The 

VRPTW type, as Savelsbergh [5] established, is used in 

problems where there is a time window for transport; in our 

case, there is a deadline for completing the delivery. In the 

MDVRP type,  transport planning has to be performed taking 

into account several warehouses or depots, as explained by 

Kulkarni and Bhave [6]. Those are problems where the 

delivery is not usually centralized at a particular point. A 

delivery route starts from a given depot and when the truck 

service ends, a new route is started from a different depot. 

 The resolution of the above problem can be reached by 

using exact or approximate algorithms ([7], [8], [9] and [10]). 

There are interesting solutions for the "Local Search" and 

"Tabu Search" algorithms, especially the one proposed by 

Pisinger and Ropke [11] who established a framework by 

means of which it is possible to solve different VRP 

problems. On the other hand, the “two stage” algorithms use 

some kind of informed search and make an improvement on 

the heuristic based on making the resolution in two separate 

phases (see [12]). An interesting algorithm to be applied in 

this type of problems is the so called GRASP (Greedy 

Randomized Adaptive Search Procedure) introduced by Feo 

et al. [13], which combines techniques and concepts of other 

algorithms. 

 There is a large family of algorithms that involve 

collective intelligence or collaborative, "Evolutionary 

Algorithms", "Swarm Intelligence" and "Multi-Agent". 

Within the category of Evolutionary Algorithms, which try to 

simulate natural selection processes, the most prominent are 

genetic algorithms [14]. In recent years, swarm algorithms 

have blossomed, being analized by numerous researchers 

([15], [16]). The basis of how these algorithms operate, is by 

imitating swarm systems behavior. Mainly, the most widely 

used in solving routing and VRP problems are based on Ant 

Colony. More recently, the Bees Algorithms (BA) has begun 

to be used in optimization problems [17]. Finally there are the 

so-called Multi-Agent Systems. This is a field with many 

possibilities in solving problems which must take into account 

different variables for decision-making and in problems where 

the information is taken from various sources [18]. 

2 Current System for building Route 

Planning 

 The current system for route/loads planning is based on 

the use of an ERP system for managing customers ordering as 

well as the transport to be made. Currently there is a lack of a 

system to carry out the transport planning or, at least, to assist 

the technician in this task. The software application used just 

only tracks orders and serves to support the other functions in 

company: accounting, administration, etc.., Thus, the 

technician should do the load/route planning relying on his 

experience. 

 When planning, the objective pursued is threefold: to 

maximize the load factor of trucks (the trucks are wanted to 

have the maximum occupation at the origin); to minimize the 

mileage (especially in trucks with little or no load at all) and 

to meet deadlines. With these three objectives in mind, the 

different operators perform the 9 planning over the 9 

established Logistics Areas: 8 zones for Spain and Portugal, 

plus an additional area for international destinations. In these 

areas, there are 10 possible depots (origins) and 3,000 

possible destinations (dealers, rent-a-car, etc.) 

 The company has a fleet of approximately 270 trucks, 

spread across the different areas. To carry out the transport 

planning, operators receive through the software application, 

information about the orders and the trucks available in their 

zone. The usual way of planning is to group the orders by 

destination and try to fill trucks to a single destination, having 

priority those orders whose expiration date is closer. Once the 

filling of trucks with orders for the most requested 

destinations have finished, a final check is made to assure 

there is not an urgent order that needs to be introduced 

because its deadline is very close or has expired. In that case, 

if possible, this order (vehicle) will replace an order planned 

before in a route that would be as close as possible to the new 

order delivery point. 

 When the operator fills a truck and confirms the route, 

he uploads the expedition orders to the system, which checks 

if the order is correct and produces the orders for loading the 

vehicles in the corresponding transport truck. The entire 

process is depicted in Figure 1. 

Zone n:  

Ordering 

Arrival

Zone Operator

Loading Orders 

Processing

Interconnection 

with other Zones

Dispatching

 

Figure 1. Current System. 

 It can be seen how, despite the fact that the aim is to 

achieve the objectives for planning (especially concerning the 

delivery of the vehicles on time), not all possible 

combinations of destinations are evaluated because the 

planning is done, primarily, configuring trucks to the most 

popular destinations. Those vehicles traveling to any 
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destination with little demand would be on hold until more 

orders for this destination arrive and have a critical mass to 

fill up a truck, or more orders arrive for a nearby destination 

in such a way that combining both a truck load could be 

completed. This strategy has the risk of not meeting delivery 

deadlines, causing uneconomic settings if, for example, is 

necessary to introduce a single vehicle on a route because it 

needs to be shipped for not exceeding the delivery deadline. 

 Since the work system cannot assess all possible 

combinations of loads, a system based on a heuristic 

algorithm would improve the solutions due to its higher 

capacity to do so. Among all these combinations could arise 

some cargo configurations that would better meet the 

objectives and/or avoiding having vehicles waiting for more 

orders to the same destination. 

3 Planning System Proposed 

 The proposed model consists in a DSS (Decision 

Support System) that will support operators in their task of 

planning routes for the trucks that must deliver vehicles. A 

Web application in which the user (zone operator) is 

identified by its assigned logistics area was developed. 

Initially, the data of the problem to solve are uploaded 

(complete information of ordering and the trucks available in 

the zone). The algorithm parameters are adjusted and the 

optimizer will calculate a solution based on the evaluation and 

comparison of different possibilities by using the GRASP 

algorithm. The solution consists of a set of routes that meet 

the requirements of maximum truck utilization, fulfillment of 

vehicles delivery deadline, etc. The operator will analyze the 

proposed solution and will totally or partially validate it. 

Zone n:

Ordering 

arrival

Zone Operator + 

Route Optimizer

Dispatching

Intercconection 

with other 

zones

 

Figure 2. System Proposed. 

 The operational process (shown in Figure 2) is, generally 

speaking, based on configuring and running the algorithm. 

Once the result is obtained, it must be analyzed to be accepted 

as a valid solution (or a part of), and reconfigure any of the 

parameters to run the algorithm again and get new solutions. 

 Throughout the day, orders (vehicles to be transported to 

a specific destination) are continuously coming to the 

company software system. A zone operator performs a 

planning (load trucks configuration), twice during the day; a 

first one in the morning and another in the afternoon. In this 

way he manages the new orders that have arrived and those 

remaining from previous days. 

 When the operator starts the application, he identified 

himself as belonging to a specific logistic zone. 

Automatically, the information about the orders that have the 

origin among the operator’s logistic zone will be uploaded on 

the application (all orders that have come to the system since 

the last time the planner was ran and those who have not been 

planned on previous uploads). These data include: vehicle 

identification, category, size, origin, destination, delivery 

deadline, priority level, etc. It also informs him about  the 

available fleet trucks his logistic area to be used in planning. 

 Subsequently, the operator proceeds to assign values to 

the algorithm parameters according to the relative importance 

of the objectives to be met (immediate delivery of an order, 

minimizing the distance between potential destinations, 

maximizing the load factor, etc.) 

 Noteworthy that the application already has a pre-set 

parameters such as the maximum number of stops a truck can 

make on a route. This parameter is critical, because the 

loading and unloading of trucks represents a significant cost 

for the company. Therefore, it was considered that the 

maximum number of stops would be 4, being the first one the 

starting point where the truck is loaded. 

 Another parameter is the load factor of a truck, that is, 

the filling percentage of it, which depends on its capacity and 

the number and size of the vehicles carried. It has been 

established a minimum and maximum values (which could be 

changed by the operator in certain cases), which define the 

load factor which a truck should reach to be considered as 

valid. 

 Other parameters relate to the constant cost functions 

used, which give greater or lesser weight to the truck load 

factor, the distance between the possible stops, the total 

distance traveled by all routes forming the solution, the 

distance traveled without load, the urgency of delivery, etc. 

These values would be modified by the operator in each of the 

executions of the algorithm taking into account the 

requirements that should be prioritized at that time. 

 Once the settings have been configured, the execution of 

the algorithm will bring a solution that consists of a number of 

routes and loads that meet all specifications and constraints of 

the problem. The operator will analyze the solution, validating 

those loads that he considers acceptable, and will rerun the 

algorithm after making appropriate changes in the parameters 

for calculating other solution (set of routes). The process is 

repeated as many times as necessary until all orders were 

placed on acceptable routes or it runs out of available trucks. 
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In the latter case, there is the possibility of using trucks that 

are initially assigned to a close logistic zone and have not 

been used by the operator of its area. 

 The optimization algorithm can be run with or without 

what we call "pre-analysis". This consists of a preliminary 

examination of all orders looking for destinations that can 

fully load a truck. That is, if there is a destination with enough 

orders to fully fill a truck, priority will be given to the 

preparation of such orders. This type of route (which we 

called "obvious") will be almost certainly validated by the 

operator, thereby reducing the dimension of the problem and 

facilitating the subsequent optimization work of the algorithm. 

This execution mode has, as an advantage, to be similar to the 

working mode of the operator, but has the disadvantage of 

reducing the size of the problem and delete orders in the "pre-

analysis"; due to this, the optimizer may not be able to reach 

an optimal solution since there are combinations of orders that 

cannot be considered because they contain orders as part of 

any of the "obvious" loads that have resulted from "pre-

analysis". 

3.1 Aplicación Software 

 This section describes the architecture involved in the 

previously described processes. Figure 3 briefly shows the 

internal functioning of the application. The following can be 

observed: 

VALIDATION OF SOLUTIONS

OPTIMIZER

INPUT

DATABASE

 

Figure 3. Application Architecture. 

 The application input is the orders stored in the company 

database. 

 When the area operator is identified, the application 

automatically loads the information related to orders and 

available trucks. This ensures that the orders and trucks 

stored in the application match those which are actually 

available in the logistic area when the operator runs the 

optimizer. 

 The application database contains several master data such 

as a table of distances and the truck fleet. Master data can be 

created, viewed, edited, or deleted. 

 After running the optimizer to find suitable solutions, the 

operator validates the loads and the correspondent routes. 

This information is provided to the company’s computer 

system so that the delivery order is generated with the usual 

format. 

 Moreover, the application architecture follows the 

Model View Controller pattern, which defines the tasks to be 

carried out by the different modules (usually programs, 

libraries, …) Thus, any change in the specifications, can be 

programmed independently in the different modules without it 

affecting or interfering in the rest. 

 The aim is, therefore, to gain flexibility and agility, and 

operating with “open” standards and technologies. Figure 4 

shows an outline of the application architecture: the 

architecture is common to J2EE-based web applications. 

Specifically, the implementation uses the Jboss SEAM 

Framework. 
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Figure 4. General architecture of the application. 

3.2 GRASP 

 The optimizer key element is the GRASP algorithm. The 

metaheuristic algorithm GRASP (Greedy Randomized 

Adaptive Search Procedure), is a multi-start iterative process 

with two phases iterations: a construction phase, in which a 

feasible solution is built, and a local search phase, which 

starts from the built solution and improves it by examining its 

neighborhood, until it finds a local optimum. For each 

iteration, the best solution found so far is kept as a final result. 

The GRASP algorithm creates a list of candidates using a 

random factor in order to avoid the wrong selection of a local 

maximum on the base of what’s called the “greedy approach”. 

It is precisely this randomness that makes the GRASP 

algorithm an alternative of superior efficacy compared to 

many other heuristic algorithms. 

 Although GRASP features can be found also in other 

heuristic search methods, the practical implementation is 

different. This method has a great ability to obtain solutions 

for large combinational optimization problems, which suits 

the present case. Unlike other metaheuristic techniques, once 

the construction and local search strategies are defined, it is 

only necessary to adjust two parameters: the size of the list of 

candidates and the number of iterations to perform. 

Furthermore, this method also adapts easily to new 
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restrictions or conditions imposed by the problem. The 

GRASP algorithm consists of a continuous series of iterations, 

through which it attempts to select a good solution to the 

problem. 

 Compared to other popular metaheuristic techniques 

such as Tabu Search, Simulated Annealing and Genetic 

Algorithms, the GRASP procedure is fast and competitive, as 

it provides better quality solutions in less computational time 

([19], [20]). This is mainly due to the fact that it combines the 

advantages of its random and greedy nature to build solutions. 

 Another major advantage of the GRASP algorithm 

compared to other metaheuristic methods is its ability to 

generate a large number of good quality alternative solutions. 

This feature is important in vehicle routing applications, 

because often the arrival times are estimates and thus may 

vary widely depending on unpredictable factors. 

 The elements that determine the GRASP technique are: 

the preprocessing method, the heuristic function, the way it 

builds the list of candidates, the post-processing method and 

the stopping criterion. 

 GRASP is an iterative technique of random sampling: 

the procedure is repeated a defined number of times in order 

to generate good solutions. The number of iterations “n” to be 

performed with the algorithm GRASP is to be determined 

before the execution of the main experiment, using a 

calibration process that implements the algorithm several 

times, each of them with a different “n” value, until it 

determines a value which provides good results in an 

acceptable time. 

4 Analysis of the obtained results 

 As an example of implementing the system developed, 

we have chosen an operator working in a particular zone, in 

this case the Catalonia-Tarragona zone. This Operator must 

plan delivery routes for all orders which have the origin in his 

area (an average of 250 vehicles per day, most of them will 

have as origin the Tarragona depot), and as destination, any of 

over 3,000 possible destinations, using the trucks available in 

his area. The number of trucks is variable because it depends 

on the routes planned by other operators, ending in the 

Tarragona area of Catalonia (it can be estimated an average of 

27 trucks per day). 

 As discussed in the previous section, it is possible to run 

the algorithm with "pre-analysis", where the algorithm 

"mimics" the way an operator proceed without the support of 

an optimizer software, that is, trying to fill trucks to serve the 

more demanded destinations and, therefore, be able to fill a 

truck without being added orders for other destinations. 

 This may not be quite optimal since those destinations 

with little demand, may experience delivery delays due to the 

fact that they are only planned when the delivery deadline is 

so close and a feasible route could not be found. That leads to 

deliver orders out of time, or in time but being included in a 

non-optimal route. 

 A classification of the routes/loads, based on the truck 

load factor, was made. It would be desirable that most of the 

vehicles were part of Optimal or Good Routes: 

Table 1. Classification of Solutions. 

 Nº of stops on 

the route 

Average Load 

Factor on the route 

Optimal Route 1 ó 2 ≥ 95 % 

Good Route ≤ 4 ≥ 80 % 

Acceptable 

Route 
≤ 4 ≥ 70 % 

Bad Route ≤ 4 < 70 % 

 

 A comparison between the solution proposed by the 

operator without using the optimizer (using only their 

experience) and that achieved by the same operator but being 

supported by the optimizer, has been made. In it, the ratio 

between the Orders (vehicles) which are sent as part of each 

of the 4 types of route/load defined above and the total orders 

planned, has been measured. 

Table 2. Comparison of the Orders Dispatched for each type. 

 
Operator 

Solution 

Operator + 

Optimizer 

Orders dispatched as 

“Optimal Route” 
75 % 73 % 

Orders dispatched as 

“Good Route” 
14 % 13 % 

Orders dispatched as 

“Acceptable Route” 
6 % 12 % 

Orders dispatched as 

“Bad Route” 
5 % 2 % 

 

 As can be seen, in the first two categories (optimal and 

good routes), the operator solutions with and without 

optimizer are similar. But when the optimizer is used, more 

vehicles are introduced in acceptable routes, provoking that 

more vehicles are dispatched per day and deliveries out of 

time are reduced. These results can be seen from the figures 

shown in the table below (the data shown refer to average 

daily value): 

Table 3. Comparison Orders and Deadline Fulfillment. 

 Operator  
Operator + 

Optimizer 

Dispatched Vehicles/day 63 % 85 % 
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Trucks used/day  67 % 80 % 

Average output time ~3.2 days ~1.5 days 

Vehicles out of time 18 % 5 % 

 

 These results are mainly due to the fact that the 

operators (if not using the optimizer) try to plan trucks for the 

most demanded destinations, leaving on hold the orders of the 

less demanded destinations. As the deadline approaches, the 

operator must decide whether or not to maintain on hold the 

order, provoking a late delivery, or to place it in a truck that 

will make an "Acceptable" or even a "Bad" route. 

 In contrast, when the operator uses the optimizer, the 

algorithm tries to find combinations among all destinations to 

ensure that the maximum number of orders are sent in the best 

possible condition and trying not to exceed the deadline. 

Table 4 shows an example: 

Table 4. Configuration of Routes/Loads. 

 Route Nº of Vehicles 
Load 

Factor 

TRUCK 1 
Tarragona – 

Bilbao 
8 98 % 

TRUCK 2 
Tarragona - 

Valladolid 
9 100 % 

TRUCK 3 
Tarragona – 

Madrid 
8 98 % 

TRUCK 4 

Tarragona – 

Teruel 
9 100 % 

Teruel - 

Valencia 
8 90 % 

TRUCK 5 

Tarragona – 

Orense 
8 98 % 

Orense – Viana 

do Castelo 
6 74 % 

Viana do 

Castelo - Porto 
3 37 % 

 

 The table shows the solution proposed by the optimizer 

for a set of orders. Five routes with their assigned trucks have 

been configured. 

 The first 3 routes corresponding to the trucks 1, 2 and 3, 

would fit the category defined as "Optimal Route". 

 In the case of the route taken by the Truck 4, it would be 

a "Good Route". A single vehicle has to be delivered in 

Teruel. Therefore, the operator would hold it on waiting for 

more orders with the same destination; that would allow 

filling a truck. If no more orders appeared before the deadline, 

that vehicle would be introduced in some near route and 

delivered late with the corresponding penalty. However, the 

optimizer looks for the best possible routes, in which this 

order could be placed and delivered without delay. In this 

case, it has been introduced on a truck with destination 

Valencia, that initially was an “Optimal Route”. The order for 

Teruel makes this route an only a "Good Route" but the order 

will be delivered on time instead. 

 In the case of the last route/load named as "Truck 5", it 

would be classified as "Acceptable Route" because it makes 

several stops and has a high load factor along the route. 

However, it is a valid solution because it allows to group 

orders by areas with low-demand destinations. In this 

particular case orders for the south of Galicia are grouped 

with those of the north of Portugal. As already mentioned, this 

solution is not the optimal from the point of view of the direct 

costs it implies. However it allows removing the praxis of 

paralyzing orders for less profitable destinations until more 

orders for those destinations would come up or either the 

deadline is about to fulfilled. 

 In summary, it could be established that the aim of 

improving the service efficiency by getting lower penalties for 

vehicle out-of-time deliveries is reached. From our point of 

view, this improvement, in spite of increasing the number of 

sub-optimal solutions (Acceptable Solutions), is offset by the 

reduction in penalties. Furthermore, trucks are earlier 

dispatched thus the percentage of non-operating time 

decreases and, the image of the company would benefit from 

an increase in the fulfillment of the fixed deadline. 

5 Conclusions 

 In this paper the use of a DSS to aid in optimization 

tasks of filling trucks and route planning is presented. The 

current mode of planning leads to, in many cases and due to 

the priority of fill full trucks, delays in the dispatch of orders 

while the deadline is not exceeded. If this date is exceeded, 

the company will have to face penalties that contribute to 

reducing the economic performance of business operation. If 

delay penalties are not admissible, it may occur that certain 

deliveries must be sent in uneconomical routes because the 

truck load factor does not reaches the minimum acceptable. 

 The use of a DSS based on the GRASP methodology is 

proposed. It assists the operator in planning tasks, proposing 

solutions that meet all restrictions and achieve the stated 

objectives. Although the use of a heuristic algorithm as 

GRASP causes not to reach the optimal solution, it does reach 

a fair solution in a reasonable time by exploring multiple 

combinations that the operator itself would be unable to 

evaluate in a reasonable time. The solution proposed by the 

DSS, will be analyzed by the operator, who can fully or 

partially validate it. In the latter case, new executions of the 

algorithm allows to keep on improving the initial solution  

obtained until reaching a satisfactory solution that meets all 

requirements and restrictions posed. 

 A set of experiments from actual data provided by one 

of the leading Spanish transport companies have been made. 
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From their results, it can be concluded that the use of the 

developed application, clearly improves previous solutions in 

terms of percentage of vehicles dispatched per day, the 

average delay of orders, the minimization of out-of-time 

deliveries, and the general use of the transport trucks. 
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Abstract – The aim of this paper is to develop a trading 
system based on Support Vector Machines (SVM) in order to 
use it in the S&P500 index. The data covers the period 
between 03/01/2000 and 30/12/2011. The inputs of the SVM 
are different forecasting algorithms: Relative Strength Index 
(RSI), Moving Average Convergence Divergence (MACD), 
Momentum, Bollinger Bands and the Chicago Board Options 
Exchange Volatility Index (VIX). A SVM Classifier has been 
used in order to develop the trading system with a weekly 
forecast. The output of the SVM is the decision making for 
investors. The trading system works better in bearish 
movement of the S&P500 than bullish movement of the 
S&P500. 

Keywords: Quantitative analysis, SVM, trading system. 
 

1 Introduction 
  Trading systems are being extremely used in stock 
markets. Nowadays, there are a lot of Hedge Funds that are 
using artificial intelligence in order to forecast the stock 
markets and chose the best decision. 

The aim of this study is to develop a trading system based on 
SVM. SVMs are being used in a lot of studies of researchers 
with very promising results. Technical trading algorithms 
are used in this article, such as RSI, MACD, Momentum and 
Bollinger Bands. It is also used the VIX. The VIX is really 
relevant in this study because has a negative correlation with 
S&P500 index and this circumstance makes better the results 
of the SVM. 

The trading system helps investor in their decision making. 
The trading system output is the movement of the market (up 
or down) for the next week. The market trend is forecasted 
by the SVM algorithm. 

The rest of the paper is structured as follows. In Section 2, 
the state of the art to Bollinger Bands, RSI, MACD, VIX and 
SVM is presented. Section 3 explains the kernel of the 
trading system. Section 4 shows the results of the trading 
system. Finally, Section 5 provides some concluding 
remarks. 

2 The state of the art 
 The rules of the different algorithms are presented in 
this section. 

2.1 Bollinger Bands 
 The Bollinger Bands were created by John Bollinger. A 
complete explanation of this algorithm can be seen in [1]. In 
the following lines, a brief explanation is shown. 

As it is described in [2], Bollinger Bands consist of a set of 
three curves drawn in relation to securities prices. The 
middle band is a measure of the intermediate-term trend, 
usually a weighted moving average or a simple moving 
average, that serves as the base for the upper and lower 
bands. The interval between the upper and lower bands and 
the middle band is determined by volatility. Because the 
standard deviation is a measure of volatility, Bollinger Bands 
adjust themselves to the market conditions. 

The stock price is overbought if it is situated at the upper 
band. The stock price is oversold if it is situated at the lower 
band. The Bollinger Bands definition is described below: 

Middle Bollinger Band = SMA(20days)         (1) 

Upper Bollinger Band = SMA(20days) + SD(20days)*0.9974 

Lower Bollinger Band = SMA(20days) - SD(20days)*0.9974 

Where SMA is Simple Moving Average and SD is Standard 
Deviation. 

2.2 RSI 
 The RSI is an oscillator that shows the strength or 
speed of the asset price by means of the comparison of the 
individual upward or downward movements of the 
consecutive closing prices. 

It was designed by J. Welles Wilder Jr. [3]. A brief 
explanation of this indicator is shown below as it can be seen 
in [4]. If more details are needed it can be seen in J. Welles 
Wilder Jr. [3]. 
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For each day, an upward change (U) or downward change 
(D) is calculated. “Down days” are characterised by the daily 
close being lower than the close of previous day. 

U = closet - closet-1  

D = 0 

“Up days” are characterised by the daily close being higher 
than the close of previous day.  

U = 0  

D = closet - closet-1 
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where RSIt is the Relative Strength Index at time t. 

The 14-day RSI, a popular length of time utilized by traders, 
is also applied in this study. The RSI ranges from 0 to 100 
however the range has been normalized between -1 and +1 in 
order to place it in the SVM. 

2.3 MACD 
 The MACD is designed mainly to identify trend 
changes. As it is described in [4], it is constructed based on 
moving averages and is calculated by subtracting a longer 
exponential moving average (EMA) from a shorter EMA. 
The MACD is shown below: 
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Where n is number of days and p(i) is asset price on ith day. 

In this article, 12 and 26-day EMAs are selected, which are 
commonly used time spans in order to calculate MACD. 

The range of MACD has been normalized between -1 and +1 
in order to use it in the SVM. 

2.4 Momentum 
 The Momentum is and indicator that measures the 
strength of the tendency of an index or a company, and it 
expresses the percentage variation of the price in a concrete 
period of time. As it is describes in [9], the Momentum is 
represented by a difference that is showed below: 
 
M = C - Cn                      (4) 

where M is the Momentum, C is the last price quoted and Cn 
is the previous price quoted in n sessions which we take as a 
reference. This variable n is a number to be optimized in 
each title, but we take the value 12 as a reference because it 
is the standard. The Momentum study the speed of the 
movement of the price quotes related to the previous sessions 
and in most cases when the price quote is still upwards or 
downwards, the Momentum anticipates and turns, making 
the next change of tendency.  

If the Momentum value is transferred to a chart, a line that 
oscillated around a neutral line (zero) will be obtained. A 
purchase order is generated by the Momentum if 
Momentum(n) is greater than 0 and Momentum(n-1) is less 
than or equal to 0. A sell order is generated by the 
Momentum if Momentum(n) is less than 0 and 
Momentum(n-1) is greater than or equal to 0. 

2.5 VIX 
 CBOE Volatility Index (VIX) is a key measure of 
market expectations of near-term volatility based in the 
informational content of the SP&500 index option prices. 

The VIX calculation method is an average of weighted prices 
of out-the-money puts and calls options on the S&P500 
index. 

Volatility index has several characteristics that make it 
interesting to use in order to forecast stock markets. It grows 
when uncertainty and risks increase. During falling markets, 
the VIX rises, reflecting increasing market fear. Volatility 
index reverts to the mean after high volatility situations and 
after low volatility situations such us interest rates. Rising 
markets usually the VIX goes down, reflecting a reduction of 
fear. So VIX is negatively correlated with stock or index 
level, and usually stays high after large downward moves in 
the market. 

2.6 SVM 
 SVMs were originally developed by Vapnik [5]. SVMs 
are a specific learning algorithms characterized by the 
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capacity control of the decision function and the use of kernel 
functions [6]. It is very important the correct selection of the 
kernel function. 

A brief explanation is described in [4]. 

The methods based on kernel functions suggest that instead 
of attaching to each element of the input domain represented 
by 

FX  :  

a kernel function  

RXXK :  

is used to calculate the similarity of each pair of objects in 
the input set, an example is illustrated in Figure 1 [7]. 

 

Fig. 1:  An example of how a kernel function works 

The biggest difference between SVMs and other more 
traditional methods of learning is that SVMs do not focus on 
an optimization protocol that makes few errors like other 
techniques. SVMs try to make forecasts in which the user 
can be very confident that the results will be correct, 
although it can have a lot of errors for a specific period. 

Traditionally, most learning algorithms have focused on 
minimizing errors generated by the model. They are based on 
what is called the principle of Empirical Risk Minimization 
(ERM). The focus of SVM is different. It does not seek to 
reduce the empirical risk of making just a few mistakes, but 
pretends to build reliable models. This principle is called 
Structural Risk Minimization. The SVM searches a 
structural model that has little risk of making mistakes with 
future data. 

The main idea of SVMs is to construct a hyperplane as the 
decision surface such that the margin of separation between 
positive and negative examples is maximized [8]; it is called 
the Optimum Separation Hyperplane (OSH), as shown in 
Figure 1. 

3 Trading rule 
 The trading rule is created by the SVM. The inputs of 
the SVM are VIX, VIX-1, VIX-2, RSI, RSI-1, RSI-2, 
MACD, MACD-1, MACD-2, Middle Bollinger Band, Upper 
Bollinger Band, Lower Bollinger Band, Momentum, 
Momentum-1, Momentum-2 and the daily return. 

The Heavy Tailed Radial Basis Function has been chosen as 
kernel of the SVM. The C parameter has been tested and the 
best value for the trading rule is 10. The SVM has been used 
in Classification way. 

The training period has been designed with 249 days and the 
next day is tested by the SVM in order to know if the result is 
a good decision or not. The total of data for each experiment 
is 250 days, very similar to one business year. The trading 
strategy relies on a weekly prediction of the S&P 500 index 
price move. A weekly forecast was selected as the expected 
price move, up or down, over a week is more significant. 

The only problem that has been detected is the situation 
when the SVM is being trained and it does not exit data to 
compare in order to make the decision to buy or sell. This 
situation happens for the last 5 days of the training period. In 
this way, the study is more real. In order to fix this, we 
compare the 5 days with a simple moving average of the 5 
days. 

The design of the trading rule is described below: 

The SVM analyses the inputs classified in a purchase 
situation or a sell situation. After that, the SVM tries to 
separate the different prices of the S&P 500 in two classes 
knowing the inputs. The SVM uses the kernel function 
Heavy Tailed Radial Basis Function (HTRBF) in order to 
make the forecasting. The parameter C of the SVM is tested 
in several tests and its optimal value is 10. Finally, the SVM 
predicts the upward or downward movement for the 
following week and the intensity of that movement. 

The outputs of the SVM are the up or down movements, 
expected for the following week of S&P 500, and its degree 
of set membership. 
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4 Results 
 The results of the trading rule appear in table 1. 

As it can be seen in table 1, different indicators have been 
analysed.  

Different ratios have been calculated in order to compare the 
two strategies. 

Annualized return: 
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Maximum Drawdown calculated in S&P 500 points: 
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where Ft is the accumulated fund with each different 
strategy. 

Table 1. Yearly results of the trading rule (Boll) and 
Buy&Hold strategy. 

 

 

 

 

 

 

The bold numbers mean the trading rule that is better for 
each indicator. When the S&P 500 is bullish our trading rule 
beats the Buy&Hold strategy. 

In figure 2, a chart of Buy&Hold strategy and our trading 
system is shown. The upper line is our trading system and 
the lower line is the Buy&Hold strategy. The x-axe shows the 
dates and the y-axe shows the accumulative S&P 500 points 
that have been achieved by each strategy. 

 

Fig. 2: The chart of the two strategies. 

As it can be seen in figure 2, the best trading strategy is Boll 
which is our trading system. 

5 Conclusions 
 The trading system works better in bearish movements 
of the S&P500 than bullish movements of the S&P500. 
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Abstract – The search for flexibility in accessing logistics 
information is implemented in a Web solution to provide some 
agility to a distribution management problem. The aim is to 
provide the user of the information with a simple, attractive, 
graphic visualization in real time, making the logistics 
information readily available and easily accessible. 

The Web application manages the existence of different user 
roles with different permissions for accessing the application 
and also enables access through mobile devices and next 
generation technologies. 

This solution is adopted to follow the criteria for access 
from any location that has an internet connection,   regardless 
of the platform on which the application runs. 

Keywords: Vehicule routing, web model, google maps, 
mobile devices. 

1 Introduction 
 The distribution sector in Europe grew by 11.7% in the 
period 2005 to 2010, as indicated in the trading records 
according to the "Eurostat" balance of payments. A major 
challenge for companies in the management of the Supply 
Chain is to achieve "agility", that is to make the chain flexible 
enough to adapt quickly to changes in its environment. 

 The importance of the time variable as a competitive 
element in the supply chain has been recognized for many 
years [1]. The ability to meet the demands of the customers 
through ever shorter delivery times, and to ensure that supply 
can be synchronized to meet the peaks and valleys in demand, 
is critical today. The increased sensitivity to the needs of the 
market requires a faster response that goes hand in hand with 
a greater level of maneuverability, incorporating the concept 
of "agility". 

 Agility is the capacity of the company, taking in the 
organizational structures, information systems, logistics 
processes and in particular, ways of thinking. The web 
application discussed in this paper proposes a flexible and 
agile solution for distribution management in a logistics 
company. 

2 System 
 In any software application, it is essential to define the 
objectives to be met, considering previously and in great 
detail the functions and features that the application requires. 

 This initial approach will take into account the 
definition of the methodology to be applied, the tools used, 
and, finally, the structure of the application developed.  

2.1 Methodology 
 In order to develop a system, it is considered essential to 
control each stage through the use of an appropriate 
methodology to structure, plan and control each of these 
stages. In developing this application, a methodology based 
on the Rational Unified Process (RUP) was used [2].  

 This RUP is the standard methodology most widely 
used in analysis, implementation and documentation in 
systems like the one developed here. 

 The RUP approach is based on defining differential life 
cycles established in stages over series of cyclical iterations 
as shown in [Fig.1].  

 The different stages of the RUP methodology followed 
in the development of the system are described below [3]: 

1. Business Modeling and Requirements: Specification 
both of the products to be obtained and the existing 
restrictions. 

2. Analysis, Design and Implementation: Study of the 
causes of the possible threats and probable undesired 
events. 

3. Test and Deployment: Implementation of the tasks of 
the activity itself and testing of these. Analysis of 
alternatives and risk identification. 

4. Evaluation: Revision of work performed and decision-
taking. 
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Fig. 1 Phases of RUP  

2.2 Tools 
 As this is a web-based system, the tools chosen are the 
most widely used in this type of environments in their latest 
versions, so that many of the problems associated with their 
obsolescence have been eliminated:  

 HTML5 (HyperText Markup Language): is the language 
in which websites are built. The current version HTML4 
dates from 1999, meaning that the program code has not 
been reviewed for over 10 years. Solutions were 
provided, such as Flash for interactivity, but none of 
these were open source and compatible as HTML5. 
[4][5] 

 CSS3 (Cascade Style Sheets): is the language used to 
shape the websites. CSS2 was tweaked in 2007 so 
designers have to do tricks to give websites the desired 
look, until CSS3 arrives.  [6][7] 

 Javascript: The programming language that allows the 
user to make changes to a website without having to 
reload each time he changes something. The code is 
reviewed regularly, with new versions of each browser 
released every month. Characterizing Insecure JavaScript 
Practices on the Web [8] 

 PHP: Server-side language originally designed for web 
development to produce dynamic web pages. It is always 
embedded into an HTML source document. [9] 

 MySQL: Most used relational database management 
system that runs as a server providing multi-user access 
to a number of databases. It runs under the terms of the 
GNU General Public License. [10][11] 

 Google Maps: Web mapping service that powers many 
map-based services. The API is a free service which has 
the possibility to embed maps in HTML. [12] 

2.3 Structure 
 The typical structure of a web-based technology 
application is defined by three differentiated layers [Fig.2]: 

 

 
Fig. 2 Structure of a web 

1. Content: The content or structure layer is what users 
will see when they come to the web application. 
Content can consist of text or images and includes the 
pointers that readers need to navigate around the 
application. 

2. Presentation or Style: The style or presentation layer is 
how the document will look to users. This layer is 
defined by the CSS or styles that indicate how the 
document should be displayed and in what media 
types. 

3. Behaviour: The behavior layer is the layer of a Web 
application that helps user interaction. In our case, as 
jQuery and PHP are used, it is JavaScript and PHP that 
make the page take actions when user clicks. 

3 Web model application 
 The next step required after defining the system 
structure is the design and development of the application 
[13] which is divided into several levels of definition 
depending on the stage of development: User roles, functions 
and adaptation to mobile terminals. 

3.1 User roles 
 The application is based on the implementation of a 
system of access with different users [14]. It was considered 
appropriate, after analyzing and evaluating the requirements 
of the user, to establish four types of access: 

 Administrator: Actor with responsibility for 
administering the system in its entirety. Receives all the 
privileges of access and manipulation within the 
application and is considered a user with the knowledge 
and skills needed to manage the application. 
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 Transport Coordinator: Actor who controls and manages 
the transport fleets, with access to medium-level 
functions that do not require any knowledge or skills for 
their management, without jeopardizing the integrity of 
the system. This is, then, a user with certain limited 
privileges. 

 Car Sales Manager: Has limited access to the information 
about his order. Will not have access to the rest of the 
application and, therefore, will also be a limited user so 
as not to be able to jeopardize the integrity of the 
application, being limited to consulting and handling the 
information that affects his area. 

 Client: Actor with fewer privileges among the set of 
users [Fig.3]. His options will be limited to consulting 
data on the vehicles assigned to him. 

3.2 Functions 
 After defining in detail the set of users and their roles, it 
is necessary now to define the functions available in the 
application. 

 Index: The beginning of the application contains a brief 
explanation of the whole project. 

 How it works: Explaining the different steps of the 
application. 

 Upload a file: Data upload is the first step in the 
application. The entire process is automatic, from 
choosing the file to transferring it to a database. It 
includes the double conversion: from Excel to HTML 
format and from HTML to SQL format. 

 Show data: Two ways to view the data: directly from the 
uploaded file or by querying the database from the 
application. 

 View fleet: The data represented graphically. The first 
page shows the fleet with all available transport. By 
clicking on a truck, we access its properties. The vehicle 
page itself has three tabs: first the routes with full details, 
second the cars it carries and the final tab with full 
details of the transport. 

 Manage Users: Section for managing the different user 
roles. It only shows the information according to the user 
that is currently viewing the page, so that everything is 
secure and private. 

 Having defined above the user roles, the access 
privileges are as follows [Fig.3]: 

 
Fig. 3 Table of permits 

T (True): The user can access to the section 
F (False): The user cannot access the section. 
T* (True*): The user can access to the section, but with 
limitations. e.g. Only its transport. 

 The permits are basic requirements of access to the 
application, an example of classes with UML. [15]  

3.3 Adaptation to mobile terminals 
 Given the widespread and increasing use of mobile 
devices with broadband connection and smartphones, it was 
considered worthwhile developing the application with the 
versatility required for its use from this type of devices, 
adapting both the design and content for maximum 
operability [Fig.4]. Thanks to the appropriate selection of the 
technologies used and the advanced development of these, 
the application has been optimally adapted without too much 
difficulty. 

 

 
Fig. 4 Application in terminals iOs and Android 

 

 The system detects on time and automatically any user 
accessing the application through the use of a mobile terminal 
and redirects him to an environment optimized for this type 
of devices, much lighter and less demanding on bandwidth, 
generating a new interface adapted to the size of the terminal 
screen. 

 The adaptation of developments to this type of terminals 
is a real challenge that is becoming a trend nowadays thanks 
to the large and ever-increasing number of users that these 
devices now have [16].  

 Optimization was performed for two types of mobile 
terminal operating systems: 
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 Apple iOs: Terminals supported: Apple iPod Touch, 
Apple iPad, Apple iPhone EDGE, 3G, 3GS, 4, 4S for 
versions iOs 4.0 and onwards. 

 Google Android: Terminals from version 2.2 Froyo up to 
4.0 Ice Cream Sandwich. 

4 Google Maps 
 the content, is View Fleet. This section includes a 
geolocalization both of the departure point and of the arrival 
point of the transport and all the stops to be made during the 
journey.  

 The Google API (Application Programing Interface) is 
based on the direct implementation of the Travelling 
Salesman algorithm (Travelling Salesman Problem) [17] [18] 
which, roughly, is described as a Branch-and-cut algorithm 
[19] [20]. 

 In this case, the implementation is developed for the 
study of the shortest path as a reference to the optimum 
transfer between two locations using the shortest distance 
traveled [21][22]. 

 The section is divided into three parts 

 The first represents the visual route by means of a map 
showing the different points where the various stops will be 
made [Fig.5]: 

 

Fig. 5 Visual route by means of map 

 

 The second represents the summary of the routes 
followed by the transport. The figure below shows a lorry 
covering two routes with a stop in the middle of them [Fig.6]: 

 

Fig. 6 Summary of routes 

 Finally, element indicates, using points, the directions to 
be followed to reach the different destinations of the transport 
[Fig.7]: 

 

 

Fig. 7 Directions using points 

5 Conclusions 
 A flexible solution for providing access to information 
logistics, incorporating agility in the distribution management 
has been proposed for supply chain management. 

 The proposed solution takes the form of a Web 
application that incorporates a diversity of Open Source tools 
with the aim of providing the different users with interactive 
and visual access to the distribution information of interest to 
them. The application implements a system of access to 
information through the necessary security controls, which 
allows access from any geographic location with an Internet 
connection and from any platform recognized by the 
application. 
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Abstract –In this paper we explore the benefits that a virtual 

agent could provide to an e-Learning platform. The system 

uses Natural Language techniques as a basis, which makes  it 

capable of elaborating a flexible answer according to the 

student requirements. The Software procedures to perform 

these task are also introduced s.  
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1 Introduction 

The arrival of a new educational model, with less theoretical 

lessons and more work on the student side, has in many cases 

caused extra work when solving problems via email or 

through other means.  

To alleviate this problem, in this paper we present a virtual 

agent oriented towards educational environments. The 

purpose of this is to solve as many questions as possible, 

emulating the possible answers that a real professor could 

give. To do so, we have developed an architecture divided 

into modules in which the original query is analysed in order 

to understand the requirements of the student to return a 

suitable answer. 

The construction of a chatbot able to emulate a flexible 

conversation is highly complex. Nowadays, the so called 

virtual robot has not been developed in its totality, and the 

‘perfect chatbot’still does not exist. For this reason, there are 

several enterprises with good reputations in the computer 

market, like IBM, working on these types of projects to 

improve their performance [1]. 

The idea of a virtual agent to answer questions is not new. An 

intelligent virtual agent is an entity capable of perceiving its 

environment and processing those perceptions in a rational 

way [2]. To be considered as AI systems, they have to fulfil 

the following characteristics [3]:  

• Learn new problems and improve the range of 

solutions. 

• Real time adaptation. 

• Analysis of a situation in terms of behaviour, 

evaluating the possibilities of success and failure. 

• Evolve through interaction with the environment. 

• Manage great amounts of data in order to choose 

the best solution. 

One of the greatest problems in the implementation of a 

virtual agent is the design of its ‘personality’, as it has to be 

original and intelligent. However, the behavior of an agent 

many times is not what is expected, especially when there are 

many restrictions or when the problem is not defined 

precisely. 

Among the diversity of virtual agents, we can find the group 

of Intelligent Tutoring Systems (ITS). These type of agents 

were created in the eighties with the idea of sharing 

knowledge using an intelligent way to guide the student in 

their learning process. So a intelligent tutor can be defined as 

[4] “ a software system which employs AI techniques to 

represent knowledge, and interacts with the students to 

transfer it” or as [5] “systems to model teaching, learning, 

communication and knowledge domain of the specialist and 

the understanding of the student in that domain”. 

Recent research is focused on finding an alternative to a 

human tutor. However, most of the tutoring systems do not 

acquire the expected level of rationality due to the difficulty 

involved with modelling human behavior, beyond the 

application of the most advanced programming techniques. 

Taking these premises as a basis, the proposed chatbot is an 

ITS, which serves as support in the learning process of a 

student in a given subject. The system is composed of a 

hardware and software architecture which is explained in the 

following sections, as well as the interaction among the 

software modules that make understanding possible and the 

composition of a flexible answer. Finally, we will conclude 

with some guidelines for future work as well as some 

conclusions about the proposed work.  

2 Bot Architecture 

The platform used to develop this educational bot was a web 

environment. The hardware used was typical client-server 

architecture, where the client is a browser like Mozilla or 
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Explorer, and the server is an Apache with some other 

additions like a lexical analyzer. 

The software is composed of several modules written in 

different programming languages (like Php, Javascript, C, 

Lex), which interact among themselves to understand the 

user’s question and propose a suitable answer. The software 

model proposed to carry out this task is a Model-View-

Controller, where the model interacts with a MySQL database 

to extract information, the View part is the interface, written in 

HTML5 plus Javascript, and the Model contains the 

interaction with the lexical analyzer plus the specific modules 

written in Php. In a graphic form, figure 1 represents the 

interaction of all these components: 

.  

 

Fig. 1 Software and Hardware architecture of the bot 

 

As seen in figure 1, the client part is composed of two parts, 

the interface, and another algorithm to validate the question. 

The interface is composed of  those graphical elements which 

serve as input and output for information, and has three 

elements, an image which varies according to the answer, a 

text area where the dialog between user and the machine is 

displayed, and an input textbox where the user must write his 

query. 

The algorithm used to validate a question was programmed 

using AJAX, and is in charge of sending the query to the 

server and waiting for an answer to be added at the end of the 

text area. 

The web server is divided in three main parts, the query 

analysis module, the answer algorithm, programmed using the 

lexical analyzer FLEX
1
, and a terminology database built 

through an ontology (hand-made), with the terms used in each 

part of the subject and the platform Wordnet Similarities
2
 [6]. 

 

3 Query Analysis Module 

The query analysis module is the one in charge of providing a 

suitable answer, and is composed of other four sub-modules: 

bad words, welcome, general information and complex answer 

(in fig. 1 represented as answer algorithm). 

                                                           
1
 http://www.gnu.org. 
2
 wn-similarity.sourceforge.net/. 
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When a question is posed, the first thing to be done is to 

dispatch it to the appropriate module. In this way, the first 

module that evaluates the query is the bad words’ one.  

This algorithm detects if there are any bad words within the 

input received. If so, the user will be warned up to a maximum 

of three times, after which they will be expelled. To do so, we 

have implemented a procedure that checks the query words 

against a database table with a complete list of these words. 

The result is as seen in figure 2, where the user proposes three 

questions with some of these words mixed in: 

 

Fig. 2 Example of bad words output (grey text) 

 

If there are no bad words in the query, the input query will 

access the welcome module. This algorithm notices if the user 

is being nice or polite to it, separating the technical query (if 

one exists) from the welcoming greeting. In this case the 

answer will be a composition of answers. As in the previous 

case, the number of times that the user says hello to the bot is 

controlled, in order to focus the conversation. If the user 

repeats a greeting message many times, the system will 

encourage him to ask more specific questions, without being 

expelled in this case, as seen in the following figure:  

 

Fig. 3 Example of welcoming output (grey text) 

 

One of the more frequent uses of a chatbot is to answer FAQs. 

We have included a set (through the database) of questions 

related to the subject such as the day of the exam, the hour, 

class, name of the professors and contact information, and 

many other useful pieces of information. 

This third module, is entirely written in Php, and by matching 

the query keywords against those stored in the database is able 

to answer a wide range of questions proposed in a different 

way. This algorithm also evaluates the question pronouns, like 

how, what, when, etc., for instance, if the user begins his 

question with ‘when’, the system will know that he is asking 

for time. Added to the textual answer, in some cases the 

system has additional stored information, like schedules, etc. 

so this information will be displayed along with the answer in 

a new window: 

 

Fig. 4 Example of general information output  

If the query is more specific and related to the subject’s 

lessons, then it will be processed by a lexical analyzer, 

composed of an automaton which will process the input 

through a set of states. 
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4 Query Analysis Module 

The query analysis algorithm was developed using the 

morphological analyzer FLEX plus the C programming 

language. This program is able to detect and locate certain 

lexical patterns within a text by means of an automaton. 

For our specific purpose, this automaton is composed of six 

states which will be able to recognize: 

• Concepts related to the studied subject 

• Terms and keywords specifying what the user wants to 

know about those concepts (like definitions, how it 

works, and so on). 

• Interrogative pronouns. 

• Words and expressions commonly used to quit the 

system or say goodbye. 

• Words and expressions used to express gratitude. 

• Clauses used to lead the conversation in a friendly way. 

The automaton created in FLEX has a [Pattern]-[Action] 

structure, so if the automaton detects any of the defined 

patterns, the associated action, written in C code, will be 

dispatched. 

The defined states control the structure of the input query, so 

in the first place an interrogative pronoun should appear, 

followed by a word or set of words which will determine what 

the user wants to know specifically about a concept related 

with the subject, followed by a concept related with the 

subject. The query “What is a token?” follows this structure, 

but not all queries have to, for example “How does a lexical 

analyzer work?” where the concept related to the subject is 

not at the end of the query. To take these problems into 

account, we have created six states which control the possible 

structures of a query.  

In order to ascertain the answer to the proposed question, we 

have classified the types of questions on the basis of their type 

and priority: 

• Low priority: those not related with the subject’s 

contents. 

• High priority: those containing keywords or relevant 

patterns.  

• Guiding questions: when there is not a clear answer to 

the proposed question, the system will answer back 

with another question to check if the prediction was 

correct. Otherwise it will encourage the student to 

propose the question in a different way. 

This way, if the input is correct, the algorithm will recognize 

the type of question and a set of keywords, and will look up 

the related information in the database . 

The database algorithm will compare the type of question first, 

and with the possible results will match the input keywords 

with those contained in each record. The ‘priority’ of the 

matches will be taken ; so many times a record that has two 

keywords with high priority matched will be selected instead 

of another with three keywords with lower priority. To do so, 

we have used a scoring system. The record that after the 

matching obtains the highest number of points is selected and 

its answer displayed. If this record has addition information 

associated, it will be displayed as well, as in the following 

example, where the user asks “What is a token?” and the bot 

gives him the definition along with the slide that contains 

more information related: 

 

Fig. 5 Example of general information output  

Many times the users are not specific with their questions, so 

the system will try to guess what they mean to say. The 

prediction algorithm is in charge of this part. The function of 

this process is to add flexibility and realism to the 

communication. So we have implemented the following 

considerations: 

• Create the illusion of listening by introducing substrings 

of the input query in the answer. 

• Admit its ignorance about certain issues. 

• Control the date (if it is close to the exam date) to offer 

review exercises, for example, or make comments 

about how late it is, or say “Good night” when 

leaving the system. 

• Redirect the conversation when the user asks for 

questions which have little or nothing to do with the 

subject. 
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• Introduce friendly substring in the answer like “friend”, 

“colleague”, “dude”, etc. 

• Calculate the length of the conversation, and if it is too 

short, encourage him to solve more problems. 

Here is an example of conversation using the prediction 

module: 

 

Fig. 6 Example of the prediction module  

 

5 Conclusions 

This work has introduced a prototype of an intelligent virtual 

agent able to answer questions related to an academic subject. 

Using typical client-server architecture and several modules to 

analyze questions and answers, the system is able to dispatch, 

in the majority of cases, a suitable answer for the proposed 

question. 

There are some lines that could be improved upon in future 

work, like proposing exercises to the student based upon their 

scores, or creating a specific study plan for every student to be 

controlled through the bot. 
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Abstract— This paper shows how some fuzzy logic tech-
niques applied to a recommender engine can be used in a
Electronic Medical Records Repository. A Fuzzy Linguistic
model based on three dimensions: intrinsic, contextual, per-
sonal is proposed. The contextual and personal dimensions
are modeled using domain ontologies and a automatically
built fuzzy ontology, respectively. The experiment results
indicate that the presented approach is useful and warrants
further research in recommending and retrieval information.

Keywords: Recommender Systems, Fuzzy Ontology, healthcare
Information Management, Fuzzy Logic

1. Introduction
Nowadays, new ways of managing and accessing to health

care information are continuously appearing. Electronical
Medical Records (EMRs) have the potential to make data
about health care available to clinicians, researchers and
students in different medical contexts and applications. Hun-
dreds of Medical Records are stored and interchanged in
Medical Records Repositories. One of the biggest challenges
faced by healthcare systems is the growth of information
accessible, i.e. the amount of information accessible has
grown enormously and as a result health care professionals
are currently burdened with more and more data, which
unfortunately has not always the adequate levels of quality,
making that their work cannot always be as successful as
expected. A way of alleviating this situation consists in
limiting somehow the number of Medical Records in a
repository that are displayed for users. This can be done
by means of filtering or recommendation techniques being
capable to be adapted to different requirements for each one
of the users. Therefore, the need of an efficient and reliable
recommendation process is critical in order to provide a
more personalized and tailored knowledge to clinicians,
researchers and students..

In this paper, we propose the integration of the analysis
of different dimensions in a recommendation system. This
recommendation engine could be a useful tool to support
Health Information Management in a Health Information and
Management Systems, in order to improve information filter-
ing and retrieval, as well as their classification. The analyzed
dimensions in this proposal are the following: intrinsic (is

the EMR complete or accurate?), contextual (is the EMR
adequate according to the user context?) and personal (is
the EMR adequate according to the user preferences?)

The intrinsic dimension is modeled using measures as
completeness and timeliness; the contextual dimension is
modeled using a domain ontology, for example, Medical
Subject Headings (MeSH) 1 and the personal dimension
is modeled by a fuzzy ontology automatically built from
the EMR’s provided or selected by the user [1]. Within
this context, and taking advantage of Fuzzy Logic [2], we
addressed the definition, implementation and validation of a
process to construct the recommendation system. The main
purpose of this work is to provide a method to describe the
recommendation process as well as a linguistic model, i.e.,
we can only describe the whole recommendation system by
using natural language.

The remainder of the work is structured as follows:
Section 2 describes the background contents of this paper,
i.e, recommendation systems and fuzzy ontologies. Section
3 describes the recommendation model and how the user
profiles are built. In Section 4 the experiments that have
been conducted to validate our proposal are explained and
analyzed, and in Section 5 some conclusions and future
works are pointed out.

2. Background
This section presents some concepts related to this re-

search and proposed process. It starts describing recom-
mendation systems, their general characteristics and their
applications. Then, we discuss how the fuzzy ontologies
can be used to represent user’s preferences and some works
about this topic.

2.1 Recommender Systems
According to [3], recommender systems are defined as

systems that produce individualized recommendations as
output, or have the effect of guiding the user in a person-
alized way to interesting or useful objects in a large space
of possible options. [4] enumerate the main characteristics
of recommender systems: 1) Can be applied to unstructured
data and semi-structured (for example, Web documents or
e-mail messages); 2) Based on user profiles, rather than

1http://www.geneontology.org/
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users expressing their needs through consultation; 3) Manage
large amounts of information; 4) Works primarily with
information in text mode; 5) Its goal is to eliminate irrel-
evant information from the input stream. Recommendation
systems share similar tasks with information filters such as
removing redundant or unwanted information and reducing
overload.

In recent years, there are several studies about the ap-
plications of the recommender systems in healthcare envi-
ronments, for example, in [5] a recommendation system is
presented with the aim of making health events accessible
in personalized way. The proposed system uses a set of
“signal definitions”, i.e., a predefined structured queries with
parameters related to kinds of health threats the users’
interest’s. The systems provides ratings according to this
“signal definitions” to give recommendations. The method
to compare the queries and the documets is very straight for-
ward (tf-idf representations and cosine similarity measure)
but its results are satisfactory.

On the other hand, there are some proposal that include
fuzzy logic in recommendation techniques. For example,
Chao et al. [8], propose a recommendation mechanism
focused on teachers in a content management system. The
main components of these systems are: data pre-processing,
association rule mining, associative classification, sequential
pattern mining and fuzzy sets. In [6] propose a recommender
system multi-granular fuzzy linguistic approach, where the
solution alternatives are the digital resources stored into the
library, and the criteria to satisfy in the user profiles. This
recommender system, allows users to provide preferences
on some research resources and from this information are
calculate their respective preference vectors on topics of
interest. The user profile is completed with user preferences
on the collaboration possibilities with other users, with the
objective of creating academic communities.

2.2 Ontologies and User Preferences
Ontologies have proved to be successful in handling a

machine-processable information representation. They can
take the simple form of a taxonomy (i.e., knowledge encoded
in a minimal hierarchical structure) or as a vocabulary
with standardized machine-interpretable terminology sup-
plemented with natural language definitions. Furthermore,
ontology-based user profiles are being widely applied in
context representation and application customization so that
they meet user requirements.

FCOU [7] is a fuzzy clustering method of ontology-
based user profiles construction. The method employs fuzzy
clustering techniques combined with optimization techniques
and an augmented Lagrangian function to create a fuzzy
clustering model for the construction of user profiles. The
method allows some information to belong to several user
profiles simultaneously with different degrees of accuracy,

and makes it possible for a user profile to be represented by
one or more ontologies.

In [8], the authors propose an approach that uses locally
stored desktop documents to extract terms that will be
used in query expansion for web search. Three possible
techniques have been investigated. The first one proposes
summarizing the entire desktop using term clustering meth-
ods. The second technique issues the original web user
query on the desktop and extracts expansion keywords from
the most significant sentences within the Top-30 documents
selected by a scoring function. Similarly, the third technique
suggests selecting query expansion keywords from the most
dispersive lexical compounds within the Top-30 documents
returned to the user’s initial web query. Some experiments
have also been performed to compare the proposed method
with a regular Google web search.

Another approach to represent user preferences is by a
domain ontology. This domain user preferences are called
“user context” in this work. Lau et al [9] present a text
mining methodology for the automatic discovery of fuzzy
domain ontology from a collection of on line messages
posted to blogs, emails, chat rooms, web pages, and so on.
The collection of messages is treated as a textual corpus. The
method consists of a document parsing (stop word removal,
part-of-speech tagging, and entity tagging and stemming),
concept extraction (pattern filtering, text windowing, and
mutual information computation), dimensionality reduction
(concept pruning and term space reduction), fuzzy relation
extraction (computing fuzzy relation membership) and fuzzy
taxonomy extraction (taxonomy generation and taxonomy
pruning).

On the other hand, [10] show how a fuzzy ontology-
based approach can improve semantic documents retrieval.
The proposal is illustrated using an information retrieval
algorithm based on an object-fuzzy concept network.

3. Fuzzy-Based Recommender System
Approach

In this section we present a new fuzzy recommender
system based on a matching process developed between user
preferences and the EMR representation. For this purpose,
we take into account the following parameters that can be
assessed in the system: the intrinsic quality of the EMR, the
compatibility between the EMR and the user context and the
EMR and user preferences.

This system is applied to advise EMR repository users on
the best EMR’s that could satisfy their information needs.
This recommender system also improves the services that
a EMR repository provides to users, because it is easier to
obtain the knowledge about users and it allows to decrease
the time cost to establish the user preferences.

The model is based on a recommendation degree used to
deliver the information resources to the fitting users (Eq. 1).
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Ψ =
√

Υ (a, k, c, t)⊗ (χ⊕ Φ) (1)

where Ψ represent the recommendation degree, Υ repre-
sents the intrinsic quality degree of the EMR based on the
calculation of completeness c, reliability r and timeliness
t, χ represents the contextual compatibility between the
new EMR and the user context, and Φ represents the
compatibility between the user preferences (represented by
an ontology automatically built) and the EMR. The square
root is used as the linguistic hedge “more or less” according
to the explained in [11] about the decision criteria results. ⊗
denotes the fuzzy conjunction operator (t-norm). The product
as t-norm allows us to obtain the best results on the empirical
experiments carried out in this work. ⊕ denotes a fuzzy
disjunction operator (t-conorm). The use of the algebraic
sum as t-conorm allows us to obtain better results than
applying classical functions on the empirical experiments
carried out in this work.

Only those EMR’s which have a recommendation degree,
calculated according to the defined model, higher than a pre-
established threshold are taken into account (Ψ ≥ γ). This
threshold (γ) is pre-established by the user as a part of the
configuration process.

The model can be shown as a linguistic model, i.e.,
we can only describe the whole recommendation system
by using natural language, for example, the model can be
described as follows: “If the document has more or less
quality AND is relevant to the user then it will be processed”.
The linguistic hedge, the fuzzy operators, the fuzzy rules
and the considered intrinsic quality criterion dimensions can
be changed to build an efficient recommendation system in
any domain context. Each component of this approach is
explained in the following subsection.

3.1 Intrinsic Quality
In order to determine if a EMR is useful enough for a

user, data contained in it must be analyzed to check if it
reaches an adequate level of quality according to certain
parameters. Taking into account that the “fitness for use”
depends on the task and role of the users who handle both
EMR’s and their sources, it is necessary to identify a set
of dimensions that better represents quality requirements
from user requirements specification. Intrinsic Dimensions
denote that information has quality in its own right. These
dimensions are independent of the userŠs context. They are
capturing whether information correctly represents the real
world and whether information is logically consistent in
itself [12]

For making operative our proposal, three dimensions of a
data quality (DQ) model for assessing data of new EMR’s
have been chosen in order to improve the performance of
the proposed recommender system. These dimensions are
the following:

• Accuracy (a): is the degree of correctness and preci-
sion with which information in an information system
represents states of the real world [12].

• Consistency (k): implies that two or more values do not
conflict with each other [13].

• Completeness (c): is the degree to which information
is not missing [14], i.e. every item of a document is
fulfilled and has information

• Timeliness (t): is the degree to which information is
up-to-date, i. e. received information is adequate for
the temporal context in which its topic is set [15].

Whole dimensions are calculated according to the spec-
ification shown in [16]. In order to get a summarized
measure for a document we must take into account that
the perception of quality is both subjective and inaccurate,
and consequently it would be appropriate to use a fuzzy
operator to measure/determine/assess DQ properly. In this
work a Mamdani-style fuzzy system has been employed
[17]. Linguistic labels and a set of rules were defined and
optimized by a panel of experts. Υ (a, k, c, t) is a value
obtained after a defuzzification process.

3.2 Contextual Compatibility
The Contextual Relevance (χ) of a EMR and a user

is computed by using the compatibility between the EMR
contents and the ontological definition of the user area of
interests. This contextual representation based on ontologies
is extracted from the definitions stored in domain ontologies,
for example, MeSH 2, UMLS 3

The degree of representativeness of each keyword is
computed using different measures of similarity existing
for this thesauri, for example, WordNetSimilarity [18] ,
UMLSSimilarity [19]. For example, some keywords that de-
fine the context “Pulmonary Medicine” in healthcare context
using UMLS and UMLSSimilarity are shown in Table 1.

Table 1: Excerpt of “Pulmonary Medicine” Context Defini-
tion

Word Degree

respiratory, lung 1.00
trachea, bronchial 0.50
bronchitis, pneumothorax, chest 0.25
thoracolumbar, abdominal 0.10

In this case the context and the EMR could be considered
as fuzzy sets because they consist of words that have a
membership degree. Therefore, the compatibility between
context and document could be computed by using the
generalized Jaccard coefficient as used in [20].

2http://www.nlm.nih.gov/pubs/factsheets/mesh.html
3http://www.nlm.nih.gov/research/umls/
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3.3 Personal Compatibility
In this work, the user preferences will be represented as a

fuzzy ontology automatically obtained from a set of EMR’s
previously selected by the user. A fuzzy ontology, in this
context, may be considered as a set of directed graphs where
each node represents an item and the edges denote that a
term “is related with” other term. The proposal includes
several stages of data processing, which were divided into
five steps: linguistic pre-processing, term indexing (called
pre-ontology), user relevant terms extraction, user ontology
generation and user profile update as can be seen in [1]. In
this fuzzy ontology, a relatedness degree (RD) is associated
with each edge to represent the strength of the “is related
with” association. In this way, the relatedness degree (RD)
between two terms ti and tj is defined as (Eq. 2).

RD (ti, tj) =

∑
o∈O f − occur (ti, o)⊗ f − occur (tj , o)∑

o∈O f − occur (ti, o)
(2)

where o is a EMR, O is the set of EMR’s selected from
the LOR by the user, f − occur is the function of the
relative frequency of a term in a EMR and ⊗ denotes a
fuzzy conjunction operator.

The compatibility degree between the EMR and the user
profile Φ assesses if the interests of the user are expressed
in the EMR. The value 0 indicates that users preferences
are totally different of the EMR content, i.e., the ontology
extracted from the EMR and the user ontology represent
different concepts, not necessarily contrary; whereas the
value 1 indicates that the EMR contents are included in the
users’ preferences.

The EMR’s ontology is built using a modification of the
RD equation, where s is a section (or paragraph according
to the kind of document) of the EMR δ (Eq. 3):

RD (ti, tj) =

∑
s∈δ f − occur (ti, s)⊗ f − occur (tj , s)∑

s∈δ
̂f − occur (ti, s)

(3)
The process to compute this value consists of the com-

parison between two ontologies. The comparison method is
inspired by a set of ontology similarity measures proposed
by [21]. In this case, the vector model is used to represent
each concept in the ontology. Let vi be the corresponding
vector that represents a concept ci, int vij , the value in the
position j, will be the RD degree between ci and cj when
cj belongs to the set of possible concepts that define a user
profile, i.e., vij = RD(ci, cj). The detailed procedure is
illustrated in Alg. 1, where jaccard(v1, v2) represents the
jaccard similarity function between two vectors.

4. Experiment
An experiment was carried out to evaluate the perfor-

mance of the proposed recommender system. In this section,

Algorithm 1 Compatibility Degree Algorithm
O are the ontology corresponding to the new EMR
U are the ontology corresponding to the user
|O| and |U | are the size of each ontology
for c ∈ U do

if c ∈ O then
vO = vector that represents the concept c in the
ontology O
vU = vector that represents the concept c in the
ontology U
SC = jaccard( vO, vU )

end if
β = AVERAGE(SC) {β represents the similarity of
common concepts}

end for
Φ = (|O ∩ C| ⊗ β) /min (|O|, |U |) {⊗ is a t-norm}

the experiment, the performance measures used and the
obtained results are described.

4.1 Experiment Description
The study group was shaped by 10 users from a health-

care organization. Most of them had experience in e-health
technology as a researcher or as a physician. Each user has
selected one of the following areas: traumatology (TRA),
oftalmology (OFT), otolaryngology (OTO), surgery (SUR)
and urology (URO). These areas and their ontological rep-
resentation based on MeSH are the base for the user context
definition. On the other hand, each user has selected 11
Medical Records as relevant in the Healthcare Information
System. Once the selection process was finished, the user
context and user preferences ontological definition were
created for each participant, applying the methodology and
algorithms described previously.

4.2 Experiment Results
In order to evaluate the feasibility of our approach, we

compared the recommendations made by the system and
the preferences for each new user of each new EMR. The
contingency table (Table 2) used for this purpose is similar
as the explained by [22] and by [6].

Table 2: Contingency Table
Selected Not Selected Total

Relevant Nrs Nrn Nr
Irrelevant Nis Nin Ni
Total Ns Nn N

Precision, recall and F-measure are measures useful to
evaluate the quality of the recommendations [23] . Here,
precision measures the probability of a selected item being
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relevant, recall represents the probability of a relevant items
being selected and F-measure is the harmonic mean between
precision and recall (Equations 4, 5, 6).

P =
Nrs
Ns

(4)

R =
Nrs
Nr

(5)

F =
(2 ∗R ∗ P )

(R+ P )
(6)

We considered a test data set with 100 EMR’s of different
areas. The system filtered these EMR’s and recommends
them to the suitable users. Then, we compared the recom-
mendations provided by the systems with the recommen-
dations provided by the users. After this comparison the
corresponding precision, recall and F-measure are obtained.
The results of this process are shown in Table 3 (the values
are in the range [0,1]).

Table 3: Results.
User Precision Recall F-measure

TRA 0.98 0.81 0.89
OFT 0.95 0.91 0.93
OTO 0.94 0.89 0.91
SUR 0.86 0.91 0.88
URO 0.92 0.85 0.88

The average of precision, recall and F-measure are 0.93,
0.87% and 0.90%, respectively. These values reveal a good
performance of the proposed system if compared with those
obtained by using non-ontological approaches (0.70, 0.61
y 0.65, respectively). We have achieved a substantial im-
provement in precision and recall values, which means that
the proposed system is flexible enough to provide good
recommendations using our approach.

5. Conclusions and Future Work
In this paper, a recommendation method based on the

fuzzy representation of user preferences was proposed. This
approach has been applied to provide recommendations
about new Medical Records that could be interesting for a
user. This is an efficient solution to minimize the problem of
access relevant information in Medical Records Repositories.
The proposal combines the analysis of intrinsic and concep-
tual features for making decisions about recommendation.
User preferences are represented by domain ontologies for
user context and automatically built fuzzy ontologies. This
combination allows us to make recommendations based on
a richer description of the user preferences.

An experiment has been carried out in order to determine
if the recommended EMR’s are useful and interesting for the

users. Experimental results show that the proposed system
is reasonably effective in terms of precision and recall.

Further research is directed towards the task of improving
the user profile quality considering the information provided
by the user as feedback, and the application of some tech-
niques of collaborative filtering. Moreover, more detailed
evaluation experiments also will be necessary.
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Abstract – Knowledge exchange and opinion sharing over the 

Internet has reached levels never experienced before. People 

from different regions and socio-cultural backgrounds now 

have the possibility to create as much web content as they 

wish. This data represents a massive source of information 

useful to understand many aspects of society. Through 

sentiment analysis it is possible to leverage this highly topical 

data to identify people's perception of a certain topic.  

Different approaches have been implemented in order to 

detect sentiment in microtexts using mainly lexical ontologies 

and classification models.  In this work, a tool designed for 

sentiment detection in microtexts named Suré is presented. 

This tool leverages inductive learning in order to find 

differentiating patterns in opinions about a given topic. Using 

the identified patterns Suré creates decision trees to classify 

microtexts as supportive or unsupportive towards the analyzed 

topic.  

Keywords: Induction, Microtexts, Sentiment Analysis. 

 

1 Introduction 

  The advancement in web technologies over the last 

decade has allowed users to generate as much content on 

internet as they wish. This has led to knowledge exchange and 

opinion sharing at levels never experienced before, and the 

social networks have been crucial facilitators of this process. 

 The ease with which people can create social network 

messages is one of the key success factors of these web sites. 

According to Twitter Blog, in June of 2011, Twitter users sent 

200 million tweets per day, enough text to fill a 10 million-

page book every day.  Through these 140 characters long, 

unstructured and conversational toned writings, 100 million 

users express what they are doing, what they are thinking and 

how they are feeling.  

 By reading a person's tweets, it is possible to understand 

many things about her. Therefore, studying the data of 

hundreds of thousands of tweets might help to develop a 

better understanding of our society at large. A powerful 

technique to leverage this huge amount of data is sentiment 

analysis. 

 Sentiment analysis is the task of identifying positive and 

negative opinions, emotions, and evaluations [1]. Through 

sentiment analysis of tweets, researchers have found that 

Americans seem considerably happier on Sunday morning 

than Thursday evening, and that West Coast American 

residents might be happier than their East Coast 

counterpart[2].   

 Different approaches converge in the search for the 

optimal sentiment detection technique. A very straightforward 

method is to use sets of terms with positive and negative 

connotations, to classify the sentiment of the words forming a 

message. However, the explosion of the web 2.0 and a larger 

internet coverage, have allowed people worldwide, to express 

their opinion about any topic. In this scenario, positive or 

negative meaning of a word becomes relative to the region or 

sociocultural context of a debate or a conversation. For this 

reason it might be more suitable to use an approach that learns 

from the contextual relationships of words, instead of their 

linguistic relationships. This could be accomplished through 

inductive learning, leveraging its capabilities to discover 

distinguishing patterns, and thus indetifying recurrent 

concepts in positive or negative messages in any context. 

 In this work a tool for sentiment detection in microtexts 

is presented. The developed tool named Suré leverages 

inductive learning and decision trees to classify microtexts as 

supportive or unsupportive towards a given topic. A test case 

using real life data is also presented showing promising 

results. 

2 State of the art 

 After the release of Twitter developer platform in 2006, 

researchers obtained instant access to what might be the 

largest dataset in history, with lots of new highly topical 

messages available every second. This provided a great 

opportunity to analyze thousands of points of views and to 

find useful information for many different fields using 

specialized software for sentiment detection. 

 Twitter developer platform consists of a set of APIs that 

allow developers to integrate their custom applications with 

this social network. One of these APIs, the Search API is 

particularly useful for data extraction tasks since it allows to 

query for tweets from a custom application, thus it is possible 
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to obtain and store thousands of tweets about a  certain topic 

within a given date range in a matter of seconds. 

 The increasing number of studies about sentiment 

analysis, published since the release of Twitter developer 

platform, and the growing number of countries developing 

researches about this topic, may be good indicators of the 

facilities given by this platform. 

 The ease with which messages on social networks can be 

created has been one of the key factors for the success of the 

most popular social network web sites. A message on a social 

network falls under the category of Microtext. Microtexts are 

very short individual contributions, often consisting of a 

single sentence that can be as short as a single word. They are 

further characterized by using an informal and unstructured 

grammar. These messages have a conversational tone, usually 

including colloquial expressions. Usually these messages are 

not edited before being sent, which makes them error prone 

[3]. 

 These characteristics of the microtexts allow 

inexperienced users to quickly become creators of content. 

Nevertheless, these characteristics also make microtexts 

particularly hard to analyze for sentiment detection. 

Extracting sentiment information out of a sentence consisting 

of just a few words is not an easy task. 

 For these reason researchers have implemented different 

methodological approaches in order to obtain the best results 

out of the available data. Lexical ontologies and classification 

models highlight as the preferred techniques. 

 As a result of a literature review of studies related to 

sentiment detection in microtexts, 24 studies were found. 

Implementations of classification models were found in 14 of 

the reviewed works, lexical ontologies were found in 7 studies 

and the remaining 3 works used third party software or other 

techniques. 

 According to the literature review performed, when 

classification models were implemented, the use of Naive 

Bayes classifiers and SVM method were predominant. To a 

lesser extent, Bag of words and K-nearest neighbor 

classification model were used. On the other hand, in those 

cases about sentiment detection using lexical ontologies, a 

strong tendency towards the use of lexical English database 

WordNet® and derivates of this, such as WordNet-Affect or 

SentiWordNet was found. 

 The reason why classification models seem to be more 

popular between sentiment detection researchers is their 

capacity to leverage the context information, without 

depending on it. The same classification model could be used 

for sentiment detection in different languages. On the other 

hand, lexical ontologies are domain dependent, and require a 

significant effort to generate lists of words for each domain 

[4]. 

  To avoid the burden of creating a lexical ontology for 

every domain universe a simple approach was identified. In 

several studies a generic ontology such as WordNet was used. 

However, this method is not always suitable, since the 

meaning of many terms and expression is often context 

dependent.  

 The importance of the context where a term is used 

becomes clear when a variety of practical applications found 

in the reviewed literature is analyzed. As suggested by many 

studies, sentiment detection in social network messages could 

be a useful tool to quickly identify or even to anticipate 

situations affecting, positively or negatively, a certain group 

of the people. Flu outbreaks, radicalization of opinions, and 

popularity loss of a touristic place are some of the examples 

found. As can be seen, the variety of the topics addressed 

might generate accuracy problems if a generic lexical 

ontology is used. 

3 Architecture and Methodology 

 In order to classify microtexts as supportive or 

unsupportive towards a given topic leveraging the context of 

the information, the sentiment detection software Suré
1
 was 

created.  Suré consists of two modules: Microtext extraction 

and Text analysis. 

3.1 Microtext extraction 

 The module for data extraction allows extracting 

microtexts from 5 sources: The digital versions of Spanish 

newspapers El País, El Mundo and ABC, Twitter and 

Facebook. 

 To obtain microtexts from the digital version of El País, 

El Mundo and ABC newspapers, a custom process was built 

to obtain the comments out of a web article. 

 To recover microtexts from Twitter, an interface was 

built on top of Twitter's Search API, allowing querying for 

Twitter content, in the same way a user would search for 

tweets using this social network search engine. Once the 

search is done, the tweets found can be stored for later 

analysis. Whilst Twitter's Search API allows retrieving 

thousands of tweets in a matter of seconds, a very important 

limitation must be considered: Twitter's index includes only 

the last 6 - 9 days of tweets.  

                                                           
1
 Suré is a Bribri word that means “fishing arrow”, however 

for the native Costa Rican tribe Bribris, arrows are capable of 

creating cracks through which light and thinking may pass 

through. 

 

704 Int'l Conf. Artificial Intelligence |  ICAI'12  |



 To obtain microtexts from Facebook, Suré leverages the 

Facebook's Graph API
2
. This interface grants access to 

different objects of this social network, and allows navigating 

through the relationships of these objects. 

 For microtext extraction from Facebook Suré offers an 

interface to access comments on posts on public pages. This 

API grants access to the social network's different objects and 

to the relationships between them. The user must introduce 

the URL of a Facebook public page and a date range to search 

for its posts. Once the search is finished, Suré shows to the 

user the posts found, their creation date, and the number of 

comments received. The last step is to select one of the 

retrieved posts, and its comments will be extracted and stored 

for later analysis. 

3.2 Text analysis 

 The text analysis capabilities offered by Suré are 

designed to be used after a dataset about a certain topic has 

been obtained through the Microtext extraction module. 

 The Text analysis module allows using the retrieved 

microtexts as a training set or as an evaluation set. The 

evaluation set is used for automatic sentiment detection 

supported by a training set previously created. 

 In order to create a training set, Suré allows experts to 

classify the microtexts by its sentiment as positive, negative, 

neutral or noise. The noise category should be used on those 

cases where a message does not offer any point of view 

strictly related to the subject matter addressed. 

 Once the microtexts have been classified, they receive a 

linguistic pre-processing and then the resulting data is stored 

in a text index. The pre-processing consists of the following 

tasks: 

 Tokenization 

 Punctuation removal 

 Lowercasing 

 Stopwords removal 

 Stemming 

 Once the training set has been pre-processed and 

indexed, Suré permits users knowing the term-frequency 

distribution of the classified microtexts, filtered by the 

sentiment given by the expert. 

 Suré also has the ability to find recurring groups of terms 

in the positive and negative training sets. This functionality 

                                                           
2
 https://developers.facebook.com/docs/reference/api/ 

allows finding differentiating patterns between positive and 

negative microtexts of a certain subject. This function has 

been implemented following the rules of the First Order 

Inductive Learner algorithm [5] in order to obtain exclusive 

patterns for positive and negative comments. It is worth 

noticing that, rarely used words are not useful to find 

representative patterns, for this reason, Suré ignores words 

that appear in less than the 20% of microtexts forming the 

positive or negative training set. To find and remove these 

words Suré internally uses its term-frequency functionality. 

 When searching for differentiating term patterns, it is 

necessary to choose the number of terms included in the 

patterns to find. This permits to identify the patterns with the 

widest coverage throughout the training sets. 

 After a training set has been stored in a text index, it is 

possible to perform automatic sentiment detection on 

evaluation sets by creating decision trees based on the 

differentiating term patterns of the training set. This process is 

performed by Suré through implementations of the ID3 and 

CART algorithms. To create the ID3 or CART decision tree 

the user must choose the number of terms that make up the 

patterns to find. For this reason, it is recommended to perform 

prior tests on the training set using Suré's pattern 

identification functionality, in order to determine the 

appropriate number of terms to cover the maximum amount of 

microtexts possible.  

 The set of terms of the patterns found will be used later 

to create the nodes of the decision trees. For this reason, Suré 

offers the possibility to specify a minimal number of 

occurrences for the patterns to use. Doing this allows to prune 

the tree before it is created. The following step is to decide 

whether to use an ID3 or a CART algorithm to create the 

decision tree. 

 For the ID3 algorithm, the terms of the patterns found 

will be the nodes of the tree, the possible values for every 

term will be whether or not the term is present in a given 

microtext, in other words true or false. For the CART 

algorithm the nodes of the tree will be a condition composed 

of a term and one of its possible values in a microtext: true or 

false. Given the nature of the CART algorithm, every node 

will have two children, one for those cases where the 

condition is met, and another one for those cases where the 

condition is not met. The leafs on the ID3 and CART trees 

will be sentiment classifiers 'positive' and 'negative'. Because 

of the characteristics of the methodology used in Suré, both 

algorithms produce binary trees.  Once the decision tree has 

been created, the user will be able to use it for sentiment 

detection on individual examples. 
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4 Practical case 

 In order to test Suré's sentiment detection accuracy a 

relevant topic to Spanish society was selected: The conviction 

of former Spanish judge Baltasar Garzon Real. 

 The reason to choose this topic was that the generated 

views about it on social networks were so opposing that it 

would be very easy for a slightly informed person to tell if a 

comment supports or rejects Garzon's convitcion. 

 Nevertheless, despite of the ease with which a person 

could detect the sentiment in the related microtexts, the 

automatic classification of messages as supportive or rejective 

faces significant challenges. This trivial case illustrates the 

complexities of Artificial Intelligence and Natural Language 

processing. 

 The first step was to find articles related to Garzon's 

conviction in the digital version of Spanish newspapers El 

Mundo and El Pais. These two daily newspapers were 

selected because of the opposite political tendencies of its 

frequent readers.  Once the articles were chosen, a total of 

9760 comments were retrieved by Suré, 2780 from El Mundo 

and 6980 from El Pais. Subsequently, 4000 of the retrieved 

comments were classified by an expert, 2000 from El Pais, 

and 2000 from El Mundo. For mere classification purposes, 

those comments supporting Garzon's conviction were 

categorized as positive and those rejecting it as negative.  A 

total of 963 comments were classified as positive and 675 as 

negative, the remaining 2362 were marked as noise. The 

positive and negative microtexts received linguistic pre-

processing and were stored in an index text as the training set 

for this test case. 

 Following the linguistic pre-processing of microtexts an 

interesting problem related to the context of this particular 

case of analysis emerged. Both Spanish terms "derecho" and 

"derecha" stems to "derech". Nevertheless, in the microtexts 

retrieved, "derecho" was frequently used as a part of 

expressions such as: "estado de derecho" (rule of law) and 

"derecho de defensa" (right of defense), very common 

expression in opinions in favor of the Garzon's convition. On 

the other hand, the term "derecha" referred to right-wing 

politics, a very usual reference in the microtexts rejecting the 

above mentioned judgement. In this case, the stemming 

truncates the contextual value of the term. This problem might 

be subsequently solved leveraging synonyms and multi-term 

expressions in the linguistic pre-processing stage. 

 The next step was to identify the best differentiating 

patterns in order to determine the optimal parameters to 

specify later on when the decision trees were created. It was 

determined that only those terms with a frequency equal or 

greater than the 20% of the total of microtexts in the training 

set will be taken into account for pattern identification. Thus, 

thousands of seldom used terms were removed, improving 

system performance and result quality. 

 Very few patterns consisting of 5 and 4 terms were 

found. Besides, those patterns covered only a minimal 

percentage of the microtexts of the dataset. On the other hand, 

an important amount of 3 words patterns emerged, enough to 

cover the entire dataset if put together. Table 1 shows a 

sample of the most frequently found patterns. 

Table 1. Frequently found patterns sample 

Pattern Occurrences Sentiment 

   

[garzon, juez, ley] 53 Positive 

[derech, juez, ley] 38 Positive 

[españ, gazon, juez] 31 Negative 

[garzon, juez, pais] 28 Negative 

 

 Because of the differentiating capabilities of the 

patterns, and given that 3 words patterns offered great dataset 

coverage, it was decided to use these patterns for the later 

creation of the decision trees. 

 In order to test the sentiment detection capabilities of the 

presented approach, the 4000 microtexts classified by an 

expert were used as the training set to create ID3 and CART 

decision trees. Subsequently, a set of 186 comments from 

articles related to Garzon's sentence from the digital version 

of Spanish newspaper ABC was retrieved. Only comments 

expressing positive or negative opinions were taken into 

account. 

 Of the 186 retrieved comments, an expert classified 130 

as positive and 56 as negative. Subsequently, these 186 

comments were automatically classified by Suré and 

compared to the results given by the expert to determine 

Suré's accuracy. Table 2 shows the results of the comparison. 

Table 2. Automatic classification accuracy 

Method Accurate 

positive 

Accurate 

negative 

Average 

accuracy 

    

CART 107 37 77.4% 

ID3 105 38 76.8% 
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 As the results show, none of the classification methods is 

considerably more accurate than the other.  It is also worth 

mentioning that both methods do better classifying the 

positive examples than negatives. By analyzing the negative 

patterns found, a large number of different sets, but with a low 

average number of occurrences can be seen. This evidences a 

trend to use a richer variety of terms used in negative 

microtexts than that in the positives for this particular topic, 

which might make negative sentiment harder to spot. 

5 Conclusions and open issues 

 This works presents a tool for pattern identification and 

sentiment detection in microtexts based on inductive learning 

and classification trees. The tool named Suré is still a 

prototype; however is it capable of leveraging the vast amount 

of available data to extract information from context instead 

of using linguistic relationships. Suré has only been tested 

with the data previously discussed, shortly it will be tested 

using different data sources such as Twitter and analyzing 

new topics. Moreover, adding new functionality such as multi-

term expression detection and synonym pre-processing will 

probably improve the accuracy of the results, which for this 

first test may be considered good. 

6 References 

[1] Wilson, T., Wiebe, J., Hoffman, P.: Recognizing 

contextual polarity in phrase-level sentiment analysis. Proc. of 

the conference on Human Language Technology and 

Empirical Methods in Natural Language Processing. pp. 347-

354 (2005). 

[2] Savage, N.: Twitter as medium and message. 

Communications of the ACM. 54, 18 (2011). 

[3] Ellen, J.: All about microtext: A working definition and 

a survey of current microtext research within artificial 

intelligence and natural language processing. ICAART 2011 - 

Proc. of the 3rd International Conference on Agents and 

Artificial Intelligence. pp. 329-336 (2011). 

[4] Guerra, P.H.C., Veloso, A., Meira, W., Almeida, V.: 

From bias to opinion: A transfer-learning approach to real-

time sentiment analysis. Proc. of the ACM SIGKDD 

International Conference on Knowledge Discovery and Data 

Mining. pp. 150-158 (2011). 

[5] Quinlan, J.R.: Learning logical definitions from 

relations. Machine Learning. 5, pp. 239-266 (1990). 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 707



708 Int'l Conf. Artificial Intelligence |  ICAI'12  |



SESSION

NATURAL LANGUAGE PROCESSIN, NLP +
APPLICATIONS AND RELATED ISSUES

Chair(s)

TBA

Int'l Conf. Artificial Intelligence |  ICAI'12  | 709



710 Int'l Conf. Artificial Intelligence |  ICAI'12  |



A Grammatical-Error Tolerant Parser 
 

W. Faris and K.H. Cheng 

Computer Science Department, University of Houston, Houston, Texas, USA 

 

Abstract – The proper application of usage rules are 

required to construct grammatically correct sentences.  For 

most speakers, the likelihood of writing a grammatically 

incorrect sentence is quite high.  However, for most 

sentences that may have violated some grammatical rules, 

their correct intentions may still be inferred intuitively.  

Consequently when communicating with humans using a 

natural language, a computer program should not reject but 

tolerate such sentences.  In this paper, we define a 

grammatical rule as a syntax-restriction rule if the intention 

of the sentence may still be intuitively inferred even when 

the rule is violated.  In addition, we define a sentence as 

semantically sufficient if it is free of grammatical errors or 

only syntax-restriction rules are violated.  If only syntax-

restriction rules are violated, we have modified our parsing 

program to accept and interpret, instead of rejecting, the 

given sentence. 

Keywords:  Natural Language Processing, Grammatical 

Error, Tolerance, Parser, Context-Based, Semantic 

Interpretation  

1 Introduction 

     It is desirable for an artificial intelligence program to 
communicate with humans using a natural language, 

specifically, English.  However, in today’s world, many 

people may not be communicating in their own native 

language.  Since the grammar of a natural language is 

normally complex and has many rules, many individuals 

may not know all the rules.  Even when they do, they may 

not always follow them.  As a result, it is unlikely that they 

will consistently communicate perfectly in their non-native 

language, and it would be unreasonable to expect correct 

sentences all the time.  When presented with a 

grammatically incorrect sentence, an individual could ignore 

the mistake and still intuitively infer the correct meaning of 

the sentence.  Similarly, in order to communicate effectively 

with humans, a computer program should be prepared to 

tolerate grammatically incorrect sentences as long as the 

most probable conveyed idea may be understood.  

Otherwise, it would reject sentences excessively.  This 

attitude can also be seen in systems such as chatbots and 

Question/Answering expert systems to reduce the frustration 

of the users.  They are designed to extract pertinent 

information from a sentence by mapping keywords to built-

in functionality [1].  However, this approach is not adequate 

to handle normal communication since it is limited to a 

small number of functionalities. 

     We define a sentence to be semantically sufficient when 

the correct intent of the sentence may be determined 

intuitively even when syntactical errors are present.  By 

intuitively, we mean that the interpretation is most likely the 

actual intention of the speaker.  To give the flexibility to 

handle semantically sufficient sentences but still detect 

grammatical inconsistencies, we define a new category of 

rules: syntax-restriction.  These rules reflect the correct 

syntax and morphology, but are not absolutely necessary in 

interpreting sentences.  One characteristic for rules in this 

category is that it matches a property of an item with that of 

another, such as agreement rules.  As a result, the criteria for 

syntax-restriction rules are that the same information can be 

obtained from at least two items in the given sentence, and 

the information obtained from one item is normally 

considered more reliable over the other when they are in 

conflict.  Consequently, using the information obtained 

from the more reliable item, the inferred semantic 

interpretation is most likely the correct intention.  For 

example, one aspect of the subject-verb agreement rule 

matches the number properties of the subject and the verb.  

Since the subject is the focal point of a sentence, it is 

considered much more reliable than the verb.  Therefore, 

when there is a mismatch, understanding the sentence using 

the number property of the subject rather than the verb is 

most likely correct.  A mismatch in subject-verb agreement 

is an example of a context-based grammatical error, in 

which a word differs from what is expected, based on 

surrounding words.  In this paper, we discuss how to use 

this new category of rules to detect context-based errors and 

generate a warning, instead of rejecting the sentence as 

illegal.  A warning is information that when displayed will 

notify the person communicating with the program about 

the grammatical error.  In addition, we will illustrate how 

such rules can be used to resolve an ambiguous term, but 

still be used to generate warnings when the involved term is 

not ambiguous. 

     The objective of a context-based grammar checker is to 

help people write grammatically correct sentences by 

notifying them if a mistake is made, and ideally with an 

explanation of the error, so that they may correct the error.  

Context-based checkers can be found in applications such as 

word processors and machine translators.  There are three 
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predominant models of a grammar checker [2]: syntax 

based, statistics based, and rule based.  Syntax based 

checkers use parse trees to identify incorrect sentences, and 

unless they implement some form of rules as was done in 

CRITIQUE [3], they cannot identify the exact type of error.  

CLAWS [4], is an example of a statistics based part-of-

speech (pos) tagger that uses the frequency of a sentence 

structure within a corpus to determine the validity of the 

sentence.  Those that do not meet a defined threshold are 

assumed to contain errors.  However, this technique is not 

capable of identifying the types of errors, thus leaving the 

individual uninformed on the reasons why the sentence is 

invalid.  In [5], a grammar checker for a machine translator 

is used to automatically correct what it determines to be 

errors.  A bottom-up parser creates chunks of related terms 

and phrases.  The probability of a chunk is then compared to 

that of a corpus.  For invalid sentences, Markov chains are 

used to determine missing or incorrect chunks that can be 

applied to produce a valid sentence.  Regardless of which 

statistical model is used, the precision and recall rates 

depend on the size of the corpus and the threshold value, 

and a combination may not exist to detect all errors and to 

correctly identify all valid sentences.  Arguments are 

provided in [6] to support why a rule based approach is 

necessary for identifying the types of grammatical errors.  It 

proposes to use meta-rules, replacing regular grammar rules 

that fail, to re-parse the given sentence.  Although our 

approach also uses rules to detect errors, these rules are 

normal grammar rules of the natural language.  They are 

applied during parsing, and only one run of the parser is 

needed.  

     Recently, we have implemented a parser in a learning 

program system (ALPS) [7] to parse English sentences 

using a grammar that is acquired incrementally [8].  

Subsequently, solutions have been developed to understand 

declarative sentences [9, 10], including identifying the 

correct knowledge referenced by various forms of pronouns 

[11].  We have also developed an algorithm to generate a 

sentence that reflects the contents of a logical thought using 

a transformation of the acquired grammar [12].  Five major 

components were introduced to define how a grammar term 

(or pos) is used in the language: structure, kind, role, control 

and rule.  The structure of a grammar term defines exactly 

the grammatical format of the term, which may be either a 

sequence or an alternative.  A term may have multiple 

kinds, which are subsets that may share the same structure 

but must have different roles.  The role of a grammar term 

defines its purpose, and the intention of the role is implied 

by the presence of the term within a sentence.  The idea of 

the control is to notify the parser which role within the term 

is responsible for organizing the various knowledge objects 

identified in the parsing process.  A rule specifies a 

condition [13] satisfied by either the grammar term or its 

structure.  They are used to either guide the parser towards 

the correct grammar structure or restrict certain terms from 

being accepted.  The use of rules in a grammar enhances its 

scope while maintaining a manageable size.  In this paper, 

we discuss how to use a new category of rules to detect and 

tolerate grammatical errors, so that a warning may be 

generated rather than outright rejecting the given sentence 

as invalid. 

     The rest of the paper is organized as follows.  Section 2 

describes briefly the original categories of grammatical rules 

in [8] and how they are used in parsing.  It also introduces 

syntax-restriction rules, a new category of rules allowing the 

parser to handle grammatically incorrect but semantically 

sufficient sentences.  Section 3 explains how to construct a 

syntax-restriction rule to be used by our program, and then 

presents how to check five grammatical requirements: 

punctuation usage, subject-predicate agreement, subject-

verb agreement, verb phrase usage, and number agreement.  

It also presents the reasoning on why each rule can be a 

syntax-restriction rule, and why a certain component is more 

reliable in determining the semantic intention of the given 

sentence.  Section 4 presents an example on using a syntax-

restriction rule to disambiguate a term that could be used as 

multiple pos.  Finally, Section 5 concludes the paper and 

discusses some situations when the context within the 

sentence is insufficient to correct grammatical mistakes. 

2 Grammatical Rules 

        Rules have already been used in defining part of a 

grammar and applied when parsing a sentence.  A rule is 

classified as one of four categories, each with a specific 

purpose during the parsing process.  The four categories are 

defined by two independent dimensions:  the first 

determines what the rule is for, and the second defines 

whether it is a restriction or a choice rule.  A rule can be for 

the grammar term itself or its kind (role).  A restriction rule 

is a necessary condition that needs to be satisfied, and a 

choice rule specifies a sufficient condition to make a choice 

when the condition is satisfied.  The resulting four 

combinations of rules are kind-restriction, term-restriction, 

kind-choice, and term-choice.  A kind-restriction rule 

specifies a necessary condition that the kind must satisfy.  

For example, the kind-restriction rule for a decision question 

states that its complete subject must not be fulfilled by an 

interrogative pronoun.  An input sentence such as “Is how a 

human?” follows the sequence structure of a decision 

question (verb, subject, predicate), but it is rejected as 

invalid because this restriction rule is violated.  A term-

restriction rule defines the necessary condition that a 

grammar term must satisfy.  For instance, in the structure of 

a noun phrase, the term-restriction rule requires that the 

noun cannot be fulfilled by a pronoun when an article or 

constant is present.  This prevents ‘a he’ or ‘3 you’ to be a 

legitimate noun phrase.  A kind-choice rule defines the 

sufficient condition to decide the kind of the grammar term.  

If the condition is satisfied, the kind is chosen and its 

associated role is used.  For example, a sequence structure 

of a sentence (subject, verb, predicate) may be fulfilled as 
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one of several kinds of sentences, such as a declarative 

sentence or an interrogative sentence.  If the noun of the 

subject is an interrogative pronoun, then it is an 

interrogative sentence.  Finally, a term-choice rule defines 

the condition sufficient for a grammar term to be fulfilled by 

one of its alternatives.  This type of rule may be used to 

guide the parser to use a specific grammar term to parse the 

next part of the sentence.  Take for instance the two 

alternatives of the complement of a sentence: subject and 

object complements.  The English grammar states that if the 

main verb is an action verb, then the complement must be 

an object complement [14].  Otherwise, a subject 

complement should be used as the complement.  

Consequently, this type of rule can guide the parser to look 

for the correct complement in a sentence based on the type 

of the main verb. 

     Originally, our program only handled grammatically 

correct sentences.  It rejected all incorrect sentences, even 

those with a minor grammatical error.  In order to allow 

such sentences, a new category of rules is used: syntax-

restriction.  A grammatical rule is classified as a syntax-

restriction rule when enough information is available in the 

sentence to compensate for the grammatical error or when 

one grammar term may be trusted to provide more reliable 

information than another term.  For example, the semantic 

content of a given declarative or interrogative sentence is 

complete even when the punctuation mark is incorrect or 

missing, such as “Who is John.”  Consider another 

grammatically incorrect example, the phrase ‘3 apple’; the 

cardinal number should be a more reliable indicator of the 

correct number property than the noun.  Similarly, since the 

subject of a sentence is considered the focal point of a given 

sentence, properties obtained from the subject may be 

considered more reliable than those obtained from the verb 

or predicate.  In all these cases, the correct intention of the 

given sentence may be intuitively inferred, with a high 

degree of confidence, using the more reliable component.  

As a result, our program is more flexible in allowing and 

still understanding sentences with certain grammatical 

errors.  

     In the parsing algorithm, each rule category is applied at 

a specific point in the parsing process.  Term-choice rules 

are applied before parsing a term.  The term to be parsed is 

determined based on the parsed result of an earlier term.  

Other rules are applied after a term is parsed to check the 

validity and to decide the role of the parsed result.  They are 

applied in the following order: term-restriction, kind-choice, 

and kind-restriction.  A minor change to the parsing 

algorithm is to add a step to check the syntax-restriction 

rules after checking these other categories of rules.  The 

reason is that this new category of rules is not used to 

determine the parse results and will have no impact on the 

pos tagging of the words.  Finally, unlike other restriction 

rules, when a syntax-restriction rule is not satisfied, a 

warning unique to the rule is generated.  This warning is 

based on the rule’s purpose, which is taught along with its 

condition. 

3 Syntax-Restriction Rules 

     All rules, regardless of their classification, rely on the 
use of conditions to determine whether the rule is satisfied 

or not.  If the condition of the rule is met, then the rule is 

satisfied; otherwise, the rule is violated.  In either case, 

appropriate actions are taken depending on the rule 

category.  For syntax-restriction rules, this simply involves 

generating a warning indicating that the condition has not 

been met, but the parsing of the sentence will continue.   

      In ALPS, several condition classes have been developed 

and used in composing a rule.  The syntax-restriction rules 

discussed in this section are built using fulfill, pattern, role, 

and composite conditions.  A fulfill condition may check 

whether a grammar term or role has been fulfilled or not, 

such as checking that a helping verb appears within a verb 

phrase.  Furthermore, if fulfilled, the condition may check 

whether or not it had been fulfilled by a specific grammar 

term; for example, a helping verb being fulfilled by a forms-

of-be verb is a part of a passive voice rule.  The pattern 

condition checks that a word begins, contains or ends with a 

certain sub-string, or that a sequence begins or ends with a 

certain grammar term.  For example, a regular noun can be 

made plural by adding –es when it ends in –s, –x, or –ch.  

The role condition compares the properties of one grammar 

term or role to literal values or the corresponding properties 

of another term or role.  One instance of a role condition is 

to check that a gerund noun is an action verb with a 

progressive tense property, such as ‘flying’, ‘baking’, or 

‘solving’.  Finally, two conditions can be combined by 

using logical and or logical or to form a composite 

condition.  Our implementation of a composite condition 

uses a lazy evaluation strategy, meaning the second 

condition is only evaluated if necessary.  For instance, in a 

composite or condition, the second condition is evaluated 

only when the first condition fails.  This allows for rules in 

which the first condition checks to see if a grammar term is 

not fulfilled; while the second checks to see that it is 

fulfilled by a specific grammar term.  For example, if the 

purpose of a rule is to assert that a helping verb, when 

present, is fulfilled by a specific type of verb, then the first 

condition is used to allow instances in which a helping verb 

does not exist in the given sentence.  Conversely, for a 

composite and condition, the second condition is evaluated 

only when the first condition is satisfied.     

3.1 Punctuation Usage 

     In languages such as English, punctuations are used to 
mark the end of structures, such as the period for declarative 

sentences and the question mark for interrogative sentences 

and decision questions.  However, one can generally discern 

the kind of a sentence based on its structure and content.  
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For example, the structure of a decision question is unique 

in that it begins with a helping verb, such as ‘is’, ‘can’, and 

‘did’.  Although, both declarative and interrogative 

sentences share the same structure, an interrogative sentence 

must begin with an interrogative pronoun, such as ‘who’, 

‘why’, and ‘how’, while a declarative sentence should not.  

Consequently, without punctuation, a reader should still 

know that “What is the next prime number after 7” is a 

question because of the subject ‘what’.  Similarly, the 

sentence “11 is the next prime number after 7” can easily be 

recognized as a declarative sentence.  Given the ability to 

intuitively infer the kind of sentence from its makeup, the 

ending punctuation mark may be redundant.  As a result, a 

punctuation mark that conflicts with the recognized kind of 

a given sentence should not limit the acceptability of the 

sentence, but should simply generate an appropriate 

warning.  The condition for checking punctuations may use 

a pattern condition such as a declaration must end in a 

period, and an interrogative sentence ends in a question 

mark. 

3.2 Subject-Predicate agreement 

     In English, declarative sentences that have the linking 

verb ‘be’ as the main verb serve a distinct purpose: the 

predicate defines a characteristic or a state of the subject.  

For example, the purpose of the sentence “John is a doctor” 

is to define the occupation of John to be that of a doctor.  

Similarly, “Gorillas are primates” categorizes gorillas as a 

species of primates.  Due to this association between the 

subject and the predicate, the subject-predicate agreement 

rule asserts that their number properties be the same.  It 

would not make sense for John, a singular entity, to be 

defined as multiple doctors nor for a plural number of 

gorillas being classified as a singular primate.  However, 

since the intention of the sentence is relatively clear, when 

such a situation occurs, a warning is generated instead of 

rejecting the sentence as invalid.  Since the subject is the 

focal point of a declarative sentence, we assume the number 

property of the predicate should be changed to match that of 

the subject.  

     The syntactic stage of the parser transforms all the words 

into their base form.  This process of stemming will identify 

and store the number property of nouns and verbs, allowing 

them to be accessed when checking rules.  The condition for 

the subject-predicate agreement rule can then be used to 

ensure that the number property of the subject is equal to 

that of the predicate.  However, exceptions exist in which 

the subject-predicate agreement is not required, such as for 

sentences that do not have a predicate, e.g., “John runs 

home.”  As a result, the complete condition is a composite 

condition combining two conditions with a logical or.  The 

first condition allows sentences that have exceptions to pass 

without checking any agreement, while the second 

compares the number property of the subject with that of the 

predicate. 

3.3 Subject-verb agreement 

     One of the better-known usage rules in most spoken 
languages is the subject-verb agreement where properties 

shared by the subject and verb should match.  For instance 

in English, if the subject is the pronoun ‘I’, i.e., the 

properties of the subject are first-person singular, then the 

properties of the verb should also be first-person singular, 

such as ‘am’.  If the meaning of the sentence is clear from 

the rest of the sentence, then it is unnecessary to reject the 

given sentence as illegal when the subject-verb agreement 

rule is not satisfied.  Similar to subject-predicate agreement, 

since the subject is the focal point of a declarative sentence, 

the properties of the verb will assume those of the subject 

when a mismatch is found. 

     In English, the subject-verb agreement depends on 

several factors and we will focus on the parts of the rule 

when the sentence is in present tense and active voice.  

When the verb is an action verb, there are two possibilities.  

If the subject is in third-person, then the number property of 

the subject and verb must match, e.g., ‘John gives’ and 

‘They fix’.  On the other hand, for all other person 

properties of the subject, the number property of the action 

verb must be plural, e.g., “I give” and “You receive”.  When 

the verb is not an action verb, which includes forms of be, 

have, and do verbs, then based on the specific person and 

number properties of the subject, a specific form of the verb 

is used.  In other words, the specific verb form must have 

the exact person and number properties as the subject.  For 

instance, if the subject is the pronoun ‘I’, having the 

properties first-person singular, then the forms-of-be verb is 

‘am’; and if the properties of the subject are second-person 

singular, i.e., the pronoun ‘You’, then the forms-of-do verb 

is ‘do’.  These tables of usage for the various forms of verbs 

have been taught as part of the grammar, and have been 

implemented using a data structure called the multi-

dimensional data organization (MDDO) for easy retrieval 

and matching [15].  The MDDO organizes the verb forms in 

a table structure indexed by the property combinations that 

define when they are used.  Our implementation of the role 

condition assumes the use of such a data structure when 

matching the properties of the subject and the main verb.  

Figure 1 shows the conditions of the subject-verb agreement 

for sentences in present tense and active voice. 

     Note that if the verb is either in past tense or is preceded 

by one or more helping verbs or the sentence is an 

interrogative sentence, then none of these rules should 

apply.  For example, an action verb in the past tense will 

have the same form regardless of the subject, e.g., ‘John 

walked’ and ‘we walked’.  The impact of a helping verb is 

similar and will be discussed in the next section.  As for 

interrogative sentences, the subject is an interrogative 

pronoun which can be used for all verb forms.  In fact, the 

verb should agree with the predicate instead of the subject, 

such as “Where am I?” and “Where are they?”  As a result, 

a predicate-verb agreement rule should be introduced as a 
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syntax-restriction rule to handle that.  Additional sub-

conditions not shown in the figure are needed to exclude all 

these cases from violating the subject-verb agreement rule. 

3.4 Verb phrase usage 

     The English language has four types of helping verbs: be, 

have, do, and modal helping verbs.  As previously 

mentioned, the presence of helping verbs in a sentence 

makes the subject-verb agreement rules irrelevant.  Instead, 

each type of helping verb has its own rules regarding the 

proper form of the main verb.  The forms-of-be helping 

verbs indicate either a progressive tense such as “He is 

reading a book” or a passive voice “The book was given to 

him.”  As a result, the main verb needs to be in the 

progressive or past participle form, respectively.  The 

forms-of-have verb is used for the perfect tense, and 

therefore, requires the main verb to be in the past participle 

form, such as “I have spent all my money.”  When used, 

forms-of-do helping verbs can either form a negative or 

show emphasis of the main verb.  On the other hand, modal 

verbs, such as ‘can’, ‘might’, and ‘would’, modify the 

meaning of the sentence in some way; e.g., the modal verb 

‘can’ asserts the ability of the subject to perform the action.  

Both the forms-of-do verb and modal verbs require the main 

verb to be in its base form, e.g., “John might go to the store 

tonight” or “Kate does not have her ticket.”  The base form 

of a verb is the form listed in a dictionary, such as ‘eat’ for 

the words ‘eat’, ‘eats’, ‘eaten’, and ‘ate’. 

     Even though an English verb phrase can have up to three 

helping verbs, only the helping verb immediately preceding 

the main verb, known as the primary helping verb, 

determines the main verb’s form.  With the primary helping 

verb being the focal point, if a mismatch occurs between it 

and the main verb, we use the primary helping verb to 

determine the correct tense of the main verb.  This helping 

verb agreement can be built by combining a composite 

condition for each form of helping verbs using a composite 

or condition.  The first part of each individual composite 

condition would determine if the primary helping verb is 

fulfilled by the respective helping verb.  The second 

condition would use a role condition to ensure the tense of 

the main verb matches what is expected for that helping 

verb.  In our implementation, we determine that a linking 

verb is in its base form if no properties are associated to it, 

and utilize the fact that the base form of an action verb is its 

plural present tense form.  In addition, since the semantic 

distinction cannot be made between its use as the main verb 

and helping verb, the condition for the forms-of-do helping 

verb is not included currently. 

3.5 Number Agreement 

     The number agreement rule compares the number 

properties of a determiner and the noun that is being 

modified.  Some examples of determiners in the English 

language are cardinal values, articles, demonstratives, and 

quantifiers.  The number 1 indicates a singular entity and 

therefore should be followed by a singular noun.  All other 

numbers, including negatives and the number zero should be 

followed by a plural noun: such as ‘3 cats’, ‘0 conditions’, 

and ’-1 degrees.’  Singularity is also inferred by non-unique 

articles ‘a’ and ‘an’.  However, the unique article ‘the’ can 

apply to both singular and plural nouns.  Similarly, 

demonstrative pronouns and quantifiers also have the 

singular forms, such as ‘this’, ‘that’, ‘every’, and ‘each’ and 

plural forms such as ‘these’, ‘those’, ‘all’, and ‘some’. 

     In English, some nouns have the same singular and 

plural form, such as ‘sheep’.  When reading the statement, 

‘a sheep’ or ‘1 sheep’, it is clear there is a singular animal.  

On the other hand, ‘3 sheep’ represents multiple numbers.  

Since the number property of the noun in situations like 

these is irrelevant, when the number properties do not match 

in other situations, the value of the determiner is assumed to 

define the proper amount of the noun.  In addition, some 

nouns have an irregular plural form or have complicated 

rules to form the plural, such as ‘ox‘ to the plural ‘oxen’ 

versus ‘fox’ to ‘foxes’, and ‘buy’ to ‘buys’ but ‘country’ to 

‘countries’.  These make it unlikely that the correct form 

will be used all the time.  As a result, the number agreement 

rule should be a syntax-restriction rule with the determiner 

used as the basis when it fails.  To illustrate how to detect 

number agreement, we have included a rule on cardinal 

values and articles.  The first condition in the rule checks if 

OR 

AND AND 

verb is an action verb OR 

AND 

person of subject != ‘third’ number of verb == ‘plural’ 

AND 

person of subject == ‘third’ number of subject == number of verb 

verb is not an action verb number and person of subject == number and person of verb 

Figure 1: Conditions for subject–verb agreement. 
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there is no determiner present or the determiner is the article 

‘the’.  In either case the number property of the noun is 

irrelevant and the rule passes.  The second condition 

compares the number property of the noun to that of the 

determiner as described above.  The complete details of the 

rule are shown in Figure 2.  

4 An Example in Resolving Ambiguity 

    In the English language, singular countable nouns such as 
‘computer’ or ‘phone’ are modified by a determiner within a 

noun phrase.  For instance, phrases like ‘turn on the 

computer’ and ‘hand me my phone’ are of proper grammar, 

while the phrases ‘turn on computer’ and ‘hand me phone’, 

are considered improper.  Given the fact that there are 

enough contexts for these phrases to still be understood in 

light of the missing determiners, this particular rule may be 

implemented as a syntax-restriction rule, which would then 

generate a warning when the determiner was missing.  

However, classifying this rule as syntax-restriction presents 

a problem for the parsing algorithm.  The reason is that for 

ambiguous words such as ‘seal’, which could represent a 

noun as well as an action, a phrase like ‘to seal’ could 

represent an infinitive or a directional prepositional phrase 

that was typed without a determiner, ‘to (the) seal’.  With 

the syntax-restriction rule in place, the phrase could 

sufficiently pass as an erroneous prepositional phrase even 

if it was intended to be an infinitive.  Since our current 

parsing algorithm does not return multiple sentence 

structures, the parser would recognize the phrase of ‘to seal’ 

as a prepositional phrase instead of an infinitive based on 

the fact that this alternative was tried first.  For ambiguous 

situations such as this, it would be beneficial for the syntax-

restriction rule to act like a semantics restriction rule and 

restrict the prepositional phrase to include a determiner for 

singular countable nouns.  If the determiner is missing, then 

parsing as a prepositional phrase fails.  On the other hand, if 

the term is not ambiguous, such as ‘car’, then the missing 

determiner will result in the generation of a warning only. 

     It is for this reason that syntax-restriction rules have been 

implemented in a manner that could detect and adjust to 

ambiguous terms.  This works by indicating to the rule 

which terms in the sequence to check for ambiguity.  If the 

rule fails, and the word fulfilling the term is ambiguous, the 

fulfillment of the sequence fails.  On the other hand, if the 

rule fails but the word fulfilling the term is not ambiguous, 

then the sequence is fulfilled sufficiently, the parsing 

continues, and a warning is generated.  In this example, by 

specifying to the rule that the noun in the prepositional 

phrase may be ambiguous, the parsing of the phrase ‘to seal’ 

as a prepositional phrase will fail, allowing the parser to 

parse it successfully as an infinitive.  In other words, the 

ambiguous term ‘seal’ is disambiguated as a noun by using 

the syntax-restriction rule when fulfilling a prepositional 

phrase and as an action verb when fulfilling an infinitive.  A 

term is determined to be ambiguous if it is known within 

ALPS to represent multiple knowledge objects of different 

knowledge kinds.  For example, the word ‘seal’ is 

ambiguous if ALPS is aware that it can mean an action or a 

category of objects.  The details on how ALPS handles the 

word sense disambiguation problem may be found in [16]. 

5 Conclusion 

     In this paper, we showed how a parser tolerates 
sentences containing context-based grammatical errors.  
Unlike word processors that use context-based grammar 

checkers to alert improper grammar, ALPS uses a new 

category of rules, syntax-restriction, to make assumptions 

about the intended meaning.  This is accomplished by using 

context in the sentence, domain knowledge, and knowledge 

about the grammar.  When a sentence is determined to be 

grammatically incorrect, a warning is generated and may be 

shown to the user allowing them to determine if the 

assumed intent is correct.  This category of rules gives 

ALPS an edge over other natural language processors by 

enabling it to accept and interpret sentences regardless of 

their grammatical correctness.  The five grammatical rules 

shown in this paper only present a subset of what is possible 

with syntax-restriction rules.  The incremental nature of the 

ALPS grammar, along with the versatility of defining rules, 

allows additional syntax-restriction rules to be added later.  

The end-result is a learning program that can accept a range 

of semantically sufficient sentences, including those with 

grammatical errors, while allowing the option of notifying 

the user about these errors through warnings.     

     In discussing syntax-restriction rules, it was stated that 

the more reliable of the two terms would be used when their 

OR 

OR OR 

OR 

AND AND 

determiner is ‘the’ no determiner 

number of term == ‘singular’ value of determiner == 1 number of term == ‘plural’ value of determiner != 1 

AND 

number of term ==’singular’ determiner is ‘a’/’an’ 

Figure 2: Conditions for number agreement. 
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properties conflicted.  With the examples illustrated in this 

paper, the decision on what makes one term more reliable 

than the other is intuitive and obvious.  For example, when 

presented with the verb phrase ‘can goes’, it is more logical 

to assume the helping verb was used intentionally and 

correctly instead of the main verb being used correctly.  

There may be occasions when determining the more likely 

intent is less obvious: for instance, when an apostrophe is 

missing from a possessive noun that could be either singular 

or plural.  In the sentence “Hand me the teachers books”, 

one interpretation could be the books of a single teacher.  

Alternatively, it could also be the books of many teachers.  

In situations like these, it is unclear which alternative would 

be the correct intention.  Additional knowledge before the 

sentence is presented may be required to make the decision. 

     In addition, this paper has shown a situation when a 

syntax-restriction rule must be used to determine the correct 

meaning of an ambiguous term.  Other ambiguity cannot be 

solved simply using the words in the given sentence.  For 

example, although the punctuation usage rule may be used 

to verify whether a period or a question mark is used 

correctly, the same cannot be said between a period and an 

exclamation mark.  This is because the most likely 

difference between declarative and exclamatory sentences is 

a sense of urgency or emotion, a distinction not evident in 

the text alone.  The statement “I am angry” could either be 

an exclamation or a declaration based on the tone or the use 

of the appropriate punctuation.  Consequently, the 

punctuation usage rule is required to disambiguate the 

intention for written sentences, but may be used as a syntax-

restriction rule to understand oral conversation if the tone of 

the sentence heard can be distinguished by the system.   
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Abstract

Web pages generally contain a large amount of informa-
tion that is not part of their main content, such as navi-
gation panels, copyright and privacy notices, and adver-
tisements. Such irrelevant information, known as Web
page noise, can seriously affect the accuracy of search
and other web mining applications; the act of remov-
ing it is called “cleaning.” Previously published work
on web page cleaning is based on the observation that
Web pages tend to follow fixed layouts and presenta-
tion styles, which can be recognized and parsed. Struc-
tural trees were generated, mostly by sampling pages of
a particular website, to identify noisy blocks and elim-
inate them. In this paper, we introduce a different ap-
proach based on heuristics that extract the main text on
the basis of its characteristics rather than any previously
recognized structural pattern. The key insight is that the
main text consists of blocks of relatively long lines that
include high-frequency (common) words, while head-
lines and “noise” consist of smaller amounts of text, iso-
lated from each other, with a higher proportion of rare
words.
Keywords: Natural language processing, Artificial in-
telligence, Webpage cleaning, Content extraction

1 Introduction
A web page consists of numerous types of information
which can be seen or heard by the end user, including the
main text, subsidiary texts, non-textual information (static
images, animated images, audio, video etc.), “on-page” in-
teraction information (interactive text, interactive illustra-
tions, and buttons), “between-page” interaction information
(hyperlinks, forms), and internal (hidden) information (com-
ments, scripts, metadata etc.). When a web page is to be an-
alyzed by computer rather than viewed by a human being,
extracting the main content can be a challenge; all the other
content constitutes noise.

We present a technique to “clean” a retrieved web page,
i.e., extract the main text of a web page from the “noise.” Ex-
amples of noise in news websites, in general, include adver-
tisements, navigation panels, copyright and private notices,
side articles, user comments, and headlines of other stories.

*Chandrasekaran, M. is the contact author (mkran@uga.edu)
Copyright c© 2012, Submitted to the International Conference on
Artificial Intelligence (ICAI). All rights reserved.

Although such information items are functionally useful for
human viewers and necessary for website owners, they can
seriously harm automated information collection and min-
ing on the web. Classifying or mining noise-free web pages
will improve the accuracy of search results as well as search
speed and may benefit web page organization applications.

Web noise can be grouped into two categories: global
noise (redundancy) and local (intra-page) noise. Global
noise refers to redundant objects with large granularities,
which are no smaller than individual pages. Global noise in-
cludes mirror sites, duplicated Web pages and old versioned
Web pages to be deleted, etc. Local noise refers to irrelevant
items within a Web page. It is usually incoherent with the
main content of the page. Such noise includes images, ad-
vertisements, copyright information etc. This project deals
with only local noise in Web pages.

Part of the challenge is that the goal is ambiguous — what
constitutes “noise” depends on the purpose. For example,
a news article from Yahoo contains side articles and user
comments which may be considered as a part of the main
text if useful in the sense that they talk about the same topic
as the main content. However, there may be user comments
that are not relevant to the main content. The challenge is
to distinguish useful from noisy information. Surprisingly,
despite its importance, relatively little work has been done
in this field.

We developed heuristics based on the following initial ob-
servations of common news websites:

1. Headlines are short lines with a high proportion of low-
frequency words or unique words.

2. The main text contains longer lines with more high-
frequency (common) words.

3. News articles generally follow the inverted pyramid struc-
ture, with the most important content at the beginning.

Our approach presumes nothing about the structure of par-
ticular web pages, and with minor adjustment, should work
equally well for websites in any language. To handle the
fuzzy nature of the users requirements, the users are allowed
to turn heuristic features on or off and set thresholds depend-
ing on how lenient they like their text stripper to be.
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2 Related Work
Web page cleaning is a challenging problem. Given its im-
portance for any type of automatic reading of the Web, it is
surprising to note that relatively little work about it has been
published. In 2002, Lin and Ho (Lin and Ho 2002) proposed
a method to identify informative blocks in Web pages. How-
ever, their work was limited by the following two assump-
tions: (1) the system knows a priori how a Web page can be
partitioned into coherent content blocks; and (2) the system
knows a priori which blocks are the same blocks in different
Web pages. Their work views a web page as a flat collection
of blocks, and each block is viewed as a collection of words.
Bar-Yossef and Rajagopalan (Bar-Yossef and Rajagopalan
2002) defined web cleaning as a frequent template detection
problem. Their work is not concerned with the context of
a Web site, which can give useful clues for page cleaning.
Their techniques developed so far work under the observa-
tion that Web pages have some structures which are reflected
by their nested HTML tags. Kushmerick (Kushmerick 1999)
proposes some learning mechanisms to recognize banner
ads, redundant and irrelevant links of Web pages. However,
these techniques are not automatic. They require a large set
of manually labeled training data and also domain knowl-
edge to generate classification rules. Techniques that ana-
lyze the text itself roughly fall into two categories: lexical
cohesion methods (Beeferman, Berger, and Lafferty 1999;
Kaufmann 1999) and multi-source methods (Beeferman,
Berger, and Lafferty 1999). The former identifies coherent
blocks of text with similar vocabulary. The latter combines
lexical cohesion with other indicators of topic shift, such as
relative performance of two statistical language models and
cue words. Hearst and Plaunt (Hearst and Plaunt 1993) dis-
cussed the merits of imposing structure on full-length text
documents and reported good results of using local struc-
tures for information retrieval. Instead of using pure text,
which is unstructured, Lan Yi and Bing Liu (Yi and Liu
2003) processes semi-structured data. They make use of the
semi-structures present in Web pages to help with the clean-
ing task. They propose a new tree structure called the com-
pressed tree structure to concisely capture the commonalities
of a Web site. It then uses an information based measure
to evaluate the importance of each node in the compressed
structure tree. Based on the tree and its node importance val-
ues, their method assigns a weight to each word feature in
its content block.

Our approach to web cleaning is different from all of the
existing technologies and is comparatively very simple. Its
advantage is that it completely ignores the structure of web
pages. It does not detect blocks or structures of web pages
from their HTML tags or tree nodes. No pre-learning is re-
quired and hence training data or domain knowledge are not
necessary. Our method is based on general characteristics of
web pages, especially from news web sites, and is predicted
to work almost equally well for websites in any language.

3 Key Challenges
As mentioned earlier, Web pages are multimedia. Since the
objective is to extract just the main text from the web page,

the first task is to eliminate non-textual information (images,
audio, and video). The bigger challenge, however, is to dis-
tinguish relevant text from the rest. The main text is often
observed to contain longer sentences and grammatical con-
nectives likeand, or, the, if, is, to, from, for, etc. (called “stop
words” in information retrieval because they do not indicate
subject matter). Some violations of these generalizations
(e.g., short lines, lines containing only low-frequency words,
or both) do occur within the main text. Side articles and user
comments tend to appear after the main article. They may
be relevant could be included as a part of the main text after
extraction. However, if the end user is not motivated to in-
clude them, there will be problems because not only do they
contain long sentences, they also contain “stop words” just
like the main text. The words that appear in the headline,
although uncommon, appear frequently within the main ar-
ticle because they define its subject matter. However, most
often, names of people being referred to in the article are
replaced by pronouns after their first occurrence. For exam-
ple, if the article is about Roger Federer winning the Grand
Slam,Roger Federer will be replaced byhe, him, etc., after
its first occurrence. News articles are often structured as an
“inverted pyramid” — the most important part of a news ar-
ticle occurs at the top. This way, at any point of time, the
reader can stop after reading the first few lines and still get
an account of the story that is accurate as far as it goes. But
a challenge arises if the news story is badly written or un-
conventionally structured.

4 The Proposed Heuristic
The experimental algorithm for extracting the main text
from a web page (mainly from news websites) and elimi-
nating local noise (such as other headlines, banner adver-
tisements, non-textual information, navigation panels, copy-
right and privacy notices, useless side articles, and user com-
ments) was written in Prolog.

Figure 1 shows a sample page from Yahoo News.1 This
page contains a news article about how a man built a huge
ball out of rubber bands. The main content (boxed segment)
only occupies approximately 1/3 of the original web page,
and the rest of the page contains many advertisements, side
articles, other news headlines, comics, copyright notices,
etc. Such items are irrelevant and should be removed. Since
each web site has its own unique structure, it would be nec-
essary to find a suitable data structure dynamically in order
to represent both the presentation styles and actual contents
of the web page in the site. However, our approach elimi-
nates such a requirement by completely ignoring the struc-
ture and basing the noise elimination wholly on the textual
content in the page.

The first step of the algorithm is to take the downloaded
web page and strip off all its HTML tags. After this step, all
that remains is a file containing only textual information.

The next step, theline-length stripper, eliminates very
short lines. This is necessary to account for the observation
that the main text has relatively long lines. The threshold for

1http://news.yahoo.com/s/ap/20091029/apon re us/usrub-
ber bandball
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Figure 1: The main text in a web page with noise.

AP -- Joel Waul, 28, climbs on top of his rubber band ball
on the driveway of his home in Lauderhill, Fla. ...

LAUDERHILL, Fla. -- Look, over there. Under that blue tarp
in a suburban driveway. That thing that’s the size of a
Smart car? It’s Joel Waul’s rubber band ball.

Waul has spent the last six years carefully wrapping and
linking and stretching rubber bands of various sizes into
the ball shape. The Guinness Book of World Records declared
it the world’s largest rubber band ball in 2008.

On Thursday, Waul will say goodbye to his creation. A team
from Ripley’s Believe it or Not will come to his driveway
with a crane and haul the 6-foot, 7-inch tall, 9,032-pound
behemoth away. The ball will eventually be displayed in a
far-off museum yet to be determined, so folks can marvel at
Waul’s obsession.

Waul got the idea six years ago, when he saw a Ripley’s
television special that showed the then-largest rubber band
ball being dropped into the desert from an airplane.

"I just thought it was the coolest thing I’d ever seen,"
said Waul, a 28-year-old who works nights restocking a Gap
clothing store. The idea of setting a world record always
appealed to Waul; he recalls that as a 7-year-old in Jamaica
he pored over his father’s Guinness Book of World Records.

Creating a ball was easy. He got a few hair bands together.
Then some larger bands. The ball grew to the size of a
boulder, and his family took notice.

The ball eventually got its own Web site. It got too big --
and smelly -- to keep in the house, so he rolled it outside.

There have been a few casualties: at 400 pounds, it rolled
over his hand and sprained it. It busted his big toe.
Rubber bands breaking ripped two pairs of cargo pants and
broke three pairs of sunglasses.

Eventually, he wrote to companies that manufacture giant
rubber bands for physical therapy, and they sent him free
shipments.

The ball grew and grew. Neighborhood kids climbed on top of
it. Dogs sniffed it.

"That’s his masterpiece," said his neighbor, 25-year-old
Andre Gregg. "I’m just amazed at how he did it."

Waul and the ball have several followers on their Myspace
page, but no one’s been mesmerized by the creation more than
Edward Meyer, vice president of exhibits and archives at the
Orlando-based Ripley’s.

"We already have the largest string and barbed wire balls,"
Meyer said. "This is now my holy trinity, I guess."

Meyer won’t say how much Ripley’s paid for the ball, which,
at 25 feet in diameter, he estimates to be twice as large as
the previous record holder.

People like Waul "don’t do it for money," Meyer said. "They
don’t really get rich. They decide they want to do
something, and they get possessed. It’s very much Andy
Warhol, 15 minutes of fame. It is the desire to be the best
at something."

Now that Waul has set the rubber bands record, he’s focused
on the next challenge.

Pelosi: New health care bill is ’historic moment’ Economy
growing but recovery could be at risk Storm dumps snow on
Rockies, plains, more forecast 2 men shot in legs outside LA
synagogue Op-Ed: Numbers, not shouting, overwhelm health
care debate IAEA: First Iranian response on enrichment deal
Bill Clinton nixed wife’s VP chances: Obama campaign
manager

Copyright (c) 2009 The Associated Press. All rights
reserved. The information contained in the AP News report
may not be published, broadcast, rewritten or redistributed
without the prior written authority of The Associated Press.

Parameters:T1 = 0.6, T2 = 0.9 (no window), “inverted pyramid”
on.

Slightly too much material is included because it could not be distin-

guished from the main text. The last line was missed because it was too

small and towards the end of the document. Also, Figs. 1 and 2 were

captured at different times and some rotating headlines had changed.

Figure 2: Text extracted from web page in Fig. 1.
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number of words allowed per line in this step is indirectly
obtained from the user so as to allow the user to control
the elimination process in this step. However, to help the
user to make an educated choice of threshold values, some
good threshold values are suggested in the discussion sec-
tion (later in this paper) based on their performance after the
testing of the algorithm. The minimum number of words
allowed per line is computed as follows:

Minimum number of words= T1 ×

√

∑

n

k=1
(xk − µ1)2

n

That is, the minimum number of words allowed per line is
user-supplied thresholdT1 times the standard deviation of
the line length in words. Heren is the number of lines in
the text,xk is the number of words in linek, andµ1 is the
average number of words per line. This formula may seem
too simple, but recall that the line length ranges all the way
down to zero, so the standard deviation implicitly contains
information about the mean as well as the variation.

After that step, some moderately short lines (like some
headlines/captions or side articles) which are still in the text
should be removed because they are not part of the main ar-
ticle. This is quite a challenge for a computer because it fails
to recognize where these moderately short lines occur within
the article. One way to differentiate those lines occurring in
the main text from those that do not is by finding and com-
paring their subject matter with the main subject matter of
the page. The ones that match in subject matter are consid-
ered to be within the main article and the ones that do not
are considered to be noise.

A fair indicator of subject matter is the vocabulary. Con-
sider the same example illustrated in Figure 1. The web
page is about a man from Florida creating a rubber band ball.
So, even if the wordsrubber, band, or evenball occur in a
short line within the main text, theword frequency stripper
(the program component that removes lines with the wrong
word frequencies) will classify it with the main article be-
cause those are words with high frequencies in the story as
a whole. Also, according to one of the initial observations,
headlines (or captions) and side articles often comprise rela-
tively short lines containing less-frequently-occurring words
(see Figure 1), indicating that they are less likely to be a part
of the main text.

The word frequency stripper decides whether to keep each
line by computing a word frequency score for it and compar-
ing this score to a threshold that is indirectly obtained from
the user. The frequency score for each line is obtained by
adding up the individual frequencies of each word in the
line. Thus, lines containing common words or high fre-
quency words have a high frequency score.

Again, to help the user to make an educated choice of
threshold values, some good threshold values are suggested
in the discussion section later in this paper. The threshold
frequency score is computed as follows:

Threshold frequency score= T2 ×

√

∑

n

k=1
(yk − µ2)2

n

That is, the threshold frequency score, to warrant keeping
a line in the text, is user-supplied parameterT2 times the

standard deviation of the frequency scoresyk of the lines
(µ2 being their mean).

In the next pass, all the lines that begin with any char-
acter other than letters, numbers, parentheses, and single or
double quotes are removed using thecharacter stripper as it
was observed to be very unlikely for sentences or words in
the main text to begin with special characters.

The last step,window/blur selection, resembles vision
more than text processing. Human beings recognize the
main content of the web page visually, grouping characters
and lines into sections of the text. Crucially, individual lines
are grouped with the material in their immediate vicinity
even if they, individually, do not meet the criterial for place-
ment there. Thus a very short line at the end of a paragraph,
or an individually anomalous line in the middle of a text, is
not thrown out. To achieve this, we have to view the text
“blurred,” so to speak.

In window/blur selection, moving windows of 3 or 4 lines
were considered and the frequency scores of each line in
the window were combined. If the total score of a window
was below a threshold, the shortest line in the window was
removed but if the total score of the window was above the
threshold, the shortest line remained.

In order to account for the possibility that reasonably long
lines that may not be a part of the main content, could oc-
cur after it, higher scores are assigned to the lines occurring
at the top of the article. The motivation behind this fea-
ture came from the concept of “inverted pyramid,” which is
a common news style followed by journalists all over the
world. As mentioned earlier, important parts of the news
article always occur at the top. Hence, it is intuitive to as-
sign higher scores to the lines that occur at the top of the
article because they are generally more important than the
lines at the bottom. It is better to underestimate in the lower
parts of the main article than to underestimate at the top.
The datasets used in our experiments are described below
followed by the goodness criteria discussion and evaluation
measures.

5 Experiment Setup
For testing the above mentioned heuristics, 125 different
news articles were collected, 25 each from the RSS feeds
of popular news web sites such as BBC news,2 CNN news,3

Taipei Times,4 ABC News,5 and Yahoo News.6. As can be
seen, each of these websites has its own unique structure
and presentation style. Table 1 shows the different inputs
from the user. The threshold ranges for which the proposed
cleaning technique was implemented are also mentioned in
the table. The results were then examined manually one by
one and categorized based on a goodness score ranging from
0 to 10. A goodness score of 0 implies that none of the lines
from the main content of the website appeared after the elim-
ination process and a score of 10 implies that the extraction

2www.bbc.co.uk
3www.cnn.com/services/rss
4www.taipeitimes.com/News
5www.abcnews.go.com/Site/page?id=3520115
6www.news.yahoo.com/rss
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Table 1: User inputs, feature selection options.

accuracy was 100% — none of the lines were over-estimated
or under-estimated. The goodness criteria will be discussed
in detail in the next section.

The heuristic was implemented on all 125 news articles,
using each of the 64 threshold combinations, resulting in a
total of 8000 output files, which were examined manually
and goodness scores were assigned to each of them as de-
scribed in the following section.

6 Discussion of Results
The performance of the proposed heuristic for the purpose
of noise elimination and main textual content extraction was
evaluated based on some goodness criteria. It is to be noted
that for our experiments, side articles, user comments, copy-
right and privacy notices will be considered as noise. It
is also assumed that over-estimation of the content is pre-
ferred over under-estimation. The headline or the caption
of the main content may or may not be included as a part
of the result, and the goodness score will not be affected
by it. Because common news styles follow the Inverted
Pyramid rule, over-estimation at the top is considered to be
worse than over-estimation at the bottom. Based on these
assumptions and the extent of over/under-estimation, good-
ness scores ranging from 0 to 10 are assigned as indicated in
Table 2.

Figure 2 shows the result of processing the web page
shown in Figure 1, with the specified threshold values. For
those threshold values, the extraction was 100% accurate,
with no over/underestimation. Hence, a goodness score of
100 is assigned to the output. All 8000 output files were
evaluated in the same way. Table 3 shows the top five pa-
rameter combinations (on the left) for each web site and the
total number of files that had goodness scores≥ 9 with those
parameters (broken up in the middle columns and summed
on the right).

The table shows that 101 out of 125 files received good-
ness scores of 9 when the parameter combination ofT1 =
0.5, T2 = 1.1 was used. Fewer articles from Yahoo news
website received high goodness scores, possibly because
most of them contained sections where some experts com-
mented on the particular event. Hence, most of the Yahoo ar-
ticles were assigned a score of 8, implying that 100 percent
of the main textual content was extracted but there was over-
estimation of more than 10 words at the bottom due to in-

clusion of related user comments. It is to be noted that these
evaluations are done after manually examining all the output
files. Table 4, showing the distribution of goodness scores,
gives a clearer picture of how well the proposed technique
worked. Note that 93.6 percent of the files had a goodness
score≥ 7, implying very high accuracy of the noise elimi-
nation process. Most of the files with a score of 8 came from
web sites such as Yahoo News which contained lengthy and
relevant user comments that were included as a part of the
main text. Almost all output files received goodness scores
greater than or equal to 5; none at all got a score below 4,
implying that for the given range of thresholds, this tech-
nique ended up extracting more than 90 percent of the main
textual content almost all the time. Those with scores of 4
resulted from experimenting with extreme threshold values.

7 Conclusion
This heuristic method of extracting the main text of a web
page is a success. It does not make any presuppositions
about the structure of the web page. Future improvements
might include determining the parameters automatically by
machine learning, testing heuristics on pages written in lan-
guages other than English, and testing the system as part of
a web page clustering or classification system.
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Machine learning (ML) methods are used to extract new 

knowledge from existing datasets. Ensemble methods (EM) were 

introduced to improve the ML performance. While EM’s offer 

performance improvements, they limit the amount of control and 

general understanding of how the final result was achieved. We 

are researching the possibility to verify ML results with 

formalization of research results accessible in natural language. 

We propose to use the extracted information from scientific 

papers for the verification of ML results. In order to be able to 

extract the information, relevant to the ML results, an approach 

to extract specific information rich segments from scientific 

papers is needed. We present an approach to automated selection 

of relevant segments from large repositories. 

Keywords:natural language processing, information retrieval, 

machine learning, content segmentation 

I. I. INTRODUCTION 

A typical ML task is to induce a model using a training set 

with the final goal of predicting the classification class of new, 

unseen examples. A number of methods that solve this 

problem with varying success exist [3], [4]. One possibility to 

improve performance is the use of ensemble methods, which 

are also known as classifier fusion, committees of classifiers 

or multiple classifier systems. The main drawback of 

ensemble methods is the non-transparency of the final 

classification. As the final decision is a combination of 

multiple individual classifiers, it is necessary to understand the 

working logic of every ensemble member as well as the 

combination strategy used by the ensemble.  Manual oversight 

of the ensemble results is several times more complex than the 

oversight of a single classifier. In many domains the 

verification and validation of results is of primary meaning. 

Any application of ML in the domain of medicine and 

biomedicine needs to be transparent. Domain experts have to 

be able to understand the underlying reasoning process that 

resulted in the final results. Since this is very time consuming 

the alternative is the validation by independent verification of 

the results.  

If we are able to confirm the results of an ML ensemble, 

the time consuming process of manual inspection of each 

ensemble member and the combination policy can be 

significantly reduced. For the validation a reliable source is 

required. We believe that scientific papers preprocessed using 

natural language processing (NLP) and knowledge extraction 

(KE), offer the ability to automatically verify ML results. A 

precondition to the verification and validation of ML 

observations is the selection of relevant segments from large 

document repositories. The selection policy is dependent on 

the type of validation being carried out. For some tasks longer 

more detailed passages are required while other tasks require 

short passages with concentrated facts.   

This paper is segmented into five sections: in Section 2 

(motivation) we introduce ML and present EM’s. Section 3 

introduces theoretical background on information retrieval 

(IR) from document repositories. Section 4 represents the 

proposed algorithm for document segmentation. In Section 5 

we present the experiment, in which our approach vas 

evaluated on a large document repository. Section 6 is the 

conclusion. 

II. MACHINE LEARNING  

 A supervised learning problem is solved by providing a 

set of examples in the form of f(ei; ri) [1], where the unknown 

function maps examples ei to results ri. Examples are usually 

vectors with real or discrete valued components; each 

component is a feature of xi (xif represents the f-th feature of 

xi). The results ri (for classification) are a discrete set of 

classes. Fig. 1 represents a simple decision tree classifier 

which uses, as features, the number of relapses in past 2 years, 

patient age and patients expanded disability status scale. The 

decision tree is used to classify patients into two classes: 

receive treatment and don’t receive treatment. The classifier 

proposes a hypothesis on the true class to which the individual 

belongs. Example classifier represented in Fig. 1 hypothesizes 

that a patient with two or more relapses in the past two years 

who is between eighteen and fifty years old and whose EDSS 

is under 5.5 should receive treatment. The classifier has made 

such a hypothesis based on the training data it was supplied.  

The accuracy of the classifier relies on the ability to form 

good hypotheses. Ability to form good hypotheses is very 

limited when size of training data is not proportional to the 

search space. The problem can be underrepresented (training 

data is too small) or the amount of data is so large it is not 
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feasible to learn a model on the entire data set. Without 

sufficient data, classifiers can form many different hypotheses 

and the model is unstable (if a small number of examples are 

removed the model changes drastically). In general EM’s 

improve performance when the classifier needs to overcome 

these types of problems: small/large datasets, complex 

problems and heterogeneous datasets [5].   

Ensembles are groups of models whose output is combined 

into a single result (output or prediction). The accuracy of 

ensembles is higher that of individual constituent models [1], 

[6] for both classification and regression. The theoretical basis 

for the improved performance of ensembles was provided in 

[7], [8], [9]. Ensemble learning is a two-step process: 1) 

learning of constituent models and 2) learning of the 

combination strategy. In order to ensure, that ensemble 

performance is better than the performance of individual 

members, the ensemble should be composed from diverse 

models. Diverse models make different classification errors 

and a good combination strategy can make the final results 

better. The diversity of the individual models can be achieved 

by either modifying the training dataset or by changing the 

learning algorithm. Modification of the dataset can be 

implemented with resampling techniques.  

The most common method of combining individual 

predictions into the final result is voting [5], bagging [10], 

boosting [11] and random forests [12]. 

 

III. EXTRACTION OF RELEVANT DOCUMENT SEGMENTS 

NLP required for the verification of potential new 

knowledge, discovered by ML, is typically a two-step process. 

First the document repository used for verification must be 

preprocessed. In the second step the actual verification of 

potential new knowledge is performed. The extraction of 

relevant text segments is a prerequisite to the extraction of 

information on individual ML generated rules. 

Generally the document repositories can be classified into 

two categories: general and domain-specific. General 

repositories can contain documents from diverse scientific 

areas while domain-specific repositories contain only 

documents from the domain in question. If the source 

documents are a collection of scientific papers the repository 

is of a general nature (unless all of the papers focus on a 

specific area). An example of a domain specific repository 

would be a collection of patient data (admission form, 

symptoms on arrival etc.) from a specific hospital ward. With 

general repositories there is always the possibility that none of 

the documents would be relevant to the verification process. 

Therefore general repositories require an additional 

preprocessing step: the selection of relevant documents 

A. Preprocessing 

Preprocessing involves transformation to plain-text, 

tokenization and index creation. Transformation to plain-text 

depends on the source format of the document repositories, for 

scientific papers, which are usually written in PDF, this is a 

challenging process. For the document repository used in our 

experiments individual documents were stored in XML format. 

Consequently the extraction of plain-text required was a simple 

task of parsing the content from appropriate tags. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Tokenization is the process of separating the text into 

tokens, individual lexical units (e.g. words). Tokens are not 

just words; in general a token is a sequence of characters that 

are grouped into a semantic unit [13]. Tokenization is an 

example of a more general problem, segmentation [14]. 

Manipulating text at the level of individual words is 

preconditioned with the ability to extract individual sentences. 

Segmentation into sentences is difficult because sentence-

ending punctuations are ambiguous. Symbols that end 

sentences are also used within the sentence (abbreviations, 

numbers). We can view sentence segmentation as a 

classification task: each character that could end a sentence 

should be evaluated if it actually ends the previous sentence.  

After the text has been tokenized the tokens are added to a 

unique index. This index is then used to create an inverted 

index with tokenID and documentID pairs. The inverted index 

enables quick scanning of large repositories. The index can be 

constructed with the use of singe-pass in-memory indexing 

algorithm [13]. Fig 2 represents the preprocessing: each 

document is transformed to a plain-text stream of text. The text 

is tokenized and a unique index of documents is constructed. 

Finally the inverted index linking terms to documents is 

created. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Decision tree classifier with three features (number of relapses, 

age, and expanded disability status scale. The classification classes are: 

receive treatment for multiple sclerosis and no treatment 

 
 

 

 
Figure 2. Preprocessing steps (bottom down): transformation to plain-

text, tokenization and indexing (tokenID → documentID) 
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B. Extraction of relevant segments 

The selection of relevant segments is dependent on the 
interests of the individual research. In general, scientific 
statements can be classified into some general dimensions. 
When selecting individual segments the approach needs to take 
into account the characteristics of individual phrases, sentences 
or paragraphs [15]. Scientific papers are already segmented 
into logical areas. Predefined units are: title, abstract, 
introduction, content sections/chapters (1-n), conclusion and 
references. These visual segments are then further segmented 
into paragraphs which are approximations of discourse 
changes. New paragraph inherently implies topic change or 
focusing on a smaller detail of the general topic.  

The main problem with visual segmentation is that it is 
done without machine readable annotations of segments, in 
binary stored documents. When transforming the binary 
documents into stream of plain-text much of the formatting is 
lost. Therefore it is necessary to recreate much of the author’s 
effort that went into determining boundaries of discourse. 
Extraction of knowledge from natural language documents 
requires automated discourse segmentation. The process 
segments individual documents into units where topic is 
uniform. Units are usually sentences or paragraphs. To segment 
a document a technique for the identification of borders is 
required. A border is defined as the area in text where a shift of 
topic occurs. A general algorithm for detecting areas where 
shifts of topic occurs is represented in Fig. 3. First the 
document is split into fixed units. In [16] it is suggested that the 
size of fixed units would be 20 words. Then the algorithm 
loops over every fixed-size unit and evaluates if two 
neighboring units have the same topic. If the topics are 
identical the two neighbors are joined and the search continues. 
Once a change of topic has been detected the left hand unit 
(which can be composed of several fixed-size units with 
coherent topic) is added to the list of coherently uniform 
segments. The search ends once all borders of the fixed size 
units have been evaluated and classified as either coherent 
uniform borders or not. The most difficult is the detection of 
topic coherency. The detection is done on the amount of 
“evidence” that the same topic is prevailing in both segments. 
Coherency is usually correlated to the position in the original 
text: introductions try to give a broad overview of the entire 
paper and are therefore much more diverse in covered topics, 
main sections of papers are longer and can discuss a the same 
topic for several paragraphs.  

Well-known methods to evaluate cohesion that have been 
developed [18] are: Vector Space Scoring (VSM), Block 
comparison (BC) and Vocabulary introduction (VI). VSM 
evaluates the number of shared terms in the previous and the 
next two units of text. BC uses one unit on either side and does 
not consider inverse document frequency. VI is evaluated on 
the negative number of new terms in the left and right text 
units. Coherency measures need to be adapted to account for 
different types of text. One approach to achieve this is 
represented in Fig. 4, where a low pass filter is used to smooth 
the points in text where topic changes. This allows a certain 
degree of adapting the size of the segments to the type of text 
(longer segments on rare topic changes). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
 

Figure 5. Algorithm for the extraction of relevant segments with the use 

of term and term-reference occurrences. 

 

 
 

Figure 3. Topic detection using coherency detection for document d 

 

 
Figure 4. Cohesion score of a document, compared to the smoothed 

score using a low pass filter 

 

726 Int'l Conf. Artificial Intelligence |  ICAI'12  |



IV. ALGORITHM FOR EXTRACTION OF RELEVANT SEGMENTS 

The approach we are proposing is a modification of 

Vocabulary Introduction. The entire algorithm is represented 

on Fig. 5. Instead of measuring the amount of newly 

introduced vocabulary we are measuring the distance from the 

last mention of the target entity or a reference to it. The 

starting point of the processing is at the index of target entity 

occurrence in the document. From then onward each of the 

following tokens are evaluated if it is the target entity or a 

reference to it. The end of the relevant segment is determined 

when a certain number of tokens have been found not to be a 

mention of an entity or a reference to it. The number of tokens 

which defines the maximum distance from the last mention of 

the entity or entity-reference is set at the average number of 

words per sentence in the entire repository.  

Evaluation if the token is the mention of the target entity is 

comprised of two verifications. First is the evaluation if the 

token is a direct representation of the target entity: the entity 

itself, a synonym or an abbreviation of the entity. Much more 

difficult is the determination if the token is a reference to the 

entity itself. In fact the most challenging task in the algorithm 

is the resolution if a token is the reference to the target entity. 

This relies on the part-of-speech processing of the text. Using 

part of speech tags, together with hand-written rules, tokens 

are linked to previously encountered entities. If a link between 

the current token and a previously scanned token is found then 

the current token is treated as a reference to the target entity.  

We have manually defined several types of frequently 

occurring sentence types. For instance: a definition type 

sentence begins with the target entity followed by a form of 

the verb “to-be” followed by a noun-phrase, optionally added 

with an additional description. Consider the following 

sentence where the target entity is “Crohn’s disease”:  

 

“Crohn's disease is an inflammatory disease, which may 

affect any part of the digestive system.” 

 

The part-of-speech analysis of the sentence produces the 

following tags (using Brown corpus tag-set): 

[('Crohns', NP$), ('disease', 'NN'), ('is', 'BEZ'), ('an', 'AT'), 

('inflammatory', None), ('disease', 'NN'), (',', ','), ('which', 

'WDT'), ('may', 'MD'), ('effect', 'NN'), ('any', 'DTI'), ('part', 

'NN'), ('of', 'IN'), ('the','AT'), ('digestive', 'JJ'), ('system', 'NN')]. 

 

Our algorithm would try to match the input sentence to one 

of the predefined sentence types and find a match for the 

definition type of sentence. This type would suggest a 

specialization relation between “Crohn’s disease” and 

“inflammatory disease” consequently meaning that the rest of 

the sentence refers either to the target entity or the more 

general category of the target entity. In any case, the word 

“which”, tagged as a determiner can be categorized as a 

reference to the target entity since it refers to either the target 

entity itself or its general category. 

V. EXPERIMENTAL EVALUATION 

The experiment was done on a freely accessible dataset of 
scientific papers [17]. The dataset is a general repository. The 
dataset used for the experiments is a collection of scientific 
papers from the BioMed Central corpora [17]. The dataset 
contains 110.345 files. 3367 files don’t contain full-text but a 
link to a PDF published online. We used only the files with full 
content. Statistics on file count, number of sentences and words 
in the dataset used in the experiment is represented in Table 1.  

TABLE I.  STATISTICS ON THE DOCUMENT REPOSITORY 

Metric Value 

Number of files 110 345 

Number of processed files 106 978 

Number of sentences in processed files 35 377 906 

Number of words in processed files 416 009 219 

Average words per sentence 11.88 

Average words per file 3888.74 

Average sentences per file 330.70 

 

A. Preprocessing 

As the dataset contains documents in XML format the 
extraction of plain-text was done by extracting the relevant 
node and stripping away unnecessary tags. Tokenization was 
performed with a modified NLTK tokenizer [14]. NLTK 
tokenizer is a simple tokenizer that uses white space as a 
delimiter. Given many domain-specific terms in biomedical 
texts this type of tokenizer is not appropriate as it is unable to 
handle the complexity of punctuations in papers. Therefore 
some modifications were required. Considering that the final 
task of our research is the validation of new knowledge 
produced by ML, we have determined that, it is more profitable 
to have more tokens: the entities in the rule have to be located 
in the repository in order to extract knowledge on them. 
Therefore to improve retrieval the text should be split into all 
reasonable tokens (therefore white space splitting is 
insufficient). A hyphenated word “bottle-fed” should be 
tokenized into three tokens: “bottle”, “fed” and “bottle-fed”. 
This offers the possibility of matching a rule “IF food = bottle 
THEN …”. The modification that we made to the NLTK 
tagger is an additional step after the initial tokenization on 
white-space. Each token from the first step is evaluated if it is 
reasonable to split it into multiple tokens. The initial white-
space separated token is used for token normalization: it is 
converted to lowercase and all punctuations are removed. 
“Bottle-fed” becomes “bottlefed” with equivalence tokens: 
“Bottle-fed”, ”bottle-fed”, “bottle” and “fed”, ordered by 
relative token match (“bottle” and “fed” only match 50% of the 
original tokens). Relative token match is used at the retrieval of 
relevant documents.  
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B. Automated segmentation of documents 

 

The repository was searched for all references of various 

diseases. Documents that contain names of well-known 

diseases were identified and a hundred documents were 

randomly selected to perform the evaluation of the approach. 

The set was split into three subsets and each was processed 

individually. Each document in each set was run through the 

algorithm to extract the relevant segments. The same 

documents were also manually inspected and human operators 

performed the segmentation and extraction of the segments in 

which, according to their judgment, relevant information on 

the target entities could be found. Table 2 presents the results 

of the algorithm compared to the results of manual 

segmentation. The average number of words (tokens) in 

extracted segments is compared to the values of manual 

extraction. Standard measure of the algorithm’s ability to 

extract relevant segments is recall. The recall of the presented 

algorithm in the conducted experiment is 70.1%. The standard 

measure of precision, the ability to present only relevant items 

is somewhat altered: in our case the number of words in 

segments obtained by the algorithm is divided by the number 

of words in manually extracted segments. Consequently the 

precision of the presented algorithm is 78%.  Given the 

precision and recall the F1 score for the presented approach of 

document segmentation is 73.84%. 

TABLE II.  SEGMENTATION RESULTS 

Set Evaluated property Human Algorithm 

S1 Avg. length of relevant segments 

[words] 
63.4 39.6 

S2 Avg. length of relevant segments 

[words] 
49.2 55.4 

S3 Avg. length of relevant segments 

[words] 
58.9 42.1 

S1 Num. of segments extracted 

[segment] 
33 27 

S2 Num. of segments extracted 

[segment] 
33 22 

S3 Num. of segments extracted 

[segment] 
34 26 

 

VI. CONCLUSION 

We have presented an approach to automatically extract 

segments of natural language documents. The segments are 

used as source information for the verification and validation 

of ML results. It has been shown that a wider use of machine 

learning is inhibited by the effort that is required to validate 

the results. If we consider EM’s that were introduced to 

improve the performance, the effort required to verify the final 

result grows exponentially. An approach that lessens the 

burden of manual validation is the filtering of ML results with 

the facts, research results found in scientific papers. The 

ability to extract relevant information from natural text relies 

on the ability of finding relevant documents and extracting 

topic coherent segments which discuss the entities from ML 

results. Extraction of relevant segments from large documents 

inherently introduces the problem of border definition. This 

paper presents an algorithm that uses a distance metric to 

determine the point where the segment is no longer topic 

coherent. The start of the relevant segment is the point where 

the target entity is introduced in the document. From that point 

on the text is tokenized and each token is evaluated if it is a 

mention of the target entity or a reference to it. Part-of-speech 

tags combined with inference rules are used to determine if the 

token is the entity, an abbreviation of the entity or a 

direct/indirect reference to it. The algorithm was evaluated on 

a set of 100 documents which were first manually processed to 

extract relevant passages. The experiment shows that the 

algorithm is capable of extracting the relevant passages; 

however it is dependent on the rules that allow it to classify 

individual tokens. In our future work we will focus on 

developing the rules that enable classification of tokens. We 

believe that a richer set of rules will allow the algorithm to 

recognize more obfuscated references to the target entities and 

consequently perform better. 
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Abstract - Humans communicate with others using natural 

language. Because many expressions in natural language can 

convey the same message, humans interpret these expressions 

flexibly based on their knowledge of words and association 

skills. An Association System was constructed on a computer 

by applying Concept Bases and the degree of association. This 

paper proposes a method for generating an association word 

from several other words with the Association System to show 

that it can achieve humanlike associative abilities on a 

computer. The proposed method generated a natural human 

association with 61.0% accuracy and 77.0% recall. 

Keywords: Concept Base,  degree of association, 

association mechanism 

 

1 Introduction 

  Recently, robots have been in demand not only for 

simple mechanical tasks but also for conveying information 

that is useful in everyday life. To do this, robots need to 

communicate with ordinary people. The most important factor 

in human communication is natural language conversation. So, 

it is important for robots to achieve humanlike conversational 

capabilities for easy communications with humans. 

Humans can converse flexibly with natural language based on 

their knowledge of words, common sense, and ability to 

associate one concept with other concepts. This paper 

proposes a method for generating an association word from 

several other words. Humans can associate words such as 

“fishing, sewing, injections, prick…” from the word “needle.” 

Words such as “fishing, sewing” are associative with the 

words “needle” and “thread.” Humans associate only the 

related words, so if three words such as “needle,” “thread,” 

and “fish,” are stated, humans associate only “fishing.”  

As mentioned, humans can make flexible multi-word 

associations by using their own knowledge of words. In this 

paper, an Association System, which consists of Concept 

Bases [1] [2] and degrees of association [3], achieves this 

kind of associative ability on a computer. A Concept Base is 

the modeling of the knowledge of a word, so the system is 

able to get knowledge about several words. In addition, the 

degree of association can choose the correct association word 

by determining whether a relationship exists between several 

entered words and the association word. 

In this paper, we show the method for generating an 

association word from several other words to achieve 

humanlike associative abilities on a computer. 

2 Association System 

2.1 Concept Base 

 A Concept Base is a knowledge base that defines words 

as concepts. A concept is defined in the following equation.  

 )},),...(,(),,{( 2211 LL wawawaA =  (1) 

A is the concept label,   is the attribute, and   is the weight of 

the attribute. The Concept Base in the Association System 

builds up to 87242 concepts. Table 1 shows a specific 

example of some concepts. 

Table 1: Specific example of concepts 

Concept (Attribute, Weight) 

Summer (summertime, 0.34) 

(summer vacation, 0.11) ... 

Summertime (heat, 0.18) (sun, 0.04) ... 

... ... 

 

An attribute of the concept is called the first-order attribute. In 

the Concept Base, words defined as concepts also form the 

attributes. In addition, attributes can be derived from attributes. 

Attributes derived from attributes are called second-order 

attributes of the original concept. 

In the example, the “summertime” attribute of the “summer” 

concept has been defined as a concept. So, the “heat” and 

“sun” attributes of the “summertime” concept are second-

order attributes of the “summer” concept. 
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2.2 The degree of association 

 The degree of association (DoA) quantifies the 

relationship between concepts by using attributes that 

characterize the chain-reaction structure of the Concept Base. 

The relationship between multiple concepts is expressed 

quantitatively in this process. The following shows how to 

calculate the degree of association between concept A and 

concept B. This is defined as DoA (A, B). 

For concepts A and B with primary attributes ai and bi, 

weights ui and vj, and numbers of attributes L and M, 

respectively (L ≤ M), the concepts can be expressed as 

follows:  

 )},),...(,(),,{( 2211 LL uauauaA =  (2) 

 )},),...(,(),,{( 2211 MM vbvbvbB =  (3) 

The degree of match DoM(A,B) between concepts A and B is 

defined as follows, where the sum of the weights of the 

various concepts is normalized to 1:  

 ∑=
= jbia

jL vuBADoM ),min(),(  (4) 

The degree of association is calculated by calculating the 

degree of match for all of the targeted primary attribute 

combinations and then determining the relation between the 

primary attributes. Specifically, priority is given to the 

correspondence between matching primary attributes. For 

primary attributes that do not match, the correspondence 

between primary attributes is determined to maximize the 

total degree of matching. By using the degree of matching, it 

is possible to give consideration to the degree of association, 

even for primary attributes that do not match perfectly. When 

the correspondences are thus determined, the degree of 

association DoM(A,B) between concepts A and B is as 

follows:  
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(5) 

In other words, the degree of association is proportional to the 

degree of identity of the corresponding primary attributes, the 

average of the weights of those attributes, and the weight 

ratios. 

3 A method for generating association 

words 

  The proposed method generates association words from 

the input of several words. Figure 1 shows a flowchart of the 

proposed method. 

Several input words

Get Reverse Concepts

Extend by Synonyms

Get Attributes

Noise Rejection by the Minimal 
Degree of Association

Generate candidates of 
Association Word

Output the 
Association Words

Processing of 
getting 

related words

 

Figure 1: Flowchart of the proposed method 

 

The input is several words which are defined in the Concept 

Base. There is no limit to the number of words. First, words 

related to the entered words are acquired from the three 

processes of Get Attributes, Get Reverse Concepts, and 

Extend by Synonyms. After acquiring the related words from 

the entered words, the related words generated for all entered 

words are considered as common related words. Before the 

output of association words, potential association words are 

processed by Noise Rejection by the Minimal Degree of 

Association to remove the noise from the common related 

words. The following sections explain each process in detail.  

3.1 Get Attributes 

 A set of attributes defines the meaning of a concept, so 

the relation between concepts and attributes is relevant. To 

acquire attributes as related words in this process, the entered 

words are considered as concepts. 

For the range of attributes to be acquired, the first-order 

attributes define the meaning of a concept directly, so the 

relevance is considered strong between the entered words and 

their first-order attributes. In addition, the second-order 

attributes define the meaning of the first-order attributes when 

these are viewed as a concept. This means that second-order 

attributes are considered potentially relevant with the original 

entered words. So, in the Get Attributes process, both first-

order attributes and second-order attributes are generated as 

related words. 
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Figure 2 shows a specific example of Get Attributes from the 

entered word “summer.” 

Input 

word

Related words

（first-order attributes）

summer summertime，summer vacation，
sea，bathing，swimming，
summer solstices，…

Related words

（second-order attributes）

heat，sun，hotness，…
 

Figure 2: Specific example of Get Attributes from entered 

word “summer” 

Related words such as “summer, summer vacation, sea…” are 

generated when getting only the first-order attributes. Second-

order attributes such as “heat, sun…” are generated when 

first-order attributes such as “summer” are viewed as a 

concept. 

A problem that occurs is an entered word with numerous 

attributes has too many related words. Therefore, second-

order attributes are limited to 100 words. Specifically, first-

order attributes can generate the top 10 words in weight and 

second-order attributes are generated from each of these first-

order attributes.  

3.2 Get Reverse Concepts 

 A concept Y is called the reverse concept of X when 

concept X is defined as an attribute of concept Y. A concept 

Y having concept X as an attribute means that reverse concept 

Y is defined by concept X. Thus, concept X and reverse 

concept Y are considered related. So, in this process, reverse 

concepts of entered words are acquired as related words. 

Figure 3 shows specific an example of the Get Reverse 

Concepts. 

concept first order attributes

watermelon summer fruits …

swimming race swimming summer …

Input 
word

related-words
(first order reverse-concepts)

summer watermelon swimming race …

 
Figure 3: Specific example of Get Reverse Concepts from 

entered word “summer” 

The entered word is “summer,” so the concepts defined by 

“summer” as an attribute means that the reverse concepts of 

“summer” are acquired as related words. In this case, 

“summer” exists in concepts such as “watermelon” and 

“swimming” and also as attributes. Thus, these words are 

acquired as reverse concepts of “summer.” 

In addition, Get Reverse Concepts was performed with the 

same two patterns used for Get Attributes. That is, getting only 

first-order reverse concepts or getting first-order reverse 

concepts and second-order reverse concepts generate related 

words. 

The second-order reverse concept is defined by an attribute 

defined with the entered word as an attribute. Second-order 

reverse concepts are also limited to 100 words. The top ten 

first-order reverse concepts are taken according to weight and 

second-order reverse concepts are generated from each of the 

first-order attributes.  

3.3 Extend by Synonyms 

 In the Extend by Synonyms process, new related words 

are obtained from the synonyms of entered words. 

Specifically, the synonyms of entered words are considered as 

concepts to acquire first-order attributes and first-order 

reverse concepts as related words. Synonyms are acquired by 

a synonyms dictionary that is created automatically [4]. The 

synonyms dictionary is registered as a set of relations that 

consists of a head word and its synonyms. The number of 

registered relations is 31657 sets.  

3.4 Generate Candidates of Association Word 

 In this process, related words that are generated for all 

entered words are acquired as common related words. 

Common related words have an association with all entered 

words, so these words are acquired as candidates of the final 

output (candidates of the association word). 

Input 
word

Related words

summer summertime，summer vacation，
sea，bathing，swimmingswimmingswimmingswimming，
summer solstice，heatheatheatheat，
swimming raceswimming raceswimming raceswimming race，…

water fresh water，river，sea，wave，
swimmingswimmingswimmingswimming，hot water，heatheatheatheat，
swimming raceswimming raceswimming raceswimming race，…

exercise sport，swimming raceswimming raceswimming raceswimming race，practice，
wave，dynamics，gym，…

Synonyms First-order attributes and 
First-order reverse concepts

sport Olympic，swimmingswimmingswimmingswimming，baseball，
tennis，motion，heatheatheatheat，…

  
Figure 4: Specific example of Generate Candidates of 

Association Word from the entered words “summer,” “water,” 

and “exercise” 
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Figure 4 shows a specific example of Generate Candidates of 

Association Word from the entered words “summer,” “water,” 

and “exercise.” 

In this example, each entered word has the related words 

shown in the figure. The candidates of the association word 

are “swimming” and “heat".  

3.5 Noise Refection by the Minimal Degree of 

Association 

 Due to noise, candidates of the association word 

obtained in the previous sections may be inconsistent with 

human association. So, the process in this section removes the 

noise of candidates of an association word according to the 

degree of association between entered words and candidates 

of the association word. 

Candidates of association word C are obtained from entered 

words A and B. At this time, this process calculates each of 

the degrees of association between A and C, A and B. Then, 

the smaller value is defined as the lowest degree of 

association of C. The lowest degree of association is set as the 

threshold. If the lowest degree of association of C is lower 

than the threshold, candidates of association word C would be 

considered noise. In addition, the threshold of the lowest 

degree of association was determined experimentally as 0.05. 

Figure 5 shows a specific example of Noise Rejection by the 

Minimal Degree of Association. 

Candidates of 
association word

Input
word

Degree of 
association

swimming

summer 0.10

water 0.08

exercise 0.06

Candidates of 
association word

Input
word

Degree of 
association

heat

summer 0.04

water 0.03

exercise 0.02

Minimal degree of  association is 

lower than the threshold
 

Figure 5: Specific example of Noise Rejection by the Minimal 

Degree of Association 

In this case, candidates of the association word “swimming” 

and “heat” are obtained from the entered words “summer,” 

“water,” and “exercise.” At this time, the process calculates 

the degree of association between each entered word and 

candidates of the association word. First, the lowest degree of 

association of “swimming” is 0.06 with the entered word 

“exercise.” It is larger than the threshold, so the process is not 

performed. Next, the lowest degree of association of “heat” is 

0.02 with the entered word “exercise.” It can be determined 

that the association between the entered word “exercise” and 

candidates of the association word “heat” is slight since the 

lowest degree of association of “heat” is less than the 

threshold. 

Therefore, one candidate of the association word “heat” is 

considered noise. The final output (association word) is 

“swimming” from the entered words “summer,” “water,” and 

“exercise.”  

4 Evaluation 

  An evaluation was performed using 100 test sets of 

several entered words and association word pairs created by a 

questionnaire. The test sets were created so that two or more 

entered words were needed to associate the association word. 

Precision and recall were evaluated by generating the 

association words by the proposed method with several 

entered words. 

The precision was calculated by the percentage of correct 

association words determined correctly by more than two 

people in a visual assessment by three people. The recall was 

calculated to count the number of test sets generated for the 

association word described in the test set. 

The evaluation was performed in two ways to obtain the 

related words. The patterns are as follows. 

A: First-order attributes and first-order reverse concepts 

B: A and second-order attributes and second-order reverse 

concepts 

66.3%66.3%66.3%66.3%
61.0%61.0%61.0%61.0%60.0%60.0%60.0%60.0%

77.0%77.0%77.0%77.0%
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Figure 6: Evaluation 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 733



In addition, the process of Extend by Synonyms was applied 

to both patterns. Figure 6 shows the evaluation. 

The precision of A is more than 5.3% higher than that of B. In 

contrast, the recall of B is more than 17.0% higher than that of 

A. The F-measure is 0.630 for A, 0.681 for B. Based on the 

above, method B (first-order attributes, first-order reverse 

concepts, second-order attributes, and second-order reverse 

concepts) in the acquisition of related words is proposed, 

since the precision was 61.0% and the recall was 77.0%.  

5 Conclusion 

  This paper proposes a method of generating an 

association word from several other words by using the 

Association System. The proposed method was able to 

acquire related words by leveraging the knowledge of words 

defined in the Concept Base to generate the association words. 

The proposed method (first-order attributes, first-order 

reverse concepts, second-order attributes, and second-order 

reverse concepts) obtained a natural human association with 

61.0% accuracy and 77.0% recall. This result shows that this 

study was able to achieve humanlike associative abilities on a 

computer. 
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Abstract - We present a study about the influence of 

sentiment polarity (positive, negative and neutral) in the 

Textual Entailment Recognition. The main idea of this 

paper is guided to identify the behavior of the sentiment 

polarity (obtained by a method of sentiment polarity 

classification based at the construction of Relevant 

Polarity Trees) on the Recognition of textual Entailment. 

Our analysis was conducted from a semantic conceptual 

point of view using a multidimensional resource. We also 

describe an experiment to evaluate the proposal in the 

Textual Entailment Recognition tack. The well knows 

dataset from Pascal Challenger RTE-1, RTE-2, RTE-3, 

RT4 and others like BPI, ENGARTE2 and Lexical were 

used as a corpus for testing our idea. Considering that only 

the sentiment polarity is utilized, we get an acceptable 66% 

of accuracy detecting the entailment relation between text-

hypothesis pairs. 

Keywords: Textual Entailment, Sentiment Polarity, 

Opinion Mining, Multidimensional Semantic Analysis. 

1. Introduction 
The goal of Recognizing Textual Entailment (RTE) is 

to determine when one piece of text entails another. The 

ability to make such determinations is considered essential 

for several natural language processing tasks, such as 

information extraction, summarization, question answering 

and machine translation [1]. 

In this paper, we address the problem of RTE by 

treating it as a classification task. The main and unique 

feature we used was the recognition of the polarity in the 

text-hypothesis pair. Using for this, like dataset, those that 

were offered by the Pascal Challengers RT1 [2], RT2 [3], 

RT3 [4], RTE-4 (2-way only) dataset at TAC 2008 [5]. 

Also dataset from and ENGARTE
1
, Lexical and BPI

2
 had 

been used in order to increase the quantity of text-

hypothesis pairs to examine. Of course, we used only 

dataset tagged with entailment information. Our principal 

objective is not to create a system for entailment detection, 

but appraising the influence of sentiment polarity in this 

task. 

There are several resources involved in the sentiment 

polarity detection. ISR-WN [6] is a resource that allows us 

                                                           
1http://nlp.uned.es/qa/ave 
2http://wwww.cs.utexas.edu/~pclark/bpi-text-suite 

the integration of several semantic resources mapped to 

WordNet [7]. It is used as a core to link several resources 

like SUMO [8], WordNet Domains [9], WordNet Affect 

[10], Semantic Class [11] and SentiWordNet [12]. The 

integrated resource allows us to navigate inside the 

semantic network. 

Using ISR-WN we tagged all the text-hypothesis 

entailment pairs with polarity information. Then we 

checked the relation between an entailment condition and 

polarity relation. We conduct several experiments to 

determine the influence of sentiment polarity in the Textual 

Entailment Recognition task. 

The sections that follow present a brief overview of the 

related work, some important background and 

preliminaries for our idea, a description of the resource we 

used, the experiments that were performed, and the results 

obtained. In the last section, we offer our conclusions 

concerning to the influence of polarity in RTE task. 

2. Related Work 
Our word is partially related to [13], they presented and 

strategy for detecting author commitment to the 

truth/falsity of complement clauses based on their syntactic 

type and on the meaning of their embedding predicate. In 

addition, they showed that the implications of a predicate at 

an arbitrary depth of embedding about it complement 

clause depend on a globally determined notion of relative 

polarity. Finally, they demonstrate that different classes of 

complement-taking verbs have a different effect on the 

polarity of their complement clauses and that this effect 

recursively depends on their own embedding. 

Other research [14] has been conducted in analyzing a 

methodology to detect phrases related to different 

characteristics and the employment of RTE for opinion 

mining. They test the entailment relation in a window of 

three consecutive phrases. In this work we can see from the 

obtained results, textual entailment can be useful at the 

time of performing category based opinion mining. 

However, such and as they mention, much remains to be 

done at the level of computing semantic similarity between 

opinionated texts. 

There are not plenty of works about the influence of 

polarity in RTE. We only find a few of them that touch 

very lightly this theme. As far as we are aware of, such 

those researches has not been done in the same way, 

neither with our same purpose. 
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3. Some background and preliminaries 
There are many resources implicated in our front sight. 

These have been applied in order to conceptualize the 

analyzed sentences since different point of view. For 

example: 

 WordNet (WN) [7] as taxonomy, 

 SUMO (Suggested Upper Merged Ontology)3 [15] 

categories, 

 WordNet Domains (WND) [9], 

 WordNet Affect (WNA) [16], 

 Semantic Classes (SC) labels [11], 

 SentiWordNet (SWN) [12]. 

Amount these resources only SentiWordNet is a lexical 

resource where each synset of WN is associated to three 

numerical scores Obj(s), Pos(s) and Neg(s). Each score 

describes how Objective, Positive, and Negative the terms 

contained in the synset are respectively. That means that 

one synset would have three opinion-related properties 

with a certain degree (e.g. atrocious#3 [Pos: 0|Neg: 0.625 

|Obj: 0.375]). 

4. Integration of Semantic Resources 
based on WordNet (ISR-WN) 

ISR-WN [6] is a resource that allows the integration of 

several semantic resources (the aforementioned resources) 

mapped to WordNet. In ISR-WN, WordNet1.6 or 2.0 is used 

as a core to link those resources. As Gutiérrez et. al. [17] 

describe, the integrated resource allows navigate inside the 

semantic network, creating new virtual links amount 

elements of the different resources.  

In order to apply the multidimensional polarity that 

ISR-WN can provide, we have analyzed related approaches 

like [18], [19], [20] and others published on NTCIR-8 

MOAT competition [21] that take into account the polarity 

on the sentences. Then, we have decided to use Senti-RST 

[20] because it is an approach capable of being applied 

over several dimensions (resources) at once to obtain the 

polarity of the sentences, and it results are considered 

relevant to the polarity detection task. 

5. Senti-RST  
We propose to use an unsupervised knowledge-based 

method that uses the Relevant Semantic Trees (RST) [22] 

technique combined with SentiWordNet3.0 [12]. The aim 

of this method named by us Senti-RST [20], is to obtain a 

RST of each sentence and then associate this RST with 

sentiment polarity values. The process involves the 

following resources: WND, WNA, the WN taxonomy, 

SUMO and Semantic Classes (SC). Because of SC does not 

have a tree structure we simply obtain the Relevant 

Semantic Classes. Subsequently, we determine the 

polarities collected for each label of each RST obtained 

according to the analyzed sentence.  

                                                           
3http://www.ontologyportal.org/ 

Is important to remark that, the original RST is a 

method able to solve de word sense disambiguation task 

building relevant semantic trees of the sentences based on 

each semantic dimension of ISR-WN. In order to measure 

the association between concepts and words in each 

sentence according to a multidimensional perspective, RST 

uses the Association Ratio (  ) measure [23]. Our purpose 

is to include the Multidimensional Semantic Analysis into 

the Opinion Analysis using RSTs. The proposal involves 

four steps presented on next sections 5.1, 5.2, 5.3, 5.4. 

5.1. Obtaining the Relevant Semantic 
Trees 

In this section, we use a fragment of the original RST 

method with the aim of obtaining Relevant Semantic Trees 

of the sentences. Notice that this step must be applied for 

each resource. 

Once each sentence is analyzed, the AR value is 

obtained and related to each concept in the trees. Equation 

(1) is used to measure and to obtain the values of Relevant 

Concepts:  

  (   )   ∑  (    )

 

   

 (1) 

Where: 

  (   )   (   )      
 (   )

 ( )
 (2) 

In both equations C is a concept; f is a sentence or set of 

words ( ); fi is the i-th word of the sentence f; P (C, w) is 

the joint probability distribution; P(C) is the marginal 

probability. 

Using the WND resource, we show the manner in which 

we obtain the RST. The first stage involves the 

lemmatization of the words in the sentence. Next, each 

lemma is looked up in ISR-WN and it is correlated with the 

WND concepts.  

After obtaining the Initial Concept Vector of Domains, 

we apply Equation (3) in order to obtain the Relevant 

Semantic Tree related to the sentence.  

  (    )     (     )     (     ) (3) 

Where: 

  (     )   
  (     )

  
 (4) 

Here   (    ) represents the    value of    related 

to the sentence f;   (     ) is the    value calculated 

with Equation (1) in case of     was included in the Initial 

Vector, otherwise is calculated with the Equation (3);     

is the Child Concept of   ;    is a Normalized Distance; 

   is the Initial Concept from we have to add the ancestors; 

   is Parent Concept;    is Depth of the hierarchic tree of 

the resource to use; and    is Minimal Path. 

Applying the Equation (3), the algorithm to decide 

which parent concept will be added to the vector is shown 

here: 
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if (  (    )           ){ 

 if (    had not been added to vector) 

       is added to the vector with   (    )      ;  

else                         (    )      ;} 

The obtained vector represents the Domain tree 

associated to the sentence. After the Relevant Semantic 

Tree is obtained, the Factotum Domain is eliminated from 

the tree (it does not provide useful information [9] and 

experimentally we confirmed that it introduced errors). 

5.2. Obtaining the Positive Semantic Trees 

In order to obtain the Positive Semantic Trees (   ) of 

the sentence, we will follow the same process described in 

section 5.1. In this case, the    values will be replaced by 

the polarity value pertaining to the analyzed sense. The 

polarity is obtained from the SentiWordNet 3.0 resource, 

where each given word sense from ISR-WN for WordNet 

version 2.0 is mapped to WordNet version 3.0. Hence, we 

can find each given sense from ISR-WN in SentiWordNet 

3.0 and obtain the respective polarities. This new value will 

be called Positive Association (    ). The      value is 

calculated using Equation (5). 

    (   )   ∑    (    )

 

   

 (5) 

Where: 

    (   )  ∑    (     )

 

   

 (6) 

Where   is a concept;   is a sentence or set of words 

( );  i is a i-th word of the sentence f;     (   i) is the 

positive value of the sense ( i) related to  . 

The      is used to measure the positive value 

associated to the leaves of the Semantic Trees where 

Concepts are placed. Subsequently, using the same 

structure of     we create new Semantic Trees without AR 

values. Instead, the leaves with Concepts of this new 

Semantic Trees will be annotated with the      value. 

Later, to assign some Positive value to the parent 

Concepts, each parent Concept will accumulate the positive 

values from child Concepts. Equation (7) shows the 

bottom-up process. 

    (  )  ∑    (    )

 

   

 (7) 

Where    is the Parent Concept;     is the Child 

Concept of   ; and     (   ) represents the positive 

value of the    . 

5.3. Obtaining the Negative Semantic 
Trees (NST) 

In this phase, we repeat the step described in Section 

5.2, but for negative values. 

5.4. Obtaining polarities of the sentences 

In this step, we concentrate on detecting which polarity 

is more representative according to the Semantic Trees 

obtained for each resource (dimension). For that, we 

combine the     with     and     with    . Depending 

on the obtained results, we classify the sentence as 

Positive, Negative or Neutral. Of course, if there is not     

the sentence is tagged as UNKNOWN (   ). Before 

performing this step, we have not to normalize the three 

types of Semantic Trees (   ,     and    ) for each 

dimension to work with values between   and  , because 

the original paper demonstrated that it introduce errors. 

The goal is to assign more weight to the polarities 

related to the most relevant Concepts in each Relevant 

Semantic Tree. Equation (8) shows the steps followed in 

order to obtain the positive semantic value. 

      (       )  ∑         
   

 (8) 

Where        is the Positive Semantic Value of the 

analyzed sentence obtained for one Dimension, RST is the 

Relevant Semantic Tree sorted with the format: RST 

[Concept| AR]; PST is the Positive Semantic Tree sorted 

according RST structure with format: PST [Concept|PosA]; 

      is the i-th AR value of Concept i;      is the i-th 

     value of the concept i. 

In order to measure the negative semantic value 

(ACNegA), we employ a similar equation replacing PST 

with NST. After obtaining the semantic opinion 

requirements, we evaluate our approach over thirteen 

annotated datasets from RTE for the monolingual English 

tasks. 

This proposal consists of accumulating the       
values and       values of all Dimensions and 

comparing them. For a shorter representation we named 

this method       . The accumulated values will be 

named        and        respectively. In case 

              the assigned value is    , if 

              the assigned value is    . Contrary 

to as Gutierrez in [20] did, in our proposal if it is not 

possible to create the     for the analyzed phrase, 

therefore, there is not     and     neither        and 

       nor polarity result. In this case the assigned value 

is     (Unknown answer). Otherwise, the assigned value 

is    . 

5.5. Calculating polarity for Text-
Hypothesis pair 

In order to evaluate our approach we used the rules and 

corpus that concern to the English Textual Entailment 

monolingual task (RTE-1, RTE-2, RTE-3, RT4, 

ENGARTE2, Lexical and BPI). Those data sets have not 

the same structure, for example, RTE3 and RTE4 includes 

the 3-way classification. 

First, all the datasets were normalized converting them 

to the same format, in order to use the same structure for 
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classification of the entailment. We used only files 

annotated with the entailment condition. Table 1 shows all 

parameters of the dataset transformation. 

Table 1. Parameters for Text-Hypothesis pair. 

Id pair identification number 

entailment condition of the entailment 

task task of which the pair was extracted from 

length pair length 

<t>“”</t> words from text 

<h>“”</h> Words from the hypothesis 

The entailment parameter takes the values: entailment 

or non-entailment. All values were converted to this kind of 

classification. 

After that, all datasets are processed with Senti-RST. 

Then, the steps explained in topic 5.1, 5.2, 5.3 and 5.4 are 

executed. The output is a collection of six file tagged with 

polarity information (Pos, Neg and Neu), one file for each 

resource (WNA, WND, SC, SUMO, WN and ALLRec 

described in topic 5.4 according to        and 

      ). As aforementioned in topic 5.4 each dimension 

(resource) was combined with SentiWordNet as a core for 

polarity detection. 

Finally, 6484
5
 text-hypothesis pairs from 13 datasets 

files with polarity information and entailment relation were 

tagged, departing of the following statement: 

 If a text-hypothesis pair has an unequal polarity and 

there is not entailment, we tagged this relation as 

TRUE. 

 If a text-hypothesis pair has an unequal polarity and 

there is entailment, we tagged this relation as FALSE. 

 If a text-hypothesis pair has an equal polarity and 

there is entailment, we tagged this relation as TRUE. 

 If a text-hypothesis pair has an equal polarity and 

there is not entailment, we tagged this relation as 

possible (POS). 

 If at least one a text-hypothesis pair was tagged Senti-

RST with UNK in its polarities, this pair will be 

excluded from any calculation. 

Principally we attempted to find the truth of the first 

supposition through an experiment. This will be introduced 

in the following epigraph. 

5.6. The experiment 

We accomplished an experiment aimed at to verify the 

effect of the polarity on RTE datasets, specifically, looking 

for what kind of polarity relation the entailment and non-

entailment text-hypothesis pairs would have. 

As we have several resources that give us the 

opportunity to obtain the polarity, we attempted uniting 

these criteria to give a definite polarity to the text-

hypothesis pair. Using the output getting from Senti-RST, 

we made a voting decision in order to assign the final 

polarity of the phrases. The voting took into account the 

polarity results (13 datasets files with text-hypothesis pair 

                                                           
5RTE1, RTE2, RTE3, RT4, Lexical, Engarte2 and BPI datasets. 

tagged with polarity and entailment information) obtaining 

from WNA, WND, SC, SUMO, WN and ALLRec:  

The condition for voting was: 

 If two resources agree with positive decision of 

polarity and two with negative, then we decided to 

assign neutral polarity, since there is no agreement 

between them. 

 If two resources agree with negative polarity decision 

and two with neutral, we decide to assign negative 

polarity. 

 If two resources agree with positive polarity decision 

and two with neutral, we decide to assign positive 

polarity. 

 Other way, a resource with a greatest value decides 

the phrase polarity. 

At last, we obtained 6484 text-hypothesis pairs from 13 

datasets, tagged with polarity information assignee by six 

different ways. As well as the voting decision considering 

all of them. 

Table 4 shows a summary of our experiment. The rows 

from one to four exhibits the obtained analysis for pairs 

with Unequal Polarity and Non-Entailment relation 

(UPNE), pairs with Unequal Polarity and Entailment 

relation (UPE), pairs with Equal Polarity and Entailment 

relation (EPE) and pairs with Equal Polarity and Non-

Entailment relation (EPNE). Columns from two to six 

contain the results of every resource. Column seven display 

the result for ALLRec and in last column it can be seen the 

result for our voting technique. 

The terms on the rows six to nine of Table 4 were 

calculated with the fallowing equations: 

    
    

         
 (9) 

Where, PNE is the precision detecting non-entailment 

relation. UPNE, the number of non-entailment pairs with 

unequal polarity is considered as CORRECT Non-

Entailment detected and EPNE, the number of non-

entailment pair with equal polarity, still when we know 

than a non-entailment relation can has equal polarity; this 

parameter is considered as INCORRECT Non-Entailment 

detected, because it contrasts with our purpose of 

determining the non-entailment condition from an unequal 

polarity relation of the text-hypothesis pairs. 

    
   

       
 (10) 

Where,     is the precision detecting possible 

entailment relation;    , the number of entailment pairs 

with equal polarity is considered as CORRECT Entailment 

detected; and    , the number of entailment pairs with 

unequal polarity is considered INCORRECT Non-

Entailment detected. 

Also accuracy is calculated as follows: 

  
 

   
 (11) 

Where,   is the accuracy,   is the number of successes 

detecting the non-entailment and possible entailment 
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relation and   is the number of failures committed also 

detecting the non-entailment and possible entailment 

relation. 

The Average Precision is calculated as in [3]: 
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 (12) 

Where   is the number of the pairs in the test set,   is 

the total number of positive pairs in the test set,  ( ) is   if 

the i-th pair is positive and   otherwise, and   ranges over 

the pairs, ordered by their ranking. As it was 

aforementioned in topic 5.5, pairs tagged with     or 

    were excluded from this analysis. The pairs tagged 

with    , because we cannot say that they are errors. 

Those tagged with    , because we did not find some 

kind of polarity information for tagging them, so this is not 

an error of our method. 

6. Results and Discussion 
It is important to remark that phrases polarity relation 

systems still show great inaccuracy [21], being 51% the 

best f-measure result. The system that obtained this 

punctuation, UNINE [18], targeted to get the relevant terms 

identified with one kind of specific polarity in order to get 

the polarity of the sentence. 

Our elected method (Senti-RST) to detect the polarity of 

the sentences, presents a difference of 10 points regarding 

UNINE when it was evaluated over MOAT's corpus [20]. 

However, we elected this method because we wished to 

evaluate the influence of polarity, obtained from each 

resource integrated in ISR-WN, in recognizing textual 

entailment relation. 

Doing an analysis of Table 4 we can see that SUMO 

gets the greatest number (1801) of UPNE, but also it gets 

the greatest number of UPE (1816). Seeing the quantity of 

UPNE, we can think that SUMO would be able to have the 

best value of PNE, but it comes as no surprise that our 

voting technique obtain the better result for this parameter 

(PNE=0.562). If we take a look at UPNE and EPNE 

relation, this behavior will be understood. 

Taking in to consideration the relation between UPE 

and EPE, WNA obtains the best result (PPE (0.455)) 

detecting the entailment relation from equal polarity. Also 

the best value of Average Precision (see Table 3). 

Unfortunately, this resource contains labels of affective 

dominions that are correlated only with words that denote 

emotional statuses. WNA, it is not enough populated as if to 

offer a label to each examined word, failing in many 

instances (38.5%). Of course, WNA cannot be utilized 

isolated, but it is a good complement for improving other 

resources. We decide to maintain WNA in our voting in 

spite of his problems, because when it can act it does very 

well. 

On the other hand, Table 4 also shows more cases 

tagged with UPE than EPE, it has no sense an entailment 

with unequal polarity relation, and this is due to Senti-RST 

error estimating the polarity. Consider the following two 

examples from RTE1 dataset (dev.xml, pair id=19): 

 <t>Researchers at the Harvard School of Public 

Health say that people who drink coffee may be doing 

a lot more than keeping themselves awake - this kind 

of consumption apparently also can help reduce the 

risk of diseases.</t> 

 <h>Coffee drinking has health benefits.</h> 

These two phrases seem to be positive, but the polarity 

relation estimated by Senti-RST does not show that (see 

Table 2). Then also, the voting assigns a wrong polarity to 

the pair. 

Table 2. Polarity assigned by Senti-RST and the voting. 

Pair WNA WND SC SUMO WN ALLRec Voting 

T Neu Pos Pos Pos Neg Pos Pos 

H Neu Neu Neu Neg Pos Neg Neu 

Table 3. The Average Precision from 13 datasets. 

 WNA WND SC SUMO WN ALLRec Voting 

1 0.77 0.64 0.71 0.71 0.67 0.71 0.70 

2 0.79 0.65 0.66 0.59 0.74 0.71 0.67 

3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

4 0.68 0.77 0.52 0.49 0.55 0.64 0.59 

5 0.79 0.85 0.73 0.92 0.88 0.81 0.88 

6 0.78 0.64 0.69 0.69 0.67 0.71 0.67 

7 0.80 0.63 0.63 0.62 0.63 0.66 0.60 

8 0.78 0.61 0.67 0.63 0.62 0.70 0.65 

9 0.71 0.64 0.70 0.64 0.66 0.70 0.66 

10 0.70 0.64 0.69 0.64 0.66 0.70 0.66 

11 0.75 0.60 0.64 0.62 0.66 0.69 0.66 

12 0.70 0.54 0.62 0.61 0.60 0.64 0.64 

13 0.74 0.60 0.66 0.65 0.64 0.67 0.64 

 

Fig 1. The Failures and Successes from each resource. 

Continuing our analysis, we can see in Table 4 that our 

voting technique gets the greatest number of UPNE 

(0.562), and also (see Fig 1) a greatest number of 

successes. However, WNA exhibits the best relation 

comparing number of successes against number of failures, 

getting a better Accuracy (0.662). However, the voting 

surpasses WNA in about 2376 successes and exhibit a good 

Accuracy (0.646). 

A resume of Average Precision for the 13 datasets is 

shown in Table 3. Only upon datasets four and five than 

WND and SUMO, respectively, they obtain better values; 
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WNA gets the maximum values of AP. However, we 

already knew the problem of low recall of this resource. 

According to our judgment, the encouraging results of 

the voting technique (see Fig 1 and Table 4) it is due to the 

fact that is capable to take a better decision analyzing the 

verdict of all of the resources. As we can see in Table 3, all 

the resources have quite similar deportment, but also a 

complementary one. This, can be seen watching the 

behavior of ALLRec; excluding WNA, its results are better 

that each one of the isolated resources. 

 

Table 4. Experiment results. 

 WNA WND SC SUMO WN ALLRec Voting 

Unequal Polarity and Non-Entailment (UPNE) 476 1733 1474 1801 1724 1409 1752 

Unequal Polarity and Entailment (UPE) 426 1809 1565 1816 1751 1485 1755 

Equal Polarity and Entailment (EPE) 355 667 839 730 744 880 1462 

Equal Polarity and Non-Entailment (EPNE) 680 1432 1792 1466 1540 1855 1366 

Non-Polarity Result (NPR) 2498 95 0 1 4 0 0 

Precision detecting non-entailment (PNE) 0.412 0.548 0.451 0.551 0.528 0.432 0.562 

Precision detecting possible entailment (PPE) 0.455 0.269 0.349 0.287 0.298 0.372 0.454 

Accuracy (A) 0.662 0.568 0.598 0.581 0.584 0.609 0.646 

Average Precision (AP) 0.745 0.678 0.684 0.675 0.690 0.725 0.678 
 

7. Conclusion and future works 
To our knowledge, this work represents the first attempt 

to discover the influence of sentiment polarity in the 

Recognition of Textual Entailment. We conducted an 

experiment with various datasets from the RTE task; 

showing that it is possible to detect -with an acceptable 

precision- the entailment and non-entailment relation, just 

analyzing the polarity of the text-hypothesis pair. 

It is helpful to improve the method for calculating 

polarity with some kind of semantic analysis, in order to 

increase its precision. We accomplished a voting decision 

that he improved the calculation of polarity and it permitted 

us to get a good precision detecting non-entailment. 

The resources as WNA, SUMO and the method ALLRec, 

seem to be very important for this task. It is urgent the 

taxonomic of WNA, because it is his weak point. 

As a final remark, we observe that several resources are 

better for detecting non-entailment and others for 

entailment, so it is necessary to tackling this problem from a 

multidimensional point of view.  

As further works, we propose to use this analysis as a 

new feature for a machine learning system. 
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Abstract— This paper investigates the usage of a sentence
simplification module that aims at improving automatically
generated summaries built from a collection of texts. We
describe an experiment with human subjects, that was con-
ducted to assess the actual impact of sentence simplifica-
tion in enhancing the summary quality. Motivated by those
results, we present an automatic sentence simplification
module that removes, from a sentence, specific sentential
constructions that do not add critical information to the gen-
eral message of that sentence. The rationale is that sentence
simplification not only removes expendable information, but
also makes room in a summary for further relevant data.

Keywords: Multi-document summarization, sentence simplifica-
tion, text simplification

1. Introduction
Text simplification is a NLP task that aims at making a text

shorter and more readable, by simplifying its sentences struc-
turally, into shorter and simpler sentences, while preserving
the meaning and the information of the original sentence
as much as possible. This task can be addressed in three
ways: lexical, syntactic and discourse simplification. Lexical
simplification involves replacing infrequent words by their
simpler synonyms. To perform syntactic simplification, a
linguistic representation of the text is produced as a tree-
structure over which transformations are made [1]. Discourse
simplification is concerned with maintaining coherence and
cohesion of the simplified text: while syntactic simplification
is applied to one sentence at a time, discourse simplification
considers the interactions across sentences.

In order to improve the quality of the summary delivered
to the end user, we discuss the inclusion of a syntactic
simplification module within an extractive summarization
system for Portuguese. Sentences are simplified after sum-
marization to produce highly informative summaries.

Previous works ([2] and [3]) have focused mainly on
syntactic simplification. Several types of structures are re-
moved from a sentence based on rules induced using an
annotated aligned corpus of complex and simplified texts.
These structures include, for instance, passages delimited by
punctuation, subordination and coordinating conjunctions,

relative pronouns and boundaries of clauses and phrases.
Closer to our work is the work of [4], in which simplification
is used to improve content selection in a summarization
system, that is, before summarizing. It is a syntactic simpli-
fication system, that uses hand-crafted rules which specify
relations between simplified sentences.

A text usually contains passages that seek to explain or
qualify other phrases, by providing background information
about entities, or relating those entities to the discourse.
These passages are parenthetical phrases. Appositions are a
specific type of parentheticals, composed by a noun phrase
that describes, details or modifies its antecedent (also a noun
phrase). This type of phrases often add no crucial content to
the correct comprehension of the sentence. Thus, we intend
to remove those passages affecting the content expressed in
the text to be summarized as less as possible.

The following examples present two sentences, from
which parenthetical and apposition phrases (in bold) were
removed, creating the corresponding simplified sentences.

Parenthetical phrase removal:
ORIGINAL SENTENCE:
Vilaça não duvidou declarar que Jones Bule (como ele
chamava ao inglês) fizera do Ramalhete "um museu".
“Vilaça was the first to declare that "Jones Bule" (as he called the
Englishman) had made of Ramalhete "a veritable museum".”
SIMPLIFIED SENTENCE:
Vilaça não duvidou declarar que Jones Bule fizera do Ramal-
hete "um museu".
“Vilaça was the first to declare that "Jones Bule" had made of
Ramalhete "a veritable museum".”

Apposition phrase removal:
ORIGINAL SENTENCE:
Em 1858, Monsenhor Buccarini, Núncio de Sua Santidade,
visitara-o com ideia de instalar lá a Nunciatura.
“In 1858, Monsignor Buccarini, the Papal Nuncio, had visited it with
a view to establishing his residence there.”
SIMPLIFIED SENTENCE:
Em 1858, Monsenhor Buccarini visitara-o com ideia de insta-
lar lá a Nunciatura.
“In 1858, Monsignor Buccarini had visited it with a view to establish-
ing his residence there.”
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To assess the possible improvements that simplification
may bring to a summary, we performed a test with language
experts, by asking them to rate simplified summaries over
summaries whose sentences had not been simplified. The
experts stated that simplification actually improves the final
summary, since it allows the creation of a more simpler and
incisive text, preserving at the same time the information to
be conveyed. Based on these conclusions, we developed an
automatic sentence simplification system that is included in
a multi-document summarization system.

This paper is organized as follows: Section 2 describes the
manual experiments; Section 3 describes the simplification
system; Section 4 presents an evaluation of the summariza-
tion system with and without the simplification module; and,
finally, in Section 5, some conclusions are drawn.

2. Manual Experiment
Experiments with human experts were made to assess

whether text simplification improves the quality of a sum-
mary. Source texts were randomly selected from TeMário
corpus [5]. Automatic summaries were build using Gist-
Summ [6], a single-document summarizer for Portuguese
(the only one available on-line). These summaries have a
compression rate of 50%, since texts with a higher com-
pression rate will not have enough material to work with.
Then, simplified summaries were constructed by hand, from
the automatic summaries, by removing parenthetical and
apposition phrases from their sentences. This procedure was
manually performed and aimed at simulating the process an
automatic text simplification tool would execute.

In the first experiment, three language experts1 were asked
to perform two different tasks, in which they considered dif-
ferent texts (the source texts, the automatic and the simplified
summaries). Also, they were invited to comment not only
the tasks, but also the overall quality of the summaries. This
experiment was based on two goals, Goal#1 and Goal#2,
which will be pursued in two different tasks, Task#1 and
Task#2, respectively. The two tasks, their goals and their
evaluation are described in the following sections.

2.1 Task#1
This task aimed at verifying whether the simplified sum-

mary was a good summary for the original text (without
taking into account the automatic summary). In order to
perform this task, five texts, one from each section of
the corpus (Special, World, Opinion, International, Politics)
were selected. Experts were given the same five texts and
their respective simplified summaries. Afterwards, they rated
(0, bad – 5, very good) the simplified summaries concerning
the original texts.

1Three researchers on Language Technology, graduated in linguistics.

Goal#1:
Confront the original text with a simplified summary, in
order to assess the summary’s quality.

Task#1:
Rate the simplified summary over the original text,
concerning:
1. Readability (0 – 5);
2. Cohesion (0 – 5);
3. Coherence (0 – 5);
4. Fluency (0 – 5);
5. Original text idea preservation (0 – 5);
6. Overall quality (0 – 5);

Results are illustrated in Figure 1. By observing the graph,
we can conclude that by having a low but positive grade
(2.53) the overall quality of the summaries is acceptable. It
is important to note that the best parameter is the original
text idea preservation (2.93). Thus, we can infer that even
though the simplified summary has less content, it does not
mean that it does not maintain enough information conveyed
by the original text. However, the way the information is
presented is not the best, meaning the fluency (2.67) and the
readability (2.6) of the text can be improved. The worst
evaluated parameters are coherence (2.47) and cohesion
(2.4). According to the experts, the sentence selection causes
a lack of cohesion in the overall text. Since sentences seem
disconnected and not linked with each other, text coherence
is also compromised.

Fig. 1: Simplified summaries features.

2.2 Task#2
This task aimed to confront both summaries to verify if

the simplified summary, though with less content, can still
convey the same information within the automatic one. It
comprises two phases. In PHASE I, the simplified summary
is rated vis a vis the automatic summary, considering the
same set of features used in Task#1. PHASE II seeks to
understand if the simplification process would not remove
information that is relevant to the overall understanding of
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the text. Thus, experts have answered a survey that compares
the automatic and the simplified summaries.

Goal#2:
Compare an automatic summary with a simplified sum-
mary in order to assess the simplified summaries quality.

Task#2:
PHASE I: Rate the simplified summary.
1. Readability (0 – 5);
2. Cohesion (0 – 5);
3. Coherence (0 – 5);
4. Fluency (0 – 5);
5. Original text idea preservation (0 – 5);
6. Overall quality (0 – 5);

PHASE II: Answer the following questions by com-
paring the simplified summary with the automatic
summary:
1. Which of the summaries is the best?
2. Consider that the simplified summary was built over
the automatic one, by removing expressions considered
unnecessary:
2.1. Were the removed expressions necessary?
2.2. Are there any expressions that you consider that
should not have been removed?
2.3. Does the sentences context remain the same?
2.4. Does the simplified summary preserve the same idea
of the original one?
2.5. Can the simplified summary replace the automatic
one without losing information?
3. Other comments.

Before giving the two types of summaries to be evaluated
by the human experts, both summaries were compared using
ROUGE [7]. The graph in Figure 2 shows the f-measure val-
ues for all the 15 summaries used in this experiment. There
is a slightly difference between them, as the average of the
f-measure values for both automatic summaries (0.49752)
and simplified summaries (0.49826) confirms.

Fig. 2: ROUGE f-measure values for automatic and simpli-
fied summaries.

By comparing the graph in Figure 2 with the results in
Figure 3, we can conclude that ROUGE does not reflect
all the modifications performed in the simplified summaries,
evidencing the need for manual evaluation. Nevertheless, it
is a very useful tool to perform evaluation during system
development, as metrics are obtained automatically.

To actually execute Task#2, each of the three experts
was given five different texts. One text from each section
of the corpus. Thus, we evaluated 15 texts, 3 from each
section. This way, different sorts of texts were tested. Despite
all of them being news texts, different sections may have
different vocabulary and different writing styles. In PHASE
I, experts did not have access to the original texts, so their
conclusions were only based in the information contained
in both summaries. Still, the automatic summary, by being
longer and by having more content, should be expected to
have more information than the simplified summary.

Figure 3 presents the answers given by the experts to the
survey.

Fig. 3: Simplified summaries features.

The answers to question 1. were not conclusive, since,
as experts observed, the differences between automatic and
simplified summaries are minimal. However, they defi-
nitely stated that simplified summaries can replace the non-
simplified ones, which means that no relevant information
is being missed. Thus, the information that was removed is
not essential for the comprehension of the text. In addition,
experts reported that the simplified summaries were simpler
than the automatic ones. Also, they stated that the majority
of the removed expressions were not necessary to the com-
prehension of the text content. Finally, they mentioned that,
mainly when long parenthetical information is removed, text
readability is improved.

744 Int'l Conf. Artificial Intelligence |  ICAI'12  |



Fig. 4: Parse tree for a sentence containing a relative clause.

Since very similar texts were being compared, an im-
provement in the overall quantitative grades was expected.
Nevertheless, the original text idea preservation was still the
best feature (3.93), which lead to the fact that the information
removed was indeed not essential in the summary. Moreover,
this removal did not have a significant impact on text
readability (3.4), seeing that the simplified text remains
readable despite the modifications. This is not only reflected
in the text coherence (3.27), cohesion (3.2), and fluency
(3.13), but mainly in the text overall quality (3.13).

With this experiment, we can conclude that the simplified
summaries preserve the original text idea. Also, the relevant
information conveyed by the original text is maintained,
allowing at the same time an optimization of the summary
compression rate.

3. Simplifier
Based on the promising conclusions driven from the

manual experiments, this task has been performed automat-
ically. The simplifier is a module integrated in a multi-
document summarization system, which produces generic
summaries from a collection of texts in Portuguese, from
any domain. After selecting the relevant content to be part of
the summary, the chosen sentences are simplified to produce
highly informative summaries. A detailed description of this
summarizer can be found in [8].

The simplifier receives a set of sentences and retrieves
them simplified. It includes two main phases, analysis and
transformation, which are described in the next sections.

3.1 Analysis
The analysis phase aims to identify in each sentence the

expressions which are candidate for removal. Three types of

structures are recognized: (1) relative clauses; (2) parentheti-
cals – explanatory or qualifying phrases; and (3) appositions
– specific type of parentheticals, composed by a noun phrase
that describes, details or modifies its antecedent (also a noun
phrase). These phrases are candidates to removal, since they
may introduce extra information whose removal does not
affect the information eventually conveyed too much.

In order to identify the removable passages, a constituency
parser for Portuguese [9] is used to build the sentence parse
tree. Then, for each sentence, relative clauses, parentheticals
and appositions are retrieved.

The following sentence contains a relative clause:

Apesar deste fresco nome de vivenda campestre, o Ramalhete
tinha o aspecto tristonho de residência eclesiástica que com-
petia a uma edificação do reinado da senhora D. Maria I.
“Despite that fresh green name worthy of some rural retreat, Ramal-
hete, as befitted a building dating from the reign of Queen Maria I,
had the gloomy appearance of an ecclesiastical residence.”

S Apesar deste fresco nome de vivenda campestre, o
Ramalhete tinha o aspecto tristonho de residência
eclesiástica.
“Despite that fresh green name worthy of some rural retreat,
Ramalhete had the gloomy appearance of an ecclesiastical
residence.”

CP que competia a uma edificação do reinado da senhora
D. Maria I
“as befitted a building dating from the reign of Queen Maria
I”

Figure 4 illustrates the sentence parse tree in which both
clauses are identified.

The first clause is the main one (starting in the top node
S in the parse tree), and the second one is the subordinate
relative clause (starting in the top node CP in the parse tree).
Subtrees starting with the tag CP (complementizer phrase)
are stored to be processed later.
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Fig. 5: Parse tree for a sentence containing an apposition phrase.

Fig. 6: Parse tree for a sentence containing a parenthetical phrase.

Appositions (specific type of parentheticals) are noun
phrases, enclosed by commas or dashes, that define, describe
or modify their antecedent which is also a noun phrase.
Figure 5 depicts the parse tree for the following sentence,
which includes an apposition:

Em 1858, Monsenhor Buccarini, Núncio de Sua Santidade,
visitara-o com ideia de instalar lá a Nunciatura.
“In 1858, Monsignor Buccarini, the Papal Nuncio, had visited it with
a view to establishing his residence there.”

Considering the sentence parse tree, subtrees that start
with the tags NP (noun phrase) or AP (adjective phrase),
and whose leftmost child is a dash or a comma and whose
rightmost child is a matching dash or comma or a period,
are defined as appositions.

Parentheticals are phrases, enclosed either by paren-
thesis, or by commas or dashes, that explain or qualify
other information being expressed. Consider the following
sentence containing a parenthetical phrase:

Vilaça não duvidou declarar que Jones Bule (como ele
chamava ao inglês) fizera do Ramalhete "um museu".
“Vilaça was the first to declare that "Jones Bule" (as he called the
Englishman) had made of Ramalhete "a veritable museum".”

Figure 6 illustrates the parse tree for this sentence. In the

parse tree, parentheticals are defined by a node, represented
by any tag, which leftmost child is the opening punctuation
token and its rightmost child is a closing punctuation token
of the same type.

3.2 Transformation
The transformation phase aims to decide which of the

phrases, retrieved in the analysis phase, can be removed
without impacting on the sentence’s overall informativity.
Consider the following sentence:

Na conferência de líderes de ontem, a primeira da nova
sessão, que a vice-presidente da bancada do PS, Ana Catarina
Mendes, disse esperar que fique marcada pela ’governabili-
dade’, ficou estabelecido que a execução orçamental será o
tema central da Comissão Permanente.
“At yesterday’s Leaders’ Conference, the first of the new session which

PS’ delegation vice-president, Ana Catarina Mendes, said to hope it

would be remembered by ’governability’, it was settled that budget

execution will be the main subject of the Standing Committee.”

This sentence for instance has three removal candidates:
a relative clause – “que a vice-presidente da bancada do
PS, Ana Catarina Mendes, disse esperar que fique marcada
pela ’governabilidade”’; and two appositions – “a primeira
da nova sessão” and “Ana Catarina Mendes”.
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For each sentence, the algorithm first considers the relative
clauses, then the apposition phrases and finally the paren-
thetical ones. In order to obtain the new sentence, the parse
tree of the original sentence is traversed until the index of
the first leaf of the phrase to be removed is found. Also,
the index of the last leaf of the phrase is gathered. Then,
the parent node of these leaves is retrieved and the subtree
is removed. The new sentence is then created without the
subtree representing the phrase removed.

Afterwards, the simplification score is computed for both
the main sentence and the new sentence. It is important
to note that the simplifier is part of a text summarization
system. This system computes the scores of the words
composing the collection of sentences submitted as input,
in order to select the most relevant sentences within that
collection. Thus, the simplifier uses the simplification score
to compare simplified sentences. This score is computed as
the sum of each word score2 composing the sentence divided
by the total number of words of the sentence.

simplificationScoresentence =
∑

word∈sentence scoreword

totalWordssentence

Considering the previous sentence and its removal candi-
dates, the new sentences obtained along their simplification
scores are shown in Table 1.

Table 1: Candidates to replacement.
Candidate sentences Score

1 Na conferência de líderes de ontem, a primeira
da nova sessão, que a vice-presidente da ban-
cada do PS, Ana Catarina Mendes, disse esperar
que fique marcada pela ’governabilidade’, ficou
estabelecido que a execução orçamental será o
tema central da Comissão Permanente.

0.01045

“At yesterday’s Leaders’ Conference, the first of the new
session which PS’ delegation vice-president, Ana Catarina
Mendes, said to hope it would be remembered by ’govern-
ability’, it was settled that budget execution will be the main
subject of the Standing Committee.”

2 Na conferência de líderes de ontem, a primeira
da nova sessão, ficou estabelecido que a exe-
cução orçamental será o tema central da Comis-
são Permanente.

0.01615

“At yesterday’s Leaders’ Conference, the first of the new
session, it was settled that budget execution will be the main
subject of the Standing Committee.”

3 Na conferência de líderes de ontem, ficou estab-
elecido que a execução orçamental será o tema
central da Comissão Permanente.

0.01926

“At yesterday’s Leaders’ Conference, it was settled that budget
execution will be the main subject of the Standing Commit-
tee.”

The first sentence in the Table is the original sentence
and its simplification score is also compared with the ones
of the simplified sentences. As the algorithm first considers

2The word score is the tf-idf score of the word considering the
collection of texts to be summarized.

the relative clauses, none of the simplified sentences contain
the relative clause (que a vice-presidente da bancada do PS,
Ana Catarina Mendes, disse esperar que fique marcada pela
’governabilidade’). Thus, the second simplified sentence was
built by eliminating the relative clause. The third one is
obtained by removing not only the relative clause, but also
the first apposition referred (a primeira da nova sessão). The
other apposition (Ana Catarina Mendes) is never considered
since it is included in the relative clause. Owing that the third
simplified sentence has the highest simplification score, it is
the one selected to replace the original sentence in the final
summary.

The same algorithm is executed for all the sentences which
are candidates to be in the summary, ensuring the creation
of a concise and highly informative text.

4. Evaluation
In order to perform evaluation, the CSTNews corpora

[10], an annotated corpus composed of texts in Portuguese,
was used. It contains 50 sets of news texts from several
domains, for a total of 140 documents, 2,247 sentences, and
47,350 words. Each set contains, on average, 3 documents,
which address the same subject, and an ideal summary (built
manually). Ideal summaries have an average of 137 words,
resulting in an average compression rate of 85%.

First, for each set of CSTNews, two types of summaries
were created using our summarizer: simplified and non-
simplified summaries. Simplified summaries are built by
executing the whole summarization process. Otherwise, non-
simplified ones are created without running the simplifica-
tion module. In addition, summaries were generated using
GistSumm3 to serve as a baseline for our work. Sum-
maries were built using a compression rate of 85% (average
compression rate of the ideal summaries), meaning that the
summary contains 15% of the words of the set of texts.

Afterwards, ROUGE [7] was used to derive precision,
recall and f-measure metrics for the automatic summaries.
ROUGE-L (longest common subsequence) was the met-
ric selected, since it identifies the common subsequences
between two sequences. This is a fairer metric compared
to the original ROUGE-N metric, due to the fact that
the simplification process introduces gaps in the extracted
sentences. These gaps would not be taken into account when
using a metric that considers co-occurring matches. Table 2
presents the results obtained.

Table 2: ROUGE-L evaluation metrics.
GistSumm Non-simplified Simplified

Precision 0.3847 0.4276 0.4364
Recall 0.4362 0.4854 0.4942

F-Measure 0.4040 0.4492 0.4585

3Despite being a single-document summarizer, GistSumm also builds
multi-document summaries by means of an option in its interface.
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The complete summarization process has an overall better
performance than the baseline considered, since both results
with simplified and non-simplified summaries overcome the
results obtained by GistSumm. The recall values obtained
by our summarizer are very encouraging. These values indi-
cate that there is a higher density of words that are both in the
automatic summaries and in the ideal summaries. Retrieving
the most relevant information in a sentence by discarding
the less relevant data ensures that the summary indeed
contains the most important information conveyed. This is
a direct result of the simplification process. The precision
values, by being identical, suggest that all summaries cover
nearly the same topics. Intuitively, the precision values for
the simplified summaries should decrease, since less in-
sequence matches are likely to be found between them and
the ideal summaries. When computing the f-measure value,
by combining both precision and recall, we can confirm that
both simplified and non-simplified summaries are better than
GistSumm summaries.

Finally, note that the simplified summaries achieve better
results than the non-simplified summaries. Despite being
small, this difference between both summaries is very in-
teresting. Yet, the simplification process is reflected in the
evaluation of the summaries, implying that a simplification
process, containing more sophisticated rules, can indeed be
expected to help produce even better summaries.

5. Conclusions
This paper presents a text simplification system which

is part of a text summarization system. The simplification
system is focused on improving the summarization output,
by simplifying the sentences composing the summaries.
Our premise is that simplified sentences contain as much
information as needed, helping to create more informative
texts.

As manual experiments have hinted out, the simplification
system is a huge contribution to the summarizer. Three
main reasons lead to the decision of applying simplification
after summarization: (1) this way, no relevant information
is excluded before selecting the sentences to include in the
summary, once all the computation regarding each original
sentence has been done; (2) the simplification algorithm
described does not remove the identified structures without
constraints, since we aim to ensure that no crucial content
is deleted from the sentence; (3) during the compression
process, it is possible to add more relevant content to the
summary that was not being considered in the initial list of
sentence candidates.

Considering that most of the experiments have been
done for the English language, we intended to prove that
simplification actually improves summarization of texts in
Portuguese, by using a corpora of Portuguese texts in all the
experiments made.
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Abstract-- We present six distinct English-language 

sentence paraphrasing techniques as transforms: Active-

to-Passive, Diction, Nodebox, Phrase, Simplify and Pivot 

translation.  We describe the basic algorithm for each 

and score them on precision and recall using 50 random 

sentences from project Tatoeba [1]. Our aim is to use 

these techniques for style transformation. 
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1 INTRODUCTION 

Statistical style transformation refers to an automatic 

method of rewriting text such that the information content 

remains the same, but the style of writing changes. Manual 

style transformation has been done successfully in the past 

[2]. In the absence of a precise universally accepted 

nomenclature and litmus test for different writing styles in 

natural languages, we define style as choice of expression 

[3] such as that often associated with an author. As the 

authorship attribution literature has shown, there are 

distinguishable style markers that can be used to 

successfully classify works by different authors [4][5] and 

hence also isolate their “style”. Our approach uses this type 

of classification as a litmus test for achieving style 

transformation. This was done by Juola [6] already to 

evaluate manual style obfuscation cases. 
Our model requires sentence level paraphrases to be 

continuously generated by modules (called transforms) and 
scored based on a greedy algorithm. Whichever paraphrased 
sentence would move the entire text statistically closest to 
the target style, that sentence is adopted and becomes part of 
the new text, but it could still be subject to further 
substitutions. 

2 TRANSFORMS 

The transforms are implemented as Python classes. They 
use various techniques such as typed dependency 
reformulation [7] or web-based validation [8] to produce a 
grammatical and synonymous sentence to the one they were 
passed in. All the implementation and most of the algorithms 
come from the authors, but external resources have been 

used quite extensively as stated below. We briefly describe 
each transforms. 

2.1 Active to Passive transform (A2P) 

Example: The boy kicked the ball. => The ball was 

kicked by the boy. 

This transform converts an active voice sentence into its 

passive form. We encode 20 highly general rules in terms of 

parts-of-speech for basic active voice and equivalent passive 

voice cases [9][10].  The initial rules are mutated to produce 

120 rules, adding variations to handle particles, adverbs and 

complex noun phrases. The input sentence is parsed into 

chunks using the Link Grammar Parser and compared with 

all the patterns in the database, and if matched, converted 

accordingly. Various NLP techniques are used to ensure 

plurals, pronouns and subject/verb agreement. 

2.2 Diction Transform 

Example: The fact is, in the majority of cases, X is 

defined as an unknown. => Usually X is an unknown. 

This transforms employs a large number of rules for 

substituting wordiness and “bad style” phrases with their 

equivalent. The data sources are: 

1. 655 rules from GNU Diction v. 1.11, itself based 

on Elements of Style [11]. 

2. 658 “wordiness” rules from Steve Hanov 

(Stevehanov.ca) partially based on William Zinsser's 

On Writing Well. 

3. 409 word/alternative pairs from The A to Z of 

alternative words by the Plain English Campaign. 

The rules are applied as straight string substitutions. 

Many of the rules had to be modified manually by the 

authors to remove “hints” and discussion originally 

designed to be examined by users of word editing programs. 

Some generic suggestions with no clear substitution 

suggestions were removed altogether from the original set 

of rules. 

2.3 Nodebox transform  

Example: We recieved 6533 boxes. => We received 

thousands of boxes. 

This transform is based on the Nodebox Linguistics 

package [12]. It performs two tasks in particular: First, it 
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changes a set of unambiguous misspelled words, to their 

correct equivalents. Second, it converts Arabic numerical 

symbols modifying certain noun phrases into English 

approximation phrases. 

2.4 Phrase replacement transform (Phrase) 

Example: I wanted to be with you alone => I desired to 

be with you only. 

This transform replaces phrases (defined as one or more 

consecutive words) with synonyms. It uses the Stanford Part 

of Speech Tagger to label each token in the phrase, and then 

uses Word Net to find synonyms for each non-overlapping 

phrase matching the POS in the input sentence.  

For each phrase, this transform determines all the synsets 

of the same sense using jcn distance [13] to do Word Sense 

Disambiguation (WSD). The remaining candidates are 

ranked using two criteria: probability of co-occurrence with 

other words in the same sentence in the Microsoft BING N-

Gram database (all bigrams and trigrams crawled by BING 

search engine) [14], and the probability of co-occurrence 

with other words in the same sentence in the target corpus. 

If the latter is not available, then only the search engine data 

is used.  

Once a suitable candidate is chosen, NLP tools are used 

to produce the correct inflection before actual substitution. 

Heavy use of NLTK NLP tools [15] was made for this 

transform. The following figure summarizes the major steps 

in this transform and external tools used to accomplish 

them. 

 
Figure 1. Phrase Transform 

2.5 Simplify transform 

Example: I love Luna who is very cute and who is my 

pet. => I love Luna. Luna is very cute. Luna is my Pet. 

This transform aims to simplify sentences on several 

criteria, possibly producing more than one sentence as a 

result. It is written by Advaith Siddharthan [7] mostly in 

Perl, using the Stanford parser and the RASP toolkit. Two 

additional rules and a Python wrapper are written by the 

authors to integrate it into our evaluation system.  

Simplify produces typed dependency trees for each 

sentence and then runs its user-modifiable rules to match 

patterns and adjust the final word order which could result 

in more than one sentence. It examines conjunctions and 

anaphora and looks for independent clauses that can be 

separated into their own sentences. 

2.6 Pivot translation transform 

Example: I like to play Tennis. => I enjoy playing 

Tennis. 

This transform performs statistical translation by pivot: 

It translates an English sentence into another language and 

then translates the result back to English. The idea is that 

automatic translation tools usually produce valid but slightly 

modified sentences. A translation from English into another 

language and back to English could provide a valid semantic 

variation of the original with sufficient quality. Because of 

the high likelihood that the very same string is retuned, this 

transform accepts an ordered list of languages to try one at a 

time until a response different than the input is found.  

As the back-end statistical translator, it supports 

Yahoo/Babelfish, Google Translator, and Microsoft 

Translator. We found the Microsoft product to be the most 

suitable for several reasons and we used it for this project.  

3 METHODOLOGY 

Fifty random English sentences are selected from the 

project Tatoeba [1] corpus, and passed on to each transform. 

Then each of the transforms produces responses consisting 

of zero, one or more paraphrased sentences for each of the 

input sentences. Some transforms such as Phrase, can 

produce more than one alternative paraphrase. Others such 

as Diction are highly specialized applying to few random 

sentences. We produce 381 paraphrases for the original 50 

sentences. Each of these is scored on the scale of 0 to 3 by 

three separate human judges based on the following criteria. 

 
Table 1. Evaluation criteria 

Code Criteria 

3 Sentence is modified, preserves original 

meaning and original level of 

grammaticality. 

2 Sentence is unmodified, or barely 

modified with very minor changes, or 

modified and the result is “acceptable” but 

not great. 

1 Sentence is modified and the result is not 

acceptable. 

0 No response, machine error or 

incomprehensible response. 
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4 RESULTS AND CONCLUDING REMARKS 

Before the Pivot translation transform can be evaluated, 

we must decide which of the supported languages to use and 

how many languages to translate to before returning to 

English. Through a separate process using human 2 judges, 

we evaluate over 900 sentences using translation by pivot, 

and determined an ordered set of 8 languages (out of a total 

of 32 supported by Microsoft Translator) to use for the 

translation transform. In order of decreased effectiveness, 

they are: Czech, Swedish, Danish, Vietnamese, Norwegian, 

Dutch, Portuguese, and Spanish. 

In addition, we generate three baseline translation 

“tours” (multiple language translations before returning to 

English) for comparison purposes. Tour1 is English-

>French->Spanish->German->English. Trou2 is English-

>Danish->Portuguese->Swedish->Vietnamese->English. 

TourR consists of English and four random languages.  

All 381 paraphrases are scored for precision (majority 

score of the 3 judges). We derive the relevant precision and 

recall statistics as follows.  

 “recall” is calculated by counting the number of 

sentences for which the transform had a response 

(other than the input), divided by the total number of 

sentences, 50. 

 “precision” is the average of all the (0-3) scores 

given by human evaluators to any response of the 

transform, across all sentences. 

 “F-measure” is defined as   
                    

                
  

 

Table 2. Transform experiment evaluation results in terms of 

precision, recall and F-measure 

Transform Recall (%) Precision (%) F-measure 

A2P 10 80 0.178 

Diction 4 100 0.077 

Nodebox 20 87 0.325 

Phrase 100 82 0.903 

Simplify 7.6 78 0.138 

Translation 74 83 0.782 

Tour 1 88 63 0.733 

Tour 2 78 70 0.738 

Tour R 88 58 0.702 

 

 

 
Figure 2. Microsoft translator language performance 

As observed from Fig. 3, the transforms can be generally 

divided into two groups: high precision and high recall. The 

transforms in the high precision group have unsurprisingly 

low recall. This is because the patterns they generally seek 

are very specific, such as the “wordiness” phrases in 

Diction. The high recall group has more general pattern 

matching. Every sentence contains at least one word that 

would have a synonym in Word Net. Almost every sentence 

would have at least one translated paraphrase from some 

language.  

We find that Phrase has the highest F-measure. But the 

real goal for our work is not to find a single approach, but to 

combine the power of different approaches to get a super-
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transform of increased recall and precision. We are pursuing 

future work in this area. 

 
Table 3. Microsoft Translator supported language codes (ISO 

639-2) 

Code Language Code Language Code Language 

ar Arabic he Hebrew ro Romanian 

bg Bulgarian hu Hungarian ru Russian 

cs Czech id Indonesian sk Slovak 

da Danish it Italian sl Slovenian 

nl Dutch ja Japanese es Spanish 

et Estonian ko Korean sv Swedish 

fi Finnish lv Latvian th Thai 

fr French lt Lithuanian tr Turkish 

de German no Norwegian uk Ukrainian 

el Greek pl Polish vi Vietnamese 

ht Haitian pt Portuguese   

 

 

 
Figure 3. Precision and Recall for each transform 
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Abstract - This paper introduces a semantic language 

developed with the objective to be used in a semantic analyzer 

based on linguistic and world knowledge. Linguistic 

knowledge is provided by a Combinatorial Dictionary and 

several sets of rules. Extra-linguistic information is stored in 

an Ontology. The meaning of the text is represented by means 

of a series of RDF-type triples of the form predicate(subject, 
object). Semantic analyzer is one of the options of the 

multifunctional ETAP-3 linguistic processor. The analyzer 

can be used for Information Extraction and Question 

Answering. We describe semantic representation of 

expressions that provide an assessment of the number of 

objects involved and/or give a quantitative evaluation of 

different types of attributes. We focus on the following 

aspects: 1) parametric and non-parametric attributes; 2) 

gradable and non-gradable attributes; 3) ontological 

representation of different classes of attributes; 4) absolute 

and relative quantitative assessment; 5) punctual and interval 

quantitative assessment; 6) intervals with precise and fuzzy 

boundaries.  

Keywords: knowledge representation, semantic analysis, 

ontology, RDF languages, gradable attributes  

 

1 Semantic Analysis and Semantic 

Structure 

  The semantic language described in this paper is used in a 

semantic analyzer under development in the Institute for 

Information Transmission Problems of the Russian Academy 

of Sciences and in the Madrid Polytechnic University. A 

distinctive feature of this analyzer is that the semantic 

representation is based on both linguistic and world 

knowledge. In many aspects our approach is similar to that of 

Ontological Semantics (Nirenburg, Raskin 2004) but the 

linguistic framework is substantially different. For more 

details about the analyzer, the reader is referred to 

Boguslavsky et al. 2010 and Boguslavsky 2011.  

The source of linguistic information is the knowledge base of 

the ETAP-3 linguistic processor. World knowledge is 

contained in the Ontology and in the Fact Repository. 

Semantic representation is constructed in two steps. First, all 

the sentences of the text sentence are independently of one 

another transformed into their Backbone Semantic Structures 

(BSemS), which reflect the meaning directly conveyed in the 

sentence. Second, BSemSs are enriched by means of the 

Ontology and the Fact Repository and converted to Enhanced 

Semantic Structures (EnSemS). As an example, we will show 

BSemS and EnSemS of a short text (1). The working language 

of the analyzer is Russian, but for readers’ convenience we 

provide an English translation of the text: 

(1)  On October, 8 “Zenit” Football Club had a first 

friendly match in the tournament, which is taking 

place in Spain’s La Manga. The pupils of Luciano 

Spaletti lost 0:1 to the Warsaw Club “Polonia”. 

Step 1: BSemS construction. 

BSemS of the first sentence: On October, 8 “Zenit” Football 

Club had a first friendly match in the tournament, which is 

taking place in Spain’s La Manga. 

(2) hasTime(Match-01,DateTimeDescription-

01) 

hasMonth(DateTimeDescription-01, 2) 

hasDay(DateTimeDescription-01, 8) 

hasCategory(Match-01, friendly) 

isPartOf(Match-01, Tournament-01) 

hasParticipant(Match-01, Team-01) 

hasName(Team-01, Zenit) 

hasSportDiscipline(Team-01, football) 

hasLocation(Tournament-01, La Manga) 

hasLocation(La Manga, Spain) 

As is usual in Artificial Intelligence, instances of classes are 

supplied with unique numerical identifiers. In order not to 

distract the reader’s attention, from now on, we will omit 

these identifiers, if only they are not needed to distinguish 

between different instances.  

It should be stressed that many of the classes referred to in the 

BSemS have many more property slots in the Ontology, but 

these slots are not represented in this BSemS, since the text 

does not provide data for filling them.  
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BSemS of the second sentence: The pupils of Luciano Spaletti 

lost 0:1 to the Warsaw Club “Polonia”.  

(3) hasWinner(WinEvent, Team-02) 

hasLoser(WinEvent, Team-03) 

inContest(WinEvent, SportEvent) 

inContest(MatchScore, SportEvent) 

hasValue1(MatchScore,1) 

hasValue2(MatchScore,0) 

hasName(Team-02, Polonia) 

represents(Team-02, Warsaw) 

hasCoach(Team-03, Luciano Spalletti) 

The second sentence was analyzed independently of the first 

one, and the two teams mentioned (the winner and the loser) 

received new identifiers – Team-02 and Team-03. These 

teams are referred to in the text in different ways. One of 

them is called by its name (Polonia), and the only thing 

that is communicated about the second one is the name of its 

coach (Luciano Spaletti). The result of the match is 

conveyed by means of two propositions: the first one says 

that one of the teams defeated the other (by means of the 

predicate WinEvent), and the second one gives the score 

(the predicate is MatchScore). In order to show that both 

propositions refer to the same match, the inContest slot of 

both predicates is filled by the same match (SportEvent). 

Step 2: Enhancement of BSems. 

The main tasks that are solved at this stage are coreference 

resolution (i.e. determination of phrases that refer to the same 

entity) and filling of the slots for which the fillers have not yet 

been found. The information used to solve these tasks can be 

taken from the Ontology and the Fact Repository, which 

contains, among other things, semantic structures of previous 

sentences of the text processed. In particular, the Ontology 

should contain all the information available about the 

individuals. In our example, the Ontology disposes of the 

following information about the Zenit team: 

hasName(Team-00, Zenit) 

hasSportDiscipline(Team-00, football) 

hasCoach(Team-00, Luciano Spalletti) 

Based on this information, we can identify Team-01 from the 

first sentence, whose name is Zenit, with Team-03 from 

the second one, since its coach is Luciano Spaletti.  

Semantic links between the sentences in the text are implicit. 

In EnSemS they should be restored wherever possible. We 

will show how it can be done in our example. There are 

several considerations that allow us to infer some implicit 

information. The first sentence of (1) tells us that a match has 

taken place. The second sentence gives information about a 

result of a match. The two sentences belong to the same text 

and, moreover, one of them directly follows the other one. 

They share at least one participant (Zenit) and there are no 

textual indications of the topic shift. Therefore, one can 

conclude that both sentences are describing the same match. 

That means that in the EnSemS we should identify Match 

from the first sentence with SportEvent, to which 

WinEvent and MatchScore are linked in the second 

sentence. As a result, EnSemS of (1) looks like (4) (elements 

introduced during the SemS extension are printed in bold face 

and underlined): 

(4) hasTime(Match, DateTimeDescription) 

hasMonth(DateTimeDescription, 2) 

hasDay(DateTimeDescription, 8) 

hasCategory(Match, friendly) 

isPartOf(Match, Tournament) 

hasParticipant(Match, Team-01) 

hasName(Team-01, Zenit) 

hasCoach(Team-01, Luciano Spaletti) 

hasSportDiscipline(Team-01, football) 

hasLocation(Tournament, La Manga) 

hasLocation(La Manga, Spain) 

hasWinner(WinEvent, Team-02) 

hasLoser(WinEvent, Team-01) 

inContest(WinEvent, Match-01) 

inContest(MatchScore, Match-01) 

hasValue1(MatchScore, 1) 

hasValue2(MatchScore, 0) 

hasName(Team-02, Polonia) 

represents(Team-02, Warsaw) 

Semantic structures (2)-(4) have already given some idea of 

the semantic language used for representing the meaning of 

the texts. Below, we will concentrate on one important 

fragment of this language, namely the one dealing with 

quantitative assessment of different types of objects.  

Quantitative assessment is mostly made by means of 

g r a d a b l e  a t t r i b u t e s . We will discuss these 

attributes in section 2, and the values they ascribe to objects - 

in section 3.  

2 Gradable attributes 

 As mentioned above, prototypically, quantitative assessment 

of an object is made by means of gradable attributes. 

Properties that they ascribe to the objects can be compared in 

terms of “more/less”. For example, Price and 

Intelligence are gradable, because one bicycle can be 

more expensive than another one, and one person can be more 
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intelligent than another. Very often, they characterize an 

object by assigning it a numerical value (e.g. a price of 100 

Euros). However, not all the attributes that assign a value to 

their object are gradable, and not all gradable attributes assign 

a value to their object. Let us explain this.  

We will refer to the attributes that assign some definite value 

to their object as p a r a m e t e r s . The parameters and their 

values can be quantitative or not. Values of quantitative 

parameters, such as Price, Height, Speed, 

Temperature, etc. are located on a scale and are 

prototypically expressed by numerical expressions consisting 

of a numeral and a measurement unit: the height of 15 meters, 

the speed of 180 km/hour, the temperature of 50 degrees 

Celsius. 

Non-quantitative parameters have values that are not located 

on a scale and are not expressed by means of a numerical 

expression. Typical examples of non-quantitative parameters 

are Name, Nationality, Address, Color, Form, 

etc. For example, the parameter of Nationality has values 

French, Russian, Malay, etc.  

All the parameters, quantitative or not, have a sufficiently 

homogenous and compact range of values. The kind of entities 

that can serve as values of a parameter is always restricted. An 

important linguistic property of parameters is their behavior in 

what-questions. Any word denoting a parameter can be used 

in a what-question, and this question is always interpreted as a 

request for the parameter’s value. When somebody asks What 

is her name? it is quite obvious what kind of entity is expected 

as an answer. Cf. a dialogue in which the answer does not 

belong to the class of parameter values and therefore does not 

directly satisfy the information need of the interrogator: What 

is his name? - ??An unusual one. Not all attributes are like 

this. Such attributes as Beauty or Intelligence do not 

presuppose a set of homogeneous values. Therefore, they are 

not parameters.  

On the other hand, Beauty and Intelligence are 

gradable attributes, in the sense that different objects may 

have these properties to different extents – see above. 

However, gradability of this property does not only manifest 

itself in comparative contexts, as is the case of (5): 

(5) Lucy is more intelligent than Mary. 

When we simply say that Lucy is intelligent, we ascribe to 

Lucy a high degree of intelligence, in a similar way as we 

ascribe to her a high degree of height, when we say that she is 

tall.  

However, there is also an important difference between such 

attributes as Height on the one hand, and Intelligence, 

on the other. We showed above that Height is a parameter, 

and Intelligence is not. Height is a two-place 

predicate, which assigns to its object a value on a well-defined 

scale, while Intelligence is a one-place predicate. It 

does not assign any definite value to its object, but instead it 

has degrees.  

We would like to capture the similarity between the attributes 

of the Height class and the Intelligence class, and on 

the other hand, take into account the difference between them. 

We adopted the following solution. Our ontology contains the 

class of Parameters with two subclasses: 

GradableParameters (like Price) and Non-

gradableParameters (like Name). All the parameters 

have a hasValue slot. On the other hand, there is a class 

GradableAttributes. One of its subclasses is 

GradableParameters (which at the same time belongs to 

the Parameters class), and another one is 

QualitativeAttributes, which contains attributes of 

the Intelligence type. Gradable parameters have values 

located on a corresponding scale. Qualitative attributes do not 

have values but have a hasDegree slot instead. Specific 

behavior of parameters is accounted for by means of the 

Parameters class and its hasValue slot. For example, 

interpretation of the what-questions asked of parameters 

implies filling of the hasValue slot. How the quantification 

of qualitative attributes is assured is seen in SemS (5a), which 

represents the meaning of (5): 

(5a)  hasSubject(Intelligence-01, Lucy) 

 hasDegree(Intelligence-01, var-01) 

 hasSubject(Intelligence-02, Mary) 

 hasDegree(Intelligence-02, var-02) 

 more(var-01, var-02) 

3 Values of gradable attributes 

 As stated in the previous section, parameters and qualitative 

attributes are both gradable but in a slightly different way. 

Although they have different slots for quantitative elements 

(hasValue and hasDegree), for simplicity’s sake we will 

speak about values in both cases. 

3.1 Numerical expressions 

As for quantitative parameters, their values are compound 

numerical expressions. They are formed by a numeral and a 

measurement unit. Such expressions are represented by a 

series of two-place predicates that express a corresponding 

measure, such as LinearMeasure, 

CurrencyMeasure, DurationMeasure, etc. 

(6)  3 meters 

(6a)  hasUnit(LinearMeasure, meter) 

 hasUnitQuantity(LinearMeasure, 3) 

(7)  20 euros 45 cents 

(7a) hasUnit(CurrencyMeasure, euro) 

 hasUnitQuantity(CurrencyMeasure, 

20,45) 

(8)  3 liters (of wine) 
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(8a) hasUnit(Amount, liter) 

hasUnitQuantity(Amount, 3) 

(9)  3 glasses (of wine)  

(9a) hasUnit(Amount, glass) 

 hasUnitQuantity(Amount, 3) 

A special case is temporal expressions, which are often 

presented in natural languages by several measurement units 

of different granularity, as in (10). We chose not to reduce 

them to a single unit (for example, a second), but to preserve 

the internal structure of the expression, in order to match the 

way humans are conceptualizing time: 

(10) 3 years 2 months 5 days 10 hours and 25 minutes 

(10a) hasYears(DurationMeasure, 3) 

 hasMonths(DurationMeasure, 2) 

 hasDays(DurationMeasure, 5) 

 hasHours(DurationMeasure, 10) 

 hasMinutes(DurationMeasure, 25) 

Another special case is a quantitative parameter which may do 

without a measurement unit. It is quantity, e.g. 5 books. 

Besides the peculiarity of lacking a unit, this parameter has 

another one. It does not apply to single objects but only to 

collections of objects.  When we say 5 books, we don’t say 

anything about any single book, but describe quantitatively a 

whole set of books. Therefore, multiple objects are 

represented by sets (as in Nirenburg, Raskin 2004), and sets 

may have a Cardinality parameter: 

(11)  50 books 

(11a) hasElementType(Set, Book) 

hasSubject(Cardinality, Set) 

hasValue(Cardinality, 50) 

There exist parameters whose value is not constituted by a 

single numerical expression. The state of a sport match at a 

given moment is characterized by the parameter of Score, 

which is a pair of numbers, e.g. 3:1. Another example of a 

complex parameter value is coordinates on the Earth surface, 

which is a combination of two independent parameters – 

latitude and longitude, each of which is usually rendered by a 

triple of numbers – degrees, minutes and seconds. 

3.2 Brief typology of quantitative assessment. 

We will distinguish between two major types of quantitative 

assessment – absolute and relative assessment. Relative 

assessment, in its turn, will be divided into two subclasses: 

assessment with respect to the whole and with respect to the 

norm. In each of these three classes, the value can denote 

either a point on the scale, or an interval. In the latter case, the 

interval can have either exact or fuzzy boundaries. Below, we 

will illustrate all these classes. 

A. Absolute assessment.  

A.1 Punctual absolute assessment. 

(12)  The ticket costs 20 euros 

(12a) hasSubject(Cost, Ticket) 

 hasValue(Cost, CurrencyMeasure) 

 hasUnit(CurrencyMeasure, euro) 

 hasUnitQuantity(CurrencyMeasure, 20) 

(13)  The boy is 4 feet tall 

(13a) hasSubject(Height, Boy) 

hasValue(Height, LinearMeasure) 

hasUnit(LinearMeasure, foot) 

hasUnitQuantity(LinearMeasure, 4) 

A.2 Interval absolute assessment. 

When a quantitative expression is characterized by an 

interval, its boundaries can be either exact or fuzzy. The 

difference between exact and fuzzy boundaries is manifested 

in inferences one can make. If it is claimed that the number of 

students is in the exact interval [100,150], then this claim is 

definitely false if in fact there are 98 or 151 students. If the 

interval is fuzzy, then such an inference cannot be made. The 

distinction between exact and fuzzy intervals is relevant for 

representing the meaning of many natural language words and 

phrases. An interval with exact boundaries is illustrated in 

(14), and one with fuzzy boundaries – in (15).  

(14) Only children from 5 to 8 years old are admitted to the 

class.  

(14a) hasObject(Admit, Child) 

 hasSubject(Age, Child) 

hasValue(Age, DurationMeasure) 

hasYears(DurationMeasure, Interval) 

from(Interval, 5) 

to(Interval, 8) 

(15) About 10 to 15 students will come to the meeting. 

(15a) hasAgent(Come, Set) 

hasElementType(Set, Student) 

hasSubject(Cardinality, Set) 

hasValue(Cardinality, FuzzyInterval) 

from(FuzzyInterval, 10) 

to(FuzzyInterval, 15) 

The word several is one of those natural language elements 

whose meaning cannot be rendered in exact terms. According 

to Longman English Dictionary several means ‘a number of 

people or things that is more than a few but not a lot’. 

COBUILD dictionary gives a similar definition: ‘imprecise 
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number of people or things that is not large but is greater than 

two’. Such definitions, obviously, cannot be used directly. 

However, this word has a clear enough meaning, which is 

rather specific. On the one hand, it refers to concrete numbers, 

as opposed to such words as many or few. It is impossible to 

give a number, however approximate it might be, denoting 

many or few. It is obviously different in different situations. 

As for several, the situation is different. Most of our 

informants say that the number referred to by several is an 

integer which is greater than or equal to 3 but less than 9. On 

the other hand, the upper boundary is not rigid. Some people 

feel that perhaps 8 is too many to count as several. Other 

people agree to accept even as many as 10. One could of 

course ignore this vagueness and describe several as any 

quantity expressed by an integer greater than or equal to 3 but 

smaller than 9. However, if we wish to approximate meanings 

expressed by natural language words (and we do), we should 

find a way to account for such an important property of 

natural language semantics as uncertainty, which is obviously 

manifested in the meaning of several. Our proposal is to 

describe several as a fuzzy interval between 3 and 8: 

(16) several books 

(16a) hasElementType(Set, Book) 

hasSubject(Cardinality, Set) 

hasValue(Cardinality, FuzzyInterval) 

from(FuzzyInterval, 3) 

to(FuzzyInterval, 8) 

Similarly, one could characterize approximate quantities such 

as about 80 as fuzzy intervals with identical lower and upper 

boundaries: 

(17) about 80 people 

(17a) hasElementType(Set, Person) 

hasSubject(Cardinality, Set) 

hasValue(Cardinality, FuzzyInterval) 

from(FuzzyInterval, 80) 

to(FuzzyInterval, 80) 

B. Relative Assessment.  

There are two varieties of relative assessment: the assessment 

with respect to the whole and with respect to the norm. In both 

cases, it can be punctual or interval, as in case of the punctual 

assessment above, and the interval boundaries can be both 

exact and fuzzy.  

B.1  Relative Assessment with respect to the whole. 

To make this kind of assessment, we introduce a predicate 

FormsPartOf, whose first argument (subject) corresponds 

to the quantity being assessed, the second argument (object) – 

to the whole with respect to which the assessment is made, 

and the third argument (value) characterizes the relation 

between the two.  

B.1.1 Punctual assessment 

(18) half of the population 

(18a) hasSubject(FormsPartOf, Set) 

hasObject(FormsPartOf, Population) 

hasValue(FormsPartOf, 0.5) 

B.1.2 Interval Assessment. 

Interval with exact boundaries: 

(19) From 13% to 15% of the population 

(19a) hasSubject(FormsPartOf, Set) 

 hasObject(FormsPartOf, Population) 

 hasValue(FormsPartOf, Interval) 

 from(Interval, 0.13) 

 to(Interval, 0.15) 

Interval with fuzzy boundaries: 

(20) about 13% - 15% of the population 

(20a) hasSubject(FormsPartOf, Set) 

 hasObject(FormsPartOf, Population) 

 hasValue(FormsPartOf, FuzzyInterval) 

 from(FuzzyInterval, 0.13) 

 to(FuzzyInterval, 0.15) 

B.2 Relative assessment with respect to the norm. 

In natural languages there are many words that express a 

value of a gradable attribute, but do so in an imprecise, fuzzy 

way. For example, a stone can be characterized as big. We 

understand that the adjective big places the stone somewhere 

on the scale of size, but we don’t know this position exactly. 

The only thing that the lexical meaning of big tells us is that 

the size of the stone is above the norm. This idea has long 

been adopted in linguistics. What exactly the norm is in each 

particular case is beyond the competence of lexical semantics 

and is determined by the context and encyclopedic 

knowledge. What is big for a child may be not so for an adult. 

A big cat is much smaller than a small horse. However, it is 

not enough only to state that big is above the norm. Enormous 

is also above the norm, but to a different extent. There are 

series of words and phrases that refer to the same scale but 

denote different points, or rather, different areas, on that scale. 

Never, seldom, sometimes, from time to time, often, very often, 

always – all these words correspond to different degrees on 

the frequency scale. A convenient way of representing the 

meaning of such words has been proposed within the 

Ontological semantics approach. All the words that express a 

value of a gradable attribute are assigned a point or a range in 
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the interval between 0 and 1. For example, the meaning of hot 

is represented as the range [0.75–1] on the scale of 

temperature (Nirenburg, Raskin 2004: 206).We adopt this idea 

in principle, but realize it in a different way.  

We introduce a predicate RelativeToNorm with 4 arguments: 

 hasSubject: what is assessed 

 hasObject: which parameter of the Subject is 

assessed 

 hasValue: what value is assigned 

 normFor: the norm for what kind of entities is used as 

a reference (the fourth argument will be illustrated 

below in (25)) 

As in previous cases of assessment, the value slot can be filled 

both by a point and an interval in the range [0,1]. 

B.2.1 Punctual assessment 

(21)  false solution (limit point on the scale of Correctness) 

(21a) hasSubject(RelativeToNorm, Solution) 

hasObject(RelativeToNorm, 

Correctness) 

hasValue(RelativeToNorm, 0) 

(22)  brilliant answer (limit point on the scale of Quality) 

(22a) hasSubject(RelativeToNorm, Answer) 

hasObject(RelativeToNorm, Quality) 

hasValue(RelativeToNorm, 1) 

B.2.2 Interval assessment 

Interval assessment with exact boundaries does not seem to 

be possible. Fuzzy boundaries, on the contrary, are very wide 

spread. 

(23)  a tall boy 

(23a) hasSubject(RelativeToNorm, Boy) 

hasObject(RelativeToNorm, Height) 

hasValue(RelativeToNorm, 

FuzzyInterval) 

from(FuzzyInterval, 0.6) 

to(FuzzyInterval, 0.8) 

(24)  a very tall boy 

(24a) hasSubject(RelativeToNorm, Boy) 

hasObject(RelativeToNorm, Height) 

hasValue(RelativeToNorm, 

FuzzyInterval) 

from(FuzzyInterval, 0.8) 

to(FuzzyInterval, 0.9) 

As one can easily see from (23) – (24), the difference between 

a tall boy and a very tall boy is manifested in different 

intervals on the scale of Height: [0.6, 0.8] in the first case 

and [0.8, 0.9] in the second case. 

(25)  John is short for a basketball player 

(25a) hasSubject(RelativeToNorm, John) 

hasObject(RelativeToNorm, Height) 

hasValue(RelativeToNorm, 

FuzzyInterval-01) 

from(FuzzyInterval, 0.2) 

to(FuzzyInterval, 0.4) 

normFor(RelativeToNorm, 

BasketballPlayer) 

(26)  story of average length  

(26a) hasSubject(RelativeToNorm,Story) 

hasObject(RelativeToNorm,Length) 

hasValue(RelativeToNorm,FuzzyInterval

) 

from(FuzzyInterval, 0.4) 

to(FuzzyInterval, 0.6) 

(27)  negligibly few resources  

(27a) hasSubject(RelativeToNorm, Resource) 

hasObject(RelativeToNorm, Amount) 

hasValue(RelativeToNorm, 

FuzzyInterval) 

from(FuzzyInterval, 0.1) 

to(FuzzyInterval, 0.2) 

Now, it is not difficult to represent the difference between 

three related constructions: (28) John solved many problems, 

(29) John solved many of the problems, and (30) John solved 

most of the problems. Sentence (28) simply says that the 

number of the problems John solved is large. This is done by 

means of the RelativeToNorm predicate. It should be 

stressed that in this context the set of the problems John 

solved is interpreted as the set of all the problems that John 

solved. This meaning is rendered by a special attribute – 

isComplete. 

(28)  John solved many problems 

(28a) hasAgent(Solve, John) 

hasObject(Solve, Set) 

hasElement(Set, Problem) 

hasSubject(RelativeToNorm, Set) 

isComplete(Set) 

hasObject(RelativeToNorm, 

Cardinality) 
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hasValue(RelativeToNorm, 

FuzzyInterval) 

from(FuzzyInterval, 0.6) 

to(FuzzyInterval, 0.8) 

Sentence (29) evaluates the proportion between two sets: 

some set of problems and its subset that John solved. What 

many claims here is that the second set is a large part of the 

first one. It is difficult to define precisely what part of the 

whole qualifies as large. However, what is certain is that it 

cannot necessarily be more than a half. It is quite possible that 

many of the problems have been solved and at the same time 

many of the problems remained unsolved. Consequently, the 

beginning of the large-part interval should be less than 0.5. 

On the other hand, a large part of something can easily be 

more than a half. To express this, one needs to introduce these 

two sets of problems and evaluate their correlation by means 

of FormsPartOf: 

(29)  John solved many of the problems. 

(29a)  hasElement(Set-01, Problem) 

hasProperSubset(Set01, Set-02) 

hasAgent(Solve, John) 

hasObject(Solve, Set-02) 

isComplete(Set-02) 

hasSubject(FormsPartOf,Set-02) 

hasObject(FormsPartOf, Set-01) 

hasValue(FormsPartOf,FuzzyInterval) 

from(FuzzyInterval, 0.3) 

to(FuzzyInterval, 0.7) 

Sentence (30) is similar to (29) in that it compares the set of 

the problems that John solved and the overall set of problems. 

What it adds to (29) is the idea that the number of solved 

problems is larger than half of the whole number of problems. 

One of the ways to convey this meaning is to change the 

value of the FormsPartOf predicate .  

(30)  John solved most of the problems. 

(30a) hasElement(Set-01, Problem) 

hasProperSubset(Set01, Set-02) 

hasAgent(Solve, John) 

hasObject(Solve, Set-02) 

isComplete(Set-02) 

hasSubject(FormsPartOf, Set-02) 

hasObject(FormsPartOf, Set-01) 

hasValue(FormsPartOf, 

FuzzyInterval) 

from(FuzzyInterval, 0.55) 

to(FuzzyInterval, 0.9) 

4 Conclusions 

 We presented a semantic language intended for 

performing semantic analysis and representing the meaning 

of NL texts. Semantic analysis is knowledge-intensive and 

uses two major sources of knowledge: linguistic knowledge 

incorporated in the combinatorial dictionary and rules of the 

ETAP-3 Linguistic Processor, and world knowledge stored in 

the Ontology and Fact Store. At the moment of writing, the 

Ontology is under construction. In developing it, we take into 

account various existing ontologies, such as SUMO, 

Ontological Semantics Ontology, and PROTON, but in many 

cases take our own solutions. The semantic language in 

which semantic structures of sentences are formulated 

consists of RDF-type triples predicate(subject, 

object). In this paper, we show how this language 

represents information on quantity and degree assessment. 

5 Acknowledgements 

The work reported in this paper has been partly supported by 

grants RFBR № 11-06-00405 and RSFH № 10-04-00040а 

which is gratefully acknowledged. 

6 References 

[1] Boguslavsky, I., L. Iomdin, V. Sizov, S. 

Timoshenko. (2010). Interfacing the Lexicon and the 

Ontology in a Semantic Analyzer. In: COLING 2010. 

Proceedings of the 6th Workshop on Ontologies and Lexical 

Resources (Ontolex 2010), Beijing, August 2010, pages 67–

76.  

[2] Boguslavsky, I. (2011). Semantic Analysis based on 

linguistic and ontological resources. In: Proceedings of the 

5th International Conference on the Meaning - Text Theory. 

Barcelona, September 8 – 9, 2011. Igor Boguslavsky and Leo 

Wanner (Eds.), p. 25-36. 

[3] Nirenburg, S., Raskin, V. (2004). Ontological 

Semantics.The MIT Press.Cambridge, Massachusetts. 

London, England. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 761



Technological peculiarity of knowledge extraction for 
logical-analytical systems 

Igor P. Kuznetsov, Elena B. Kozerenko, Mikhail M. Charnine 
Institute for Informatics Problems of the Russian Academy of Sciences, Moscow, Russia 

 
 
Abstract The paper is dedicated to constructing of the 
new classes of expert and logical-analytical systems, 
based on the knowledge structures. For this the means of 
knowledge representation (the extended semantic 
networks - ESN) and the tools of their processing (the 
language of logical programming DEKL) have been 
designed. They have been used as basis for creating the 
new technologies, which provide the following functions: 
the automatic extraction of the knowledge from natural 
language texts, forming the Knowledge Base and the 
solution of the most complex problems of the logical-
analytical processing by transformation and comparison 
of the knowledge structures. On this basis many 
intellectual systems for different applications have been 
designed.  
  Keywords semantics, natural language, linguistic 
processor, knowledge extraction, named entities   

1 Introduction       
         The present significance of named entities 
extraction pertains to the growing amount of information 
available in unstructured form [1-20]. The existing 
Internet largely consists of unstructured documents. 
Knowledge contained within these documents can be 
made more accessible for machine processing by means 
of transformation into relational form. An intelligent 
processing is proposed to transform unstructured data 
into something that can be reasoned with [2,5,11,13]. A 
typical application of  entities extraction is to scan a set of 
documents written in a natural language and populate a 
database with the information extracted. More 
prospective approach consists of using Knowledge Base. 
It proposes the development of new technology including 
the extraction of knowledge structures and organization 
of their processing in Knowledge Base [3,4,6].       
The distinctive features of our technology are as follows:  
      1. Extraction from the texts of knowledge structures 
(not only separate named entities) that represent the links 
of named entities and their participation in actions and 
events.  
      2. For the knowledge extraction the unique semantic-
oriented language processors (LP) are designed. 
Processor LP provides the deep analysis of NL-texts and 
revealing set of objects together with their structures.  
      3. Processor LP is controlled by the linguistic 
knowledge, which are declarative structures (on extended 
semantic networks - ESN) and which provide the quick 
tuning of LP to subject area and language - Russian and 
English.  
      4. Linguistic knowledge consists of the rules, which 
provide the high degree of selectivity in the entities 
extraction and elimination of collisions during their 

application. Rules provide the minimization of noise and 
losses, that is the high degree of completeness and 
accuracy.  
      5. The knowledge structures and means of their 
processing (intellectual language DEKL) were designed 
as the united tools, oriented at the tasks of linguistic 
analysis, semantic search, logical-analytical processing 
and the expert solutions. Using this tools considerably 
facilitates the development of applied intellectual 
systems.  
 Technology of knowledge structure extraction and 
processing have been used for construction of new 
classes of analytical systems [3,7,12]: “Criminal”, 
“Analytic”, “AntiTerror”, “Resume” etc. 
[http://IpiranLogos.com/en/Systems/].      

2 Knowledge Structures 

2.1 Named Entities  
In our technologies Named Entities (NE) are extracted 
from the documents on Natural Language (NL) and 
presented in the Knowledge Base (KB) as the fragments 
of the extended semantic network (ESN). The arguments 
of fragments are the collections of normalized words, 
numbers and signs, which reflect essence NE and indicate 
to its type. For example, the fragment  
FIO(IVANOV,IVAN,IVANOVICH,1957/1+)  
represents the person Ivanov Ivan Ivanovich 1957 year of 
birth. The entity type is indicated by the constant FIO. 
Every fragment has a unique code (sign “1+”), which 
corresponds to all information of the fragment and which 
may be on the argument places of other fragments (sign 
1-). It is the main difference of the concept “fragment” 
from the classical concept “predicate”. The network ESN 
consists of the set of fragments. Their order is arbitrary.  
      In our systems more than 40 types of NE are 
extracted from NL-texts. Their quantity depends on the 
subject area and the tasks of users. Let us note that in KB 
some NE can be constitutional components of others. 
Connections between NE may be complicated [1,6,14 ].  

2.2 Type of entities and links for 
extraction 
The set of the entities to be extracted depends on the tasks 
of a user. At the same time the quality of a linguistic 
processor is determined by the possibilities for 
knowledge extraction. The linguistic processors 
“Criminal”, “Analytic” and ‘’Semantix” support more 
than 40 types of semantic entities which can be extracted 
automatically. Some examples of basic entities types and 
connections extracted by the these processors are given 
below: 
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 • persons (by family name, given name and patronymic - 
FNP) with their role features (criminal, victim);  
• the verbal description of the persons, their distinctive 
signs;  
• address, posting information attributes;  
• date(s) mentioned;  
• weapon with its special features;  
• telephone numbers, faxes, e-mails with their subsequent 
standardization;  
• the means of transport with the indication of the vehicle 
type, its state number, color and other attributes;  
• passport data and other documents with their attributes;  
• explosives and narcotic substances;  
• organizations, positions;  
• quantitative characteristics (how many persons or other 
objects participated in an event);  
• the numbers of accounts, sums of money with the 
indication of the currency type;  
• terrorist groups and organizations;  
• participants of terrorist groups with the indication of 
their roles (leader, head of, etc.);  
• the armed forces, assigned for antiterrorist combat 
(Military Force);  
• event (criminal, terrorist, biographical, and so on) with 
the indication of the information objects participation in 
them;  
• time and the place of events.  
      Standard entities (names, dates, addresses, types of 
weapons and others) are reduced to one standard form. 
The identification of entities is performed taking into 
account brief designations (for example, separate 
surnames, patronymics, Initials), anaphoric references 
(indicative and personal pronouns, for example, this 

person, it...) definitions and explanations (for example, 
the mayor of Moscow Sabyanin is identified with the 
subsequent words mayor, Sabyanin). An important task is 
the identification of entities in the entire text, the use for 
these purposes of indicative pronouns, brief names, 
anaphoric references.  

 2.3 Connections between the entities 
and participation in actions  
Connections and relations between NE, extracted from 
the NL-texts, can be very diverse. They depend on entity 
types. For example, one person can be connected with 
another by relative and friendly relations, and also by the 
place of living, area of interests and so on. Actions 
frequently are connected with the time and the place. 
There can be reason-consequence and other connections 
between actions. In such a way the complex structures are 
created. For their formalization special tools of 
knowledge representation have been designed.  
Actions usually are expressed in NL-texts by the tensed 
verb forms, nonfinite verb forms, e.g. verbal nouns, 
participial and adverbial constructions, gerunds. The 
actions are also NE, components of which can be another 
NE. For example, there can be those, who participate in 
action, or entities, on which the action is directed. 
Moreover, some actions may be components of others. 
For many applications the actions are also the significant 
information which requires formalization. Because the 
system is oriented at the deep analysis of  text 
constructions, it extracts all actions and events with NE.  
 Example of action extracting by the System “Semantix” 
is shown on fig.1 [http://IpiranLogos/en/Semantix/]. 

 

 
Fig.1 Example of extracted actions with entities 
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2.4 Meaningful portrait of a document  
It is the formal representation of entities (NE), their 
properties and the connections, extracted from the text of 
the document. Such portraits are the structures of 
knowledge. As means of formalization in our 
technologies we use the extended semantic networks 
(ESN). Formalization is achieved automatically by the 
semantics-oriented linguistic processor, which analyzes 
the texts of NL-documents and transforms them into 
knowledge structures [3,10].  

A set of  meaningful portraits (together with index 
files) comprise the Knowledge Base (KB) where various 
types are provided of semantic search and logical-
analytical functions by comparison and transformation of 

knowledge structures. We design the technology which 
provides the processing in the KB distributed within the 
net of computers.   

The Example of text (with number 22 from file e1-
02-98.TXT) : 

12:16 27.12.2002 In the Chechen Republic one of 
leaders of bands the Arabian mercenary Abu-Tarik is 
destroyed. As have informed the Ministry of Foreign 
Affairs of the Chechen Republic, Chechen special militia 
destroy the insurgent in settlement Starye Atagi of 
Groznensky region. In one of the houses there were found 
the hiding place with three sub-machine guns.  

On some data, Abu-Tarik was involved in murder of 
Salikhov's family in Starye Atagi in this year. 

 
Meaningful portrait of the text: 

 
DOC_( 22, “1-02-98.TXT”,“SUMMARY; ” /0+)  0-(ENG) 
DATE_(DEC.,~27,12,HOUR,16,MINUTE/1+) 
CRIM_GROUP(1,LEADER,OF,BAND,ARABIAN,MERCENARY/2+) 
FIO("ABU - TARIK"," "," "," "/3+) 
DESTROY(2-,3-/4+)  4-(22,ACT_) 
PLACE_(CHECHEN,REPUBLIC/5+) 
WHERE(4-,5-) 
ORGANIZATION_(MINISTRY,OF,FOREIGN,AFFAIRS,OF,CHECHEN, 
REPUBLIC/6+) 
INFORM(6-/7+)  7-(22,ACT_) 
FORCE_(SPECIAL,MILITIA/8+) 
DESTROY(CHECHEN,8-,INSURGENT/9+)  9-(22,ACT_) 
PLACE_(SETTLEMENT,STARYE,ATAGI,OF,GROZNENSKY,REGION/10+) 
WHERE(9-,10-) 
WEAPON_("SUB ",MACHINE,GUN/11+) 
FIND(1,HOUSE,HIDE,PLACE,3,11-/12+)  12-(22,ACT_) 
PLACE_(STARYE,ATAGI/13+) 
INVOLVE(3-,MURDER,SALIKHOV,FAMILY,13-,YEAR/14+)  14-(22,ACT_) 
 
SENTENCE_(22,1-/15+)  15-(1,1,19) 
SENTENCE_(22,4-/16+)  16-(1,20,114) 
SENTENCE_(22,7-,9-/17+)  17-(2,115,288) 
SENTENCE_(22,12-/18+)  18-(5,289,376) 
SENTENCE_(22,ON,SOME,DATA,14-/19+)  19-(6,377,476) 

 
A meaningful portrait consists of the elementary 

fragments, arguments of which are words in the normal 
form (it is necessary for the search and processing). Each 
elementary fragment has its unique code, which is written 
in the form of the number with the sign + and is separated 
by a slash line. For example, in the fragment FIO("ABU - 
TARIK"," "," "," "/3+) the sign “3+” is its code (but “3-” 
is the reference to it). Fragments DOK_(22, “1-02-
98.TXT”, “SUMMARY; ” /0+) 0-(ENG) indicate that the 
meaningful portrait is built on the basis of the English-
language text of document with number 22 of the file of 
1-02-98.TXT”, which was processed as the summary of 
the incidents (linguistic knowledge depends on this). The 
following fragments present date DATE_(…/1+), 

criminal group CRIM_GROUP(…/2+), person’s surname 
(name and patronymic) FIO(… /3+) and so forth. The 
signs “0+”,”0-” and “1+”, “1-” and  “2+”, “2-” and “3+”, 
“3-”, … are the codes of the fragments, with the aid of 
which their connections and relations are assigned. 
Actions are represented in the form of fragments of the 
type  DESTROY(2-,3-/4+)  4-(22,ACT_), where it is 
represented as “criminal group (CRIM_GROUP with 
code “2+”) and person (FIO with code “3+”), are 
destroyed”. With the aid of it is the fragment 4-(22, 
ACT_) indicates that the first fragment is 
DESTROY(…./4+) presents the action and relates to the 
document with the number 22. Fragments 
PLACE_(CHECHEN,REPUBLIC/5+) WHERE(4-,5-) 
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indicate the place of this action (WHERE). Fragments 
ORGANIZATION_(…/6+)  INFORM(6-/7+)  7-
(22,ACT_) represent that “organization … was 
informed”. 

The fragments PREDL_(...), which correspond to 
the sentences play the special role. They are filled up with 
the words, which did not enter into the named entities (in 
this example they are absent), or with the codes of entities 
themselves. To these fragments the indicators of their 
position in the text are added. For example, the fragment 
SENTENCE_(22,7-,9-/17+)  17-(2,115,288) represents 
the fact that the objects with codes “7-” (corresponding to 
the action “inform”), “9-” (corresponding the action 
“destroy” are located in the sentence, which begins from 
the 2nd line of the text of the document and they occupy 
the place from the 115-th to the 228-th byte. These means 
of positioning are necessary for the work of the reverse 
linguistic processor.    

A set of meaningful portraits of documents are 
organized in the Knowledge Base. Logical reference  is 
provided with the aid of the rules IF… THEN 
(productions) of the language DECL, which are the basis 
for decision of logical-analytical tasks.  
 

3 Semantic-oriented linguistic 
processor 

Semantics-oriented linguistic processor comprises 
the following components.  

       3.1 The component of  lexical and 
morphological analysis (LMA) 

It extracts words and sentences from the text, 
performs lemmatization of words (normal form 
establishment) and constructs the semantic network 
presenting the space structure of text (SpST), which 
reflects the sequence of words, their basic features, 
beginnings of sentences and the presence of space 
character lines. The component LMA uses a two-level 
general ontology and a special collection of subject 
dictionaries (the dictionary of countries, regions of 
Russia, names, forms of weapons, and other items 
specific for the supported domains). The component 
performs semantic grouping of the words and assigns 
them additional semantic attributes [9].  

 3.2 The component of syntactic-
semantic analysis (SSA) 

It converts one semantic network (SN) into another 
which represents the semantic structure of text (SemST) 
the, i.e., the relevant semantic entities and their 
connections [6,12]. The SemST is called the meaningful 
portrait of document. It comprises knowledge structures 
of the knowledge base which serves the basis for 
implementing different forms of semantic search : the 
search by features and connections, the search for the 
entities connected at different levels, the search for 

similar persons and incidents, the search by distinctive 
characteristics (with the use of ontology).  

     The component SSA is controlled by the 
linguistic knowledge (LK), which determines the process 
of text analysis. LK includes the special contextual rules 
which ensure the high degree of selectivity with the 
extraction of entities and connections 
[http://www.ipiranlogos.com/english/topics/topic3-
e.htm]. 

The functions of this component are the following:  
- Extraction of entities from the flow of NL documents: 
persons, organizations, actions, their place and time, and 
many other relevant types of entities.  
- The establishment of connections between entities. For 
example, persons are connected with organizations 
(PLACE_OF_WORK), by addresses (LIVES, 
REGISTERED). Or figurants of criminal events are 
connected with such entities as the type of weapon, drugs 
(TO HAVE).  

- The analysis of finite and nonfinite verbal forms 
with the identification of the participation of entities in 
the appropriate actions. For example, one figurant gave 
the drugs to another figurant, and this is the fact linking 
them.  

- The establishment of the connections of actions 
with the place and time (where and when some action or 
event occurred).  

- The analysis of the reason-consequence and 
temporary connections between actions and events.  

3.3 Expert system component (ES)  
On the basis of semantic networks the new 

knowledge pieces are constructed in the form of 
additional fragments (ESN). For example, the component 
ES extracts the field of a person’s activity (in accordance 
with the assigned classifier) from the text of resume for 
each autobiography. The person’s experience in his field 
is evaluated. The correlation of a criminal incident to the 
specific type is accomplished with the analysis of the 
criminal actions of ES: the following facts are revealed - 
the nature of crime, the method of its accomplishment, 
the instrument of crime, and so forth (in accordance with 
the classifiers of the criminal police).  

3.4 Reverse linguistic processor which 
converts the meaningful portrait of document (semantic 
network) into the texts on NL.  

 3.5 Base of linguistic and expert 
knowledge (KB) 

 It contains the rules of the text analysis and expert 
solutions in the internal representation. They determine 
the work of the linguistic processor. Our logical-
analytical systems have several such bases, which are 
activated depending on subject areas and user tasks. 

Fig.2 presents the example of extracted named 
entities (without links). The actions are the kind of 
entities (significant objects). 
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Fig.2. Example of extracted named entities 

   

4 Logical analytical tasks 

4.1 Semantic search  
Semantic search is based on comparison the 

meaningful portrait of question and information in 
Knowledge Base (KB). Our technologies realize various 
types of semantic search 
[http://ipiranlogos.com/en/Technologies/]:  
- Search for similar entities: persons, addresses, etc.,  
- Search for links (e.g. search for anonymous persons 
based on their word portrait),  
- Search for the entities from different documents based 
on the indirect links.  
- Answer to free questions in natural  language.  

 

4.2 Tasks of criminal police  
  

System "Сriminal" is based on the documents, 
which enter from different sources: the summary of 
incidents, explanatory and official notes, the notebooks of 
figurants (criminal persons), accusatory conclusions and 
other. By analysis of the documents the Knowledge Base 
(KB) automatically is formed 
[http://ipiranlogos.com/en/Criminal/]. Structures in KB 
are the basis to achieve (by methods of structural 
processing) the solution of the logical-analytical 
problems:  
- the search for similar incidents and figurants according 
to the information in KB;  

- the search for figurants by verbal portrait;  
- retrieval for information on question in NL (Russian);  
- the explanation of the search results;  
- analysis and mapping the connections between the 
figurants;  
- the estimation of the degree of the participation of 
figurants in the incident;  
- the ordering figurants according to the degree of their 
criminal activity;  
- the discovery of the organized criminal groups;  
- statistical processing of information to estimate the 
dynamics of the criminal processes in time.  

 

4.3 Tasks of recruit agency  
 

Many services, which deal with the flows of text 
information, must decide the problem of their 
formalization: the need for representation in those forms, 
which are accepted in these services and within the 
framework which this information is used 
[http://ipiranlogos.com/en/Resume/]. For example, the 
important task of many recruit agencies is connected with 
automatic processing of autobiographical data, claim for 
the work of the persons (resumes, written in the arbitrary 
form - on NL) with the extraction of all necessary data of 
these persons and the forming of the computer 
depositories (sites, KB, tables), which provide the 
necessary search. The entities extracting and automatic 
transformation is shown on Fig. 3. 
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Fig.3. Transformation text of resume to fixed table 

4.4 Expert systems  
Expert systems on the basis of the analysis of meaningful 
portraits of document refer this document to the specific 
category (item of the classifier). In our systems two types 
of shells for the expert systems have been realized. The 
first is based on the weight coefficients of the words 
which correspond to the specific category. The second 
one is based on the presence of words in the named 
entities.  Fig. 3 shows some examples.  The “Professional 
area” (Secretariat – 62.2) was formed by the first type of 
expert system, “Region” (Moscow) was formed by 
second type.    

4.5 Determination of the role functions 
of the entities  
The technology of the determination of the new entities 
properties assigned implicitly is developed [16].  The 

procedure of this determination based on the analysis of 
the knowledge structures is proposed. The task of the 
determination of the role functions of entities (persons, 
organizations and others) on the base of their descriptions 
is examined as the field of application. This task in 
general form includes all possible “estimations”, 
“descriptions”. For example, the estimation of the 
stability of an enterprise (according to the information 
from the Internet), descriptions of political figures 
(positive or negative depending on the statements about 
them in the press), the estimation of the quality of article 
(on the statements of users), etc. Frequently it is not said  
directly: this is bad, but this is good. As a rule, in the 
texts (NL) the events and situations are described in 
which one or another information object participated. On 
their basis the estimation is done which is often 
represented in the form of the new property of entities 
(NE). The example of determination and argumentation 
of role function of persons is shown on Fig. 4.  

 
Fig.4. Argumentation of role function of persons 

5 Conclusion 
The proposed technologies were used for 

construction of several intellectual analytical systems: 
“Criminal”, “Analytic”, “AntiTerror”, “Monument” and 
others.  The distinctive features of these systems are as 
follows: automatic extraction of knowledge structures 
from texts (Russian, English) and forming the Knowledge 

Base which is used for realization of logical-analytical 
functions [13]. The ESN apparatus provides powerful 
representational possibilities for describing all levels of 
natural language, including the level of deep semantic 
structures, and cross-lingual correspondences. 
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The implemented linguistic processors were created on 
the basis of this approach which made it possible to 
manufacture design solutions for the basic problems of  
extracting meaningful knowledge from the texts in 
natural languages (Russian and English). 
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Abstract – This paper discusses the formal 
representation and lexical acquisition strategies of 
antonyms. The methodologies and toolbox of 
Ontological Semantic Technology (OST) are 
introduced as a framework. A brief outline of the 
technology and antonym taxonomies is followed by a 
discussion of how common and recalcitrant cases of 
antonyms can be represented and acquired, along 
with illustrations through pertinent examples.  
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1 Introduction 
The relation of antonymy is a commonly used 
approach to express a key meaning relation between 
certain word pairs and word sets—or fields—in 
particular in structural semantics. The purpose here 
has been to enable a description of meaning without 
having to actually analyze that meaning, that is, relate 
senses to each other systemically and label that 
relationship rather than having to give senses 
meaningful descriptions in and of themselves. 

Providing meaningful descriptions requires an 
exhaustive and interrelated system, like the ontology 
underlying the present approach. This ontology is not 
just a taxonomy and cannot afford to be selective in 
where it draws lines of distinction, but has to do it 
across the senses of the lexicon of a language. In 
other words, the types of antonymy must be 
systematically related to each other as part of the 
ontology. The present approach integrates the 
advantages and insights of the selective contrastive 
approach afforded by existing research on antonyms 
and combines it with the exhaustive, descriptive, 
systematic apparatus of interrelated concepts for 
meaning representation of ontological semantic 
technology (OST). 

 

1.1  The semantics of antonyms 
While extensive research exists on the semantics and 
classification of antonyms, the computational aspects 
of representing and acquiring antonymy received little 
attention in the literature on computational linguistics. 
This section will present a brief outline of the 
semantics of antonyms and their taxonomy. 

In general, the concept of antonymy is based on 
dichotomization. [Murphy 2003, 183] points to 
binarity as the fundamental conceptualization 
mechanism underlying antonymy, discussing the 
tendency to construe of taxonomically similar entities 
in sets of two, so that triplets like solid/liquid/gas 
would further bifurcate into solid/liquid, liquid/gas, 
and gas/solid. Section 2.5 will discuss how the 
binarity principle of antonymy formation could 
inform antonymy acquisition within OST. 

Not least since Sapir (1944), a major division of 
antonyms into non-gradable and gradable has been 
made [cf. Riemer 2010, Murphy 2003, Lyons 1977], 
which can be exemplified on the antonym pairs dead-
alive (non-gradable) and light-dark (gradable; e.g., X 
is lighter/darker than Y). Further subdivisions, often 
orthogonal, have been proposed based on linguistic-
semantic as well as logical properties. These will be 
discussed in more detail in relation to their acquisition 
and detection in section 2. Overall, the group of non-
gradable antonyms is an eclectic set exhibiting 
significant variation at both syntactic and semantic 
levels, including culture- and context-based variation, 
which presents significant challenges even for a semi- 
automatic acquisition system. 

Several publications exist that attempt to account 
for the human acquisition of antonyms by capitalizing 
on the tendency of antonyms to co-occur in 
structurally similar sentences with higher than random 
consistency. [Justeson and Katz 1991] build on the 
hypothesis introduced in [Charles and Miller 1989] 
that adjectival antonym pairing is largely informed by 
statistical co-occurrence within same sentences. Based 
on the list of 55 antonym pairs frequency-tested on the 
Brown corpus, [Justeson and Katz 1991] established 
that an adjectival antonym pair on average co-occurs 
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once in every 15 sentence in syntactically recurring 
constructions, which, it is concluded, provides 
substantial training for antonymous associations. 
[Fellbaum 1995] and [Jones 2002] have explored 
syntactic contexts for co-occurring antonym pairs, and 
[Jones 2006] extended the approach to spoken 
English. The statistical line of research presented 
above turns out to be of interest to OST in that it 
supplies a verifiable list of commonly occurring 
antonym pairs, which can guide the selection of 
proper surface word forms during semi-automatic 
antonym acquisition.  

1.2  Ontological Semantic Technology 
Ontological Semantic Technology has received 
extensive coverage [Nirenburg and  Raskin 2004, 
etc.] and substantial research and development has 
been carried out in a number of academic and 
commercial projects.  

The lexicon entry template below illustrates the 
structure of lexical entries in the OST lexicon, 
specific to every language handled and separate from 
the core resource, the ontology (for a detailed review 
see Nirenburg and  Raskin 2004, Petrenko 2010, for a 
sketch of the system architecture see Fig. 1): 

(head-entry 
 (sense-1, 2, 3… 
  (cat(n/v/adj/pro/prep)) 
  (synonyms "") 
  (anno 
   (def "") 
   (comments "acquisition time stamp or other  
    notes") 
   (ex "") 
  ) 

  (syn-struc( 
   (root($var0))(cat(n/v/adj/pro/prep)) 
   (subject/object((root($var#))(cat(np/vp/s)))) 
  ) 
  (sem-struc 
   (root-concept 
    (property(value(^$var# 
    (restricted-to(default/sem(concept))))))) 
  ) 
 ) 
) 

The entry begins with a part-of-speech 
classification, a listing of synonyms (if any), and an 
annotation zone for human consumption. This 
annotation includes a definition, an example 
sentence, and comments (if any) for lexicon acquirers 
and maintainers to quickly grasp which sense of the 
word is intended to be represented, as well as any 
syntactic peculiarities or open issues to be handled 
later. 

This is followed by a syntactic description of the 
behavior of this sense in relation to other elements 
that will be found in its syntactic environment when 
the sense is used (syn-struc). 

The main information that the sense entry 
contributes to the OST system for text processing is 
in the semantic description (sem-struc). In most 
cases, a concept from the ontology will form the root 
of the semantic description, usually further refined by 
specifying additional constraints about certain 
properties of the root concept. In addition, mappings 
via the syn-struc to senses of other words found in 
the sentence can be made. For example, commonly 

Figure 1: OST Architecture 
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the syntactic subject of a sentence is mapped to the 
semantic role of agent.  

The ontology on which the sem-strucs are based 
is a lattice of concepts that are interrelated as mutual 
property fillers. At the top level it distinguishes 
objects, events, and properties; objects and events are 
further distinguished into physical, mental, and social 
subtypes; properties are distinguished into attributes 
and relations; etc (see Fig. 2). In previous 
applications, the ontologies contained 5-7,000 
concepts with 15-20,000 unique properties, which, by 
inheritance, are multiplied into 69-90,000 “facts” 
across the ontology. 

 

Simplifying the exact process for the sake of 
brevity, in processing language the analyzer module 
will build representations of the text clause by clause 
from the building blocks found in the sem-struc. The 
information in the sem-strucs of every possible sense 
of a word is checked for compatibility with those of 
all senses of all other words in the clause by 
constraint matching, which also happens with the 
help of the information in the syn-struc. Finally, the 
combination of senses of all words in the clause that 
has the best matching of all constraints is chosen as 
the text-meaning representation of that clause to be 
stored in the InfoStore resource (see Fig. 1). 

As has hopefully become clear even from this 
rather cursory overview, the acquisition and 
maintenance of resources is the crucial effort in OST. 
Therefore it is guided by a set of tools that facilitate 
this effort by the use of templates, propagation of 
similar senses, formal consistency, and semantic 
consistency, mainly against the constraints of the 
ontology. For detailed accounts of methodological, 
practical, and computational aspects of lexicon 
acquisition see [Taylor et al. 2010, Petrenko 2010, 
Raskin and Nirenburg 1995, and Raskin et al. 2010]. 

 
 
 

2 Antonyms in Ontological 
Semantic Technology 

This section outlines representation formalisms and 
acquisition strategies for various types of antonyms. 

2.1  Non-gradable antonyms 
Lexical items with non-scalar semantics do not have 
a unified representation, and there are engineering 
considerations against having one in the static 
resources. For a scalable knowledge-based and 
domain-independent natural language processing 
system, explicit preference of otherwise unmarked 

Figure 2: Top Level of the Ontology 
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ontological concepts and properties representing a 
non-gradable pair like alive-dead (e.g. LIVE vs. 
LIVE(EPISTEMIC(0))), if implemented consistently, 
would lead to an unnecessary bias in extracting 
conceptual relations from input. While it would 
therefore be undesirable to accommodate the core 
antonym detection functionality in the static 
resources, and this functionality being one of the 
procedural, algorithmic components of an OST 
application, the ontology with its large descriptive 
thesaurus provides a comprehensive way to capture 
non-gradable antonym pairs.  

Among the most common formats representing 
non-gradable antonym pairs are contrastive concept 
pairs, property fillers, and mutually exclusive facet 
values. An example below illustrates how a “male-
female” pair can be captured via two contrastive 
literal fillers or values of the GENDER property. 

 
(male-adj1 
 (cat(adj)) 
 (anno(def "of male gender") 
  (ex "a male suspect was arrested")) 
 (syn-struc((root($var0)) 
  (cat(adj))(np((root($var1))(cat(np)))))) 
 (syn-struc1 
  ((subject((root($var1))(cat(np)))) 
  (root(be))(cat(v)) 
  (directobject((root($var0))(cat(adj)))))) 
 (sem-struc(^$var1(gender(sem(male)))))) 
 
(female-adj1 
 (cat(adj)) 
 (anno(def "of female gender") 
  (ex "a female suspect was arrested")) 
 ... 
 (sem-struc(^$var1(gender(sem(female)))))) 
 

The representation above captures the contrastive 
gender properties as mutually exclusive values of the 
non-scalar attribute GENDER. An alternative 
representation could conceptualize the contrast as 
that between two full fledged concepts, as per below: 
 
(male-adj1 
 (cat(adj)) 
 (anno(def "of male gender") 
  (ex "a male suspect was arrested")) 
 ... 
 (sem-struc(male)) 
 
(female-adj1 
 (cat(adj)) 
 (anno(def "of female gender") 
  (ex "a female suspect was arrested")) 
 ... 

 (sem-struc(female)) 
 

There are procedural implications of attribute 
value-based representations and concept-based 
representations. The former seems more intuitive but 
makes the semantic structure less accessible to a 
processor as attribute values are seldom used by 
semantic processing modules.  
 
2.2  Gradable antonyms 
An efficient way of representing lexical items with 
scalar semantics has been introduced in [Raskin and 
Nirenburg 1995], where the acquisition of scalar 
adjectives like good, hot, etc. is acquired by rapid 
propagation of pertinent values on a single scale 
(EVALUATION, TEMPERATURE, etc.). Given the 
scalar nature of gradable antonym pairs a similar 
approach could be adopted, which involves anchoring 
both members of an antonym pair in a single scalar 
attribute and assigning contrastive values: 

 
(large-adj1 
 (cat(adj)) 
 (anno(def "largely sized") 
  (ex "he carried a large bag")) 
 (syn-struc((root($var0)) 
  (cat(adj))(np((root($var1))(cat(np)))))) 
 (syn-struc1((subject((root($var1))(cat(np)))) 
  (root(be))(cat(v))(directobject((root($var0)) 
  (cat(adj)))))) 
 (sem-struc(^$var1(size(greater-than(0.8)))))) 
 
(small-adj1 
 (cat(adj)) 
 (anno(def "small sized") 
  (ex "he carried a large bag")) 
 (syn-struc((root($var0)) 
  (cat(adj))(np((root($var1))(cat(np)))))) 
 (syn-struc1((subject((root($var1))(cat(np)))) 
  (root(be))(cat(v))(directobject((root($var0)) 
  (cat(adj)))))) 
 (sem-struc(^$var1(size(less-than(0.3)))))) 
 

[Riemer 2010] and [Murphy 2003] point out the 
semantic non-comittedness of certain pairs of 
gradable antonyms. In particular, [Riemer 2010] 
observes that in the good-bad pair, good merely 
posits an evaluation scale and is not committed to a 
specific value, which is evidenced by the 
acceptability of the example, “How good was that 
film? – Really bad.” The contrastive member bad, on 
the other hand, is committed, which is in turn 
illustrated by the oddness of the example, “*How bad 
was the film? – The film is worse than the TV series, 
but they are both really good” [Riemer 2010: 138]. 
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A reasonable adjustment to the representation 
formalism which would be sensitive to semantic non-
comittedness of some gradable antonyms could 
involve postulating an open-ended variable whose 
value would be calculated contextually. More 
specifically, a TMR for “How good was the film” 
could override the default value of >.5 from the 
lexical entry and posit an open ended variable 
instead: 

 
TMR: How good was the film? 
 exist 
 theme sem video-file 
     evaluative value  $var99 
 

The value of the high-numbered variable 
isassigned based on the output of higher-level 
processing modules capable of aggregating 
contextual data from ambient input segments across 
sentences or even acress texts in a corpus. In the 
example above, the ellipsis processing module would 
establish the co-reference of the EVALUATIVE 
modality filler in “Really bad.”, and since bad is 
uncommitted, its value would override the default 
value in the previous TMR. 

  
2.3  Autoantonyms	  
Autoantonymous lexical items have received 
extensive coverage in [Murphy 2003] and [Riemer 
2003]. Unlike uncommitted antonym pairs, which 
posited both representational and processing 
challenges, autoantonyms are essentially multi-sense 
entries representation-wise, and the challenge mainly 
lies in selecting an appropriate sense at the TMR 
building stage. Consider, for example, 'sanction-v1' 
and sanction-v2: 

 
(sanction-v1 

 (cat(v)) 
 (anno(def "to allow")(comments "") 
  (ex "the court sanctioned investigation into  

  bribe allegations in the corporation") 
 ... 
 (sem-struc(allow 
  ( 
  agent(value(^$var1(restricted-to(human))))) 
  (theme(value(^$var2(restricted-to 
   (sem(social-event culture-event))))))))) 
 
(sanction-v2 

 (cat(v)) 
 (anno(def "to penalize, impose sanctions  

  on")(comments "")(ex "the union  
  sanctioned the rogue state for stifling  
  political opposition")(synonyms "") 
 ... 

 (sem-struc(allow(epistemic(0)) 
  (agent(value(^$var1(restricted-to(human))))) 
 (patient(value(^$var2(restricted-to(sem(human 
  organization))))))))) 
 

A seeming similarity of the two autoantonymous 
senses is considerably reduced by the different case 
roles on their restrictions: if the theme of ALLOW is 
restricted to EVENTS, ALLOW(EPISTEMIC(0)) 
only requires an animate PATIENT filler. 
 
2.4  Conversives and reversives 
The OST framework offers an explicit formalism for 
representing both conversive and reversive lexical 
items. For a conversive pair, the order of the same 
ontological properties is reversed with fillers 
remaining in situ. For a reversive pair, sibling 
properties are invoked to capture the opposition. To 
illustrate, the canonical conversive pair buy-sell 
would receive the following representation: 
 
(buy-v1 

 (cat(v)) 
 (anno(def "to purchase")(comments "") 
  (ex "he bought a cell phone from a friend") 

 ... 
 (sem-struc(buy 
  (agent(value(^$var1(restricted-to(human))))) 
  (theme(value(^$var2(restricted-to 
  (sem(artifact food information))))))) 
   (source(value(^$var3 
    (restricted-to(sem(human)))))))) 
 
(sell-v1 

 (cat(v)) 
 (anno(def "to exchange for money") 
  (comments "") 
  (ex "he sold his cell phone to a friend") 

 ... 
 (sem-struc(buy 
  (source(value(^$var1 
   (restricted-to(human))))) 
  (theme(value(^$var2(restricted-to 
   (sem(artifact food information))))))) 
  (agent(value(^$var3 
   (restricted-to(sem(human)))))))) 
 

A reversive pair “enter-leave” would receive the 
following representation: 
 
(enter-v1 

 (cat(v)) 
 (anno(def "to move into a structure")(comments  

  "")(ex "he entered the room") (synonyms "") 
 ... 
 (sem-struc(move 
  (agent(value(^$var1(restricted-to(human))))) 
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 (end-location(value(^$var2 
  (restricted-to(sem(artifact/building/ 
   landscape-object))))))))) 
 
(leave-v1 
 (cat(v)) 
 (anno(def "to exit a structure")(comments "") 
  (ex "he left the room") (synonyms "") 
 ... 
 (sem-struc(move 
  (agent(value(^$var1(restricted-to(human))))) 
  (start-location(value(^$var2 
   (restricted-to(sem(artifact/building/ 
    landscape-object))))))))) 
 

The sibling case roles END-LOCATION and 
START-LOCATION are invoked to capture the 
reversion.  

Given the multitude of ontological levels and 
sibling concepts, automating the acquisition of 
conversives and reversives is problematic. Section 
2.5 will discuss additional issues and considerations 
regarding antonym acquisition. 

 
2.5  Acquisition of antonyms in 

Ontological Semantic Technology 
This section will discuss a preliminary strategy for 
automating the acquisition of a limited set of 
gradable and all gradable antonyms in OST. The 
strategy will allow for semi-automatic acquisition of 
antonyms from manually acquired senses.  

A number of intrinsic parameters of many non-
gradable antonyms make their automatic acquisition 
problematic and, in some cases, unjustified. As 
pointed in [Murphy 2003], the semantic motivation 
for relating many non-gradable antonyms is arbitrary, 
as well as culture- and context-sensitive. [Murphy 
2003: 173] discusses the cross-cultural and 
contextual variation of antonyms of taste for the word 
sweet with sweet-pungent being preferred in 
Japanese, sweet-sour in English in neutral contexts, 
and sweet-salty (when describing snack food), sweet-
bitter (chocolate), sweet-dry (wine), etc. While the 
OST knowledge resources provide for recognition 
and semantic representation of such context-sensitive 
antonyms, their acquisition would lead to unjustified 
idiosyncrasies and thus bias the text processor at the 
TMR building and reasoning levels. An additional 
consideration exists against automatic representation 
of those non-gradable antonyms whose semantic 
structure contains head concepts with multiple 
siblings. This leaves the machine with the uncertainty 
as to which sibling filler would constitute antonymy; 
in these cases the machine would over-generate, and 
there would be no scalable way to eliminate false 
positives. To illustrate, multiple sibling fillers of the 

attribute HAS-COLOR exist, many of which are 
culturally contrastive (e.g. black-white), while others 
are context-sensitive (e.g. black-red when describing 
a roulette wheel), and there are no a priori intrinsic 
linguistic clues for the machine to use to capture 
those pairs.  

Among non-gradable antonyms, only cases like 
male-female, whose semantics involves selection 
from a set of two property fillers, lend themselves to 
acquisition and can be incorporated into the general 
semi-automatic acquisition strategy described below.  

The antonym-acquisition strategy takes 
advantage of the representational potential of OST’s 
knowledge resources, morphological regularities in 
antonym formation, the available lists of high-
frequency antonym pairs and, available tagged 
corpora.  

The general steps of the strategy are outlined 
below: 

 
1) Base antonym type detection: Based on its 
semantic structure, the type of the base antonym is 
determined automatically. Senses whose semantic 
structure posits a concept in the set of two siblings, or 
a property with a set of two sibling fillers are non-
gradable senses whose semantic structure contains a 
scalar attribute. are gradable, other cases are 
eliminated. 

 
2) Semantic derivation: Depending on the base 
antonym type, a respective rule is applied to derive 
an appropriate semantic structure.  

The following semantic derivation rules can be 
formulated for each base antonym type: 

For non-gradable antonyms: 
(1) (sem-struc(concept))  (sem-struc(sibling-

concept)) 
(2) (sem-struc(concept(facet(filler))))  (sem-

struc(concept(facet(sibling-filler)))) 
For gradable antonyms: 

(3) (sem-struc(attribute(facet(literal-filler-a))))  
(sem-struc(attribute(facet(literal-filler-b[with a 
and be being the only literal fillers of that 
attribute)))) 
Rules (1-2) select an alternate sibling for the 

head concept or filler, and rule (3) reverses the value 
of the scalar attribute of the base antonym. The part 
of speech and syntactic structure of both pair 
members remain the same. 

 
3) Form derivation: Morphological rules are applied 
to the base antonym to form a new sense by adding 
commonly used affixes. The list of regular antonym-
forming prefixes and suffixes is based on [Justeson 
and Katz 1991] and, with minor additions, includes 
the following: [a-, ab-, an-, dis-, il-, im-, in-, un-, 
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non-, anti-, counter-, -less.] At this stage, the set is 
recursively applied to the base antonym form with 
each affix attached at a time. All the resulting forms 
are then passed to the form verification procedure. 
 
4) Form verification: The core objective of this 
procedure is to assign an acceptable word form to an 
already instantiated sense template. The legitimacy of 
the newly derived word checked against a tagged 
corpus (e.g. Brown corpus) and the antonym list 
developed in [Justeson and Katz 1991] (referred to as 
JK list) containing 57 pairs of antonyms of higher 
than random frequency. The JK list comprises a set 
of 35 antonymous adjectival pairs tested in [Deese 
1964] and an additional set of 22 pairs tested in 
[Justeson and Katz 1991.] The procedure takes all 
morphological derivates from procedure (3) as input. 
If none of the candidate forms returns a match in the 
tagged corpora, the JK list, as well as online and 
offline lists of antonyms are taken advantage of. The 
output of the procedure essentially completes the 
antonym acquisition cycle: the antonym has been 
derived semantically, syntactically, and lexically. If 
no match is returned from the available corpora, the 
acquisition cycle is aborted. 
 
5) Rapid propagation: Once a legitimate antonym 
has been confirmed, its synonyms are assigned an 
identical sense template, thus facilitating acquisition. 
The application of this procedure is largely dictated 
by the general grain size of lexical coverage. Finer-
grained applications may require a more thorough 
representation capturing purely preferential 
differences between, say, the more standard big-little 
and the less acceptable large-little. More generic 
applications may allow for antonymy to be 
established between all members of each pair. 
Procedurally, steps similar to rapid propagation 
outlined in [Nirenburg and Raskin 1995, 2004] are 
taken, when the syntactic and semantic structures of a 
fully derived sense get propagated across a large set 
of similar entries. A similar procedure was also 
deployed in [Petrenko 2011] in relation to deriving 
synonyms of semi-automatically acquired deverbal 
senses.  

As an illustration of the antonym acquisition 
strategy, a selected pair cold-hot with contrastive 
TEMPERATURE values is discussed below with 
each procedure described in detail. Procedure (1) will 
determine the base antonym cold as gradable: 

 
(cold-adj1 
 (cat(adj)) 
 (anno(def "having a low temperature") 
  (ex "he stepped in the cold water")) 

 (syn-struc((root($var0)) 
  (cat(adj))(np((root($var1))(cat(np)))))) 
 (syn-struc1((subject((root($var1))(cat(np)))) 
  (root(be))(cat(v))(directobject((root($var0)) 
   (cat(adj)))))) 
 (sem-struc(^$var1(temperature(less-than(0.3))) 
))) 
 

Based on the output of procedure (1), semantic 
derivation rule (3) for gradable antonyms of 
procedure (2) will be called, which will return the 
following semantic structure:  
(sem-struc(^$var1(temperature(greater-than(0.8))))  

None of the word forms (*acold, *abcold, 
*ancold, *discold, *ilcold, *imcold, *incold, *uncold, 
*noncold, *anticold, *countercold, *coldless) 
generated morphologically via procedure (4) will 
match the existing corpora, so the system will have to 
resort to existing corpora of antonyms including the 
JK list. The JK list will return a match “hot” for 
“cold”, whose sem-struc, if acquired earlier, will 
match the template derived in procedure (1). After 
the cold-hot antonym pair has been derived, 
synonyms will be looked up in available online and 
offline corpora:  
 
cold-adj1: [arctic, frigid, gelid, glacial, icy, polar, 
bleak, cutting, raw-chilly, parky, crisp, frosty, 
nipping, nippy, snappy, frigorific, frore, frosty, rimed, 
rimy, heatless, ice-cold, refrigerant, refrigerating, 
refrigerated, shivery, stone-cold, unheated, 
unwarmed] 
 
hot-adj1: [baking, baking hot, blistering, blistery, 
calefacient, warming, calefactory, calefactive, 
calorifacient, calorific, fervent, fervid, fiery, igneous, 
heatable, heated, heated up, het, het up, hottish, 
overheated, red-hot, scorching, sizzling, sultry, 
stifling, sulfurous, sulphurous, sweltering, sweltry, 
thermal, torrid, tropical, tropic, white, white-hot] 
 

Under the generic, coarse-grained functionality 
assumption, the instantiated templates for cold and 
hot will be propagated among all members of the 
retrieved sets. The acquirer will be offered an option 
of manually approving each built sense. Finer-
grained acquisition would introduce additional 
demarcation criteria (stylistic preferential, etc.) and 
thus substantially increase the amount of manual 
effort. 
 
4 Conclusion 
This paper has presented a first account—descriptive 
and procedural—of antonyms within Ontological 
Semantic Technology. We first outlined, based on 
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relevant literature, the pertinent properties and major 
types of antonyms which directly resonate with the 
descriptive potential and computational goals of OST 
applications. We then discussed how non-gradable 
and gradable antonyms are represented within OST, 
how non-comittedness, auto-antonymy, reversion and 
conversion can be captured with OST formalisms. 
We concluded the paper by introducing a general 
strategy for semi-automatic acquisition of a limited 
set of non-gradable and all gradable antonyms in the 
OST lexicon, which takes advantage of manually 
acquired base senses, rich ontological and lexical 
knowledge resources, and relies on existing corpora. 
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Abstract - In an increasingly diverse cross-cultural 

environment, individuals and organizations are 

constantly interacting with foreign cultures, which 

require perceptiveness and adaptability. Cultural 

intelligence appears as an emerging application in 

cross-cultural activities. Researches on this domain 

provide a new perspective and a promising means of 

intercultural conflicts and obstacles reduction. 

However, these researches rely mainly on 

questionnaires to find solutions to the cultural 

intelligence problems in cross-culture settings. Up until 

now, no research on cultural intelligence has been 

empirically computerized. The traditional 

computational techniques cannot treat cultural 

intelligence soft data to help individuals and 

organizations in solving intercultural problems. This 

research aims to create a new cultural intelligence 

model based on an innovative breed of AI technologies, 

and implemented in an expert system called CIES. The 

purpose of CIES is to support ordinary people when 

making culturally intelligent decisions and to improve 

their cultural skills when facing various authentic 

situations. 

Keywords: Cultural Intelligence; Soft-Computing; 

Expert System; Hybrid System 

 

1 Introduction 

  In the context of the environment of globalization, 

multicultural communication and exchanges are part of 

today’s world reality. Individuals and organizations are 

required to make culturally-intelligent decisions and to 

show their competence in culturally diverse workplaces.  

When confronted with cultural diversity, some 

individuals and organizations are able to adapt 

successfully to the new cultural environment, while 

others are not. What is the decisive factor for these 

opposing responses? How can good decisions be made 

in culturally-diverse environments? What skills can be 

improved to enable cultural adaptation?   

In recent years, researchers have shown great 

interest in globalization and intercultural management. 

Cultural intelligence has, therefore, been presented as a 

new phenomenon in order to answer the above 

questions. Organizational psychology and human 

resource management have paid great attention to 

cultural intelligence since its introduction. These fields 

of study have yielded valuable results that apply to the 

real cultural world. However, most current studies 

related to cultural intelligence do not focus on the 

computational aspects. Moreover, a great deal of cross-

cultural knowledge is expressed as ‘soft data,’ such as, 

"this culture is more masculine", "that person is highly 

confident". Effectively dealing with these natural 

linguistic variables is beyond the scope of traditional 

computer technology.  

The new AI technologies provide us with a means for 

coping with these incomplete, vague and ambiguous 

terms that are often used in the cultural domain. This 

research attempts to offer effective solutions to the 

problems mentioned above. These solutions mainly rely 

on a new computational model of cultural intelligence 

implemented in a system called the CIES (Cultural 

Intelligence Expert System). This system has integrated 

the cultural intelligence knowledge of experts and has 

the potential to achieve better performance than human 

experts. The CIES is considered as highly intelligent due 

to its wealth of knowledge, openness, scalability, 

flexibility, adaptability, and capability to self-learn. Such 

a system has three goals: 1) to assist individuals and 

organizations in their decision-making processes 

involving cultural affairs; 2) to assist people in 

improving their use of a specific form of intelligence 

based on their capacity to understand, to reason 

correctly, and to adapt to culturally diversified situations 

[1]; and 3) to facilitate the work of researchers and to 

better equip them in their studies of cultural intelligence. 

2 Cultural Intelligence and its 

dimensions 

 In the research literature, cultural intelligence has 
been referred to using the acronym CQ. Researchers 
have different opinions regarding the concept of CQ. 
Earley and Ang presented CQ as a reflection of people’s 
ability to collect and to process information, to form 
judgments, and to implement effective measures in order 
to adapt to a new cultural context [2]. Earley and 
Mosakowski redefined CQ as the ability of managers to 
deal effectively with different cultures [3]. They 
suggested that CQ is a complementary intelligence form, 
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which may explain its capacity to adapt and face 
diversity, as well as to operate in a new cultural setting. 
Peterson interpreted CQ in terms of its operation [4]. He 
believes the concept of CQ is compatible with the 
Hofstede [5] cultural values and their five main 
dimensions, i.e., individualism versus collectivism, 
masculinity versus femininity, power distance, 
uncertainty avoidance, and short and long term 
orientation.  Brislin et al. defined CQ as the level of 
success people obtain when adapting to another culture 
[6]. Thomas explained CQ as the ability to interact 
efficiently with people who are culturally different [7] 
[8]. Ng et al. presented CQ as the ability to be effective 
in all cultures [9]. Johnson et al. defined CQ as the 
ability of an individual to integrate a set of knowledge, 
skills and personal qualities so as to work successfully 
with people from different cultures and countries, both at 
home and abroad [10]. 

Researchers in the field of culture also use different 

dimensional structures to measure CQ. Each of these 

researches is associated with conceptual models. These 

structures seek to explain the attributes that enable 

people to develop their abilities in various cultural 

contexts and, thereafter, to determine how people can 

improve these capabilities. Earley and Ang [2] presented 

the first structure of CQ which integrates the following 

three dimensions: cognition, motivation and behaviour. 

While Thomas agrees with Earley and Ang that there are 

three dimensions to CQ [8], he does not share their point 

of view regarding what these three dimensions should 

be. He, therefore, advocated another tridimensional 

structure. His belief is founded on the theory of Ting-

Toomey [11], which states that the structure of CQ 

should be based on the skills required for intercultural 

communication, that is to say, knowledge, vigilance and 

behaviour. Vigilance acts as a bridge connecting 

knowledge and behaviour, which is the key to CQ. Tan 

[12] believes that CQ has three main components: 1) 

strategic thinking about culture; 2) dynamics and 

persistence; and 3) specific behaviours. Tan stressed the 

importance of behavior as being essential to CQ. If the 

results of the first two parts are not converted into 

action, CQ is meaningless. Ang and Van Dyne [1] 

suggested a four-dimensional CQ structure. This 

structure is based on the general intelligence structure of 

Sternberg and Detterman [13]. Ang et al. used the 

framework of Sternberg, which divides CQ into 

metacognitive CQ, cognitive CQ, motivational CQ and 

behavioral CQ. This structure has been widely used in 

the following cultural researches and studies. 

3 CIES architecture 

We believe that the diverse structures of CQ should 

be considered collectively in order to integrate the 

elements necessary to respond the cultural knowledge 

acquired. Therefore, we build the CQ architecture. It is 

based on the specific CQ four-dimensional structure of 

Ang and Van Dyne [1].  The architecture is noteworthy 

because we use the four CQ dimensions as integrated 

and interdependent entities. It represents a 

comprehensive overview of the multi-aspects of the 

researches on CQ. 

The architecture of CIES uses both the symbolic and 

connectionist approaches of AI. The architecture 

respects the cognitive concepts of Ang and Van Dyne 

[1] regarding the theories of global CQ, it also includes 

other important aspects, for example, Hofstede’s theory 

of five cultural dimensions [5]. The architecture also 

relies on engineering concepts in its solutions when 

designing and implementing software. It offers learning 

mechanisms which emulate human intelligence.  

In total, the architecture has an eleven-step cognitive 

process. It recognizes cross-cultural business-related 

information in natural language from its environment by 

using its cognitive cycle. The following describes these 

steps. These steps correspond to the numbers inside the 

rectangles in Fig.1. 

 

 

 

Figure 1.  Architecture of CIES 

Step 1: A cultural information in natural language, 

expressing a problem, and a question or a requirement of 

the user, is inputted through the user interface. This 

information enters the Identify module. This module 

identifies the information to determine what the user 

requires. 

Step 2: The cultural information goes to the Filter and 

Classifier module. In this module, the information is 

classified and filtered from what is not useful for cultural 

analysis in the following steps.  

Step 3: To perform this classification, the module has an 

associated relationship with the Cultural Intelligence 

Database Center, which has all the necessary data that 

the system needs, such as countries, religions, languages, 

and laws.  

Step 4: The classified cultural data are ready to be sent 

to the Temporary Memory module. This module keeps 
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the data temporarily and, at the same time, interacts with 

the other modules.  

Step5: The 5a-Metacognitive module, 5b-Congnitive 

module, 5c-Motiviational module and 5d-Behavioral 

module collect the cultural data belonging to them in the 

temporary memory.  

Step 6: Each module depends on the consultation of its 

own Permanent Memory. These permanent memory 

modules are 6a for metacognition, 6b for cognition, 6c 

for motivation and 6d for behavior. Each permanent 

memory represents a complete and specific cultural 

database that is used by its associated module to analyze 

the cultural information stored in the Temporary 

Memory.  

Step 7: 7a, 7b, 7c and 7d analyze the cultural 

information. If data are missing, permanent memories 

modules go to the Cultural Intelligence Database Center 

to assist in the cultural analysis of the respective 

modules. 

Step 8: After the analysis is completed in each module, 

the four modules must interact with each other so that 

each module can adjust its cultural decision. This 

interaction gives a complete and effective decision 

before continuing to the next step. 

Step 9: Following the interaction between the modules 

of the different CQ dimensions, the four modules in 

steps 9a, 9b, 9c and 9d send their final cultural decisions 

to the Cultural Intelligence Result module. In this 

module, the decisions of these four modules are 

generalized and offer significant cultural information to 

the user.    

Step 10: The Explanation module justifies and explains 

in detail, using natural language understandable to the 

user, why these decisions were presented.  

Step 11: The explanations are sent to the User interface.  

4 Choices of AI techniques 

CQ generally has two types of data:  the first type is 

associated to "hard" computing; which uses numbers, or 

crisp values; the second type is associated with "soft" 

computing, which operates with uncertain, incomplete 

and imprecise soft data. The second type is presented in 

a way that reflects human thinking. When we introduce 

the cultural concept to cross-cultural activities, we 

usually use soft values represented by words rather than 

crisp numbers. The traditional technique, or "hard" 

computing, is based on Boolean logic, so it cannot treat 

cultural soft data. In order to enable computers to 

emulate humans’ way of thinking and to model a human-

like understanding of words in decision-making, we use 

a neuro-fuzzy soft-computing technique to design the 

CIES. This soft computing technique is capable of 

dealing with uncertain, imprecise and incomplete 

cultural soft data.   

This hybrid neuro-fuzzy soft-computing technique 

makes use of the advantages and power of fuzzy logic 

and the artificial neural network (ANN). Fuzzy logic and 

the ANN are complementary paradigms: 1) The fuzzy 

logic technique is used for three reasons. First, the CQ 

concepts are described in natural language containing 

ambiguous and imprecise linguistic variables, such as 

"this person has low motivation" and "that project is 

highly risky because of this religion." Second, fuzzy 

logic is well-suited to modeling human decision-making 

processes when dealing with "soft criteria." These 

processes are based on common sense and may contain 

vague and ambiguous terms [15]. Third, fuzzy logic 

provides a wide range of cultural expressions that can be 

understood by computers. 2) ANN: Although the fuzzy 

logic technique has the ability and the means to 

understand natural language, it offers no mechanism for 

automatic rule acquisition and adjustment. The ANN 

offers learning mechanisms in an uncertain, incomplete 

and imprecise cultural setting, which emulates human 

intelligence. It presents viable solutions for processing 

incomplete and imprecise cultural information. The 

ANN can manage the new cultural data input and the 

generalization of acquired knowledge. The hybrid neuro-

fuzzy technique represents the essence of our soft 

computing model. 

5 Inference engine of the system 

5.1 Creating fuzzy sets 

 All the fuzzy sets come from the CQ domain. A 

practical approach to form CQ fuzzy sets is used in our 

system. The fuzzy sets define the sets on the universe of 

discourse. For example, when X is the universe of 

discourse of metacognition, and its elements are denoted 

as x, the fuzzy set Metacognition (MC) is part of the 

universe X, and is defined by the function  as a 

function of membership in the set Metacognition. This 

equation is expressed as: . For every 

element x of universe X, the membership function 

 equals the degree to which x is an element of 

set Metacognition. This degree,  having a value between 

0 and 1, represents the level of membership of element x 

to set Metacognition.  

5.2 Linguistic variables and fuzzy rules 

 The idea of linguistic variables is one basis of the 

fuzzy set theory. A linguistic variable is a fuzzy 

variable. For example, when we say "the CQ is high," it 

means that the linguistic variable of CQ takes the 

linguistic value high. Thus, our cultural linguistic 

variables are used in fuzzy rules in the system. For 

example:  
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Rule 1: 

IF Metacognition is high AND Cognition 

is high AND Motivation is high AND 

behavior is high 

THEN   CQ is high 

The operations of cultural fuzzy sets used in our 

CIES are the Intersection and Union. For example, the 

fuzzy operation used to create the Intersection of two 

cultural fuzzy sets A and B is as follows: 

 

The operation to form the fuzzy Union of two 
cultural fuzzy sets A and B is as follows: 

 

The CIES uses a technique called the fuzzy inference 

method by Mamdani [16]. Fig.2 illustrates in the CIES 

an example of the application of a technique called 

Mamdani fuzzy inference method by using triangular 

sets. We define that the fuzzy system as having four CQ 

inputs: metacognition, cognition, motivation, and 

behavior, and as having one output: CQ. For example, 

input metacognition is 7.95, cognition is 3.31, 

motivation is 3.41 and behavior is 2.38, inferenced by 

six fuzzy sets rules 1,2,3,4,5 and 6; output CQ is the 

result from six rules 1,2,3,4,5 and 6.  

 

Figure 2.  Example of the Fuzzy Inference System of Mamdani Using 

Triangular Sets in CIES  

 The CIES neuro-fuzzy system is similar to a multilayer 
neural network. Fig.3 shows the CIES neuro-fuzzy 
system that corresponds to the fuzzy inference model 
shown in Fig.2. It is represented with a neural network 
composed of five layers in the CIES. It has four 
dimensions of CQ input layer and CQ output layer, and 
three hidden layers that represent membership functions 
and CQ fuzzy rules. Each layer of the neuro-fuzzy 
inference model of CIES in the cross-cultural application 
is associated with a particular step in Mamdani fuzzy 
inference process. The four inputs are: metacognition 
(MC), cognition (C), motivation (M) and behavior 
(BEH), and has one output: CQ 

Layer 1 - Input: No calculation is made at this layer. 
Each neuron corresponds to an input cultural variable. 
These input values are transmitted directly to the next 
layer.  
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Figure 3.  Soft-Computing Model of CQ 

Layer 2 - Fuzzification: Each neuron corresponds to a 

cultural linguistic label (e.g., high, medium and low) 

associated with one of the input cultural variables in 

layer 1. In other words, the connection of the output, 

which represents the inclusion value, specifies the 

degree to which the four input cultural values belong to 

the neuron’s fuzzy set. The connection is computed at 

this layer.  

Layer 3 - Fuzzy Rule: The output of a neuron at level 3 

is the cultural fuzzy rules. Each neuron corresponds to 

one cultural fuzzy rule. The cultural fuzzy rule neurons 

receive inputs from the layer 2 (fuzzification neurons), 

which represent cultural fuzzy sets. For example, neuron 

R1 represents cultural Rule 1 and receives input from the 

neurons MC1 (Metacognition High) and C1 (Cognition 

High). The weights (WR1 to WR20) between layers 3 

and 4 are the normalized degree of confidence of the 

corresponding cultural fuzzy rules. These weights are 

adjusted when the system is trained.  

Layer 4 - Rule Unions (or consequence): This neuron 

has two main tasks: 1) to combine the new precedent of 

cultural rules, and 2) to determine the output level (high, 

medium and low). The output level belongs to the 

cultural linguistic variables. For example, μR1, μR5 are 

the inputs of CQ1 High, and  is the output of the 

neuron CQ1 High.  

Layer 5 - Combination and Defuzzification: This 

neuron combines all the consequential rules and 

computes the crisp output after defuzzification. The 

composition method "sum-product" [17] is used. It 

computes the outputs of the membership functions 

defined by the weighted average of their centroids. We 
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apply, in this case, the triangle calculation in our neuro-

fuzzy system; which is the simplest calculation of the 

fuzzy set as shown in Fig.4:  

 

 

Figure 4.  General Cultural Intelligence Fuzzy Sets 

Where a2 is the center and a3 is the end of the triangle. 

b1, b2 and b3 are the widths of fuzzy sets which 

correspond with CQ 3 (Low), CQ2 (Medium) and CQ1 

(High). The calculation formula of weighted average of 

the centroids of the clipped three CQ fuzzy sets CQ High 

(CQH), CQ Medium (CQM) and CQ Low (CQL) are 

calculated as: 

 

 

 

5.3 Supervised and unsupervised learning 

 The soft-computing model can easily be modified 

by changing, adding or subtracting CQ rules through 

two main types of learning occurring in the CIES neuro-

fuzzy network: supervised learning and unsupervised 

learning. The supervised learning is the type of training 

where the neuro-fuzzy network is provided with desired 

outputs to improve its performance. We provide to the 

system the fully processed external CQ experts’ data, 

required for the supervised learning. These data are 

processed user cases. Each user case contains the 

original input cultural data, and the output data provided 

by cultural experts, that CIES is expected to produce. 

The CIES compares actual output with the cultural 

experts’ data from the training case. If the actual output 

is different from the data given by experts in the training 

case, the CIES weights are modified. The back 

propagation algorithm is used in the CIES. The signal 

difference at the output of neuron n at sequence s is 

calculated as showed in equation (4). We increase 

sequence s by one, and repeat the process until the 

preset difference criterion is satisfied. 



Where  is the cultural experts’ data of neuron n at 
sequence s, the CQ rules for updating weights at the 
output layer are defined in equation (5) as:



 represents the weight correction. We use a 
forward procedure method to update CQ rules’ weight 

. Fig. 5 shows an example of the result where CIES 
trains weights from bad rules to the desired CQ rules.  

 
 
 
 
 
 
 
 
 

 

Figure 5.  An Exemple of Supervised Learning 

In contrast to supervised learning, with unsupervised 

learning in CIES, the neuro-fuzzy network is trained 

without desired output. The unsupervised learning does 

not require external cultural experts’ data. During the 

learning process, the CIES receives a number of 

different original input user cases, find relationships in 

these cases and build new rules based on these cases 

used. The CQ rules for updating weights at the output 

layer are calculated in the equation (6). The equation (6) 

shows how the CIES changes the CQ rules weights, 

between a pair of neurons in the unsupervised learning 

process, through multiplication of input and output 

signals. 

 

 represents the weight 

correction by Hebbian algorithm [18] in CIES,  being 

the learning rate parameter.  

6 Data acquisition and the application 

domains  

Christine Kon et al. [19], Ang, Van Dyne et al. [20], 

and Ang et al. [1] developed a self-evaluation 

questionnaire with 20 items measuring CQ. This 

questionnaire was used to collect data for studies on the 

capabilities of the test subjects regarding their cultural 

adaptation capacity. This questionnaire is generally 

divided into four sections: CQ metacognitive CQ, 

cognitive CQ, motivational CQ and behavioral CQ. For 

example, one of the items is "I am conscious of the 

cultural knowledge I use when I interacting with people 

with different cultural backgrounds." Linn Van Dyne et 

al. [21] developed a version of the questionnaire from 

the point of view of an observer. It is also based on the 

20 items of Ang et al. [1] which measure the CQ of 

individuals. The questionnaire was adapted from each 
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item of the self-evaluation questionnaire to reflect the 

assessment made by an observer rather than the trainee 

himself. For example, the item of the questionnaire 

mentioned above changes from: "I am conscious of the 

cultural knowledge I use when…" to "This person is 

conscious of cultural knowledge he / she uses when ...."   

As explained by Linn Van Dyne et al. [21], these 

questionnaires also allow for the effective assessment of 

CQ in practical applications. Among other potential 

applications, we can identify three application domains 

covered in our system. They are Business Activities, 

Expatriates Assignments and Training. Thus, we 

adapted the self-evaluation questionnaire of Ang et al. 

[1], and the observer questionnaire by Linn Van Dyne et 

al. [21], in order to measure CQ for these three 

application domains. By collecting the data from these 

two questionnaires, first, the data can be prepared and be 

used in our neuro-fuzzy network future training. Second, 

the user or organisations’ expatriate’s assignments can 

be evaluated so that proper training can be offered by 

CIES.   

7 Implementing the CIES 

 We would like the CIES to be capable of acquiring, 

extracting and analyzing the new knowledge of the 

cultural experts. First, it should be able to: 1) express 

knowledge in a form that is easily understood by the 

users, and 2) deal with simple requests in natural 

language rather than programming language. Second, the 

CIES should consist of an efficient team of cultural 

experts who are able to make decisions and provide 

explanations in the decision-making process in culturally 

diverse settings. Hence, we integrated the neuro-fuzzy 

soft-computing model into an expert system. It relies on 

the functional «consciousness» mechanism for much of 

its operation [14]. Its modules communicate and offer 

information to each other. Fig. 6 shows the system 

structure of the CIES. This structure includes four main 

modules:  

1) The CQ knowledge base is represented by the 

trained neuro-fuzzy network. This module contains CQ 

knowledge that is useful for solving CQ problems. The 

soft-computing technique used in this module makes the 

system able to reason and learn in an uncertain, 

incomplete and imprecise CQ setting. It supports all the 

cultural decision-making steps in the system. This 

module connects with three different units which are 

New Data, Training Data and the Cultural Intelligence 

Database Center. New Data include users’ requests for 

solving a given problem that involves some cultural 

affairs. Training Data are a set of training examples. 

They are used for training the neuro-fuzzy network 

during the learning phase. The Cultural Intelligence 

Database Center mostly contributes to the knowledge 

gathered from data about different cultural aspects which 

has been collected from different countries. 

2) The Cultural Intelligence Rules examines the 

CQ knowledge base and produces neuronal rules which 

are implicitly «buried» in the CIES network.  

3) The Inference Engine is the core of the CIES. It 

controls the flow of cultural information in the system, 

and initiates inference reasoning from the knowledge 

base in the Cultural Intelligence model. It also concludes 

when the system has reached a decision.  

4) The Explanation clarifies to the user why and 

how CIES achieved the specific cultural results. These 

explanations include analysis, advice, conclusion, and 

more required facts for deeper reasoning.  

 

Figure 6.  Structure of CIES 

7.1 CIES for decisions making 

 The CIES possesses generic CQ, that is not specific 

to a particular culture (such as USA or China etc.). The 

system shows great capabilities of cultural adaptation by 

modeling the human decision-making process in 

situations characterized by cultural diversity. 

Furthermore, because of its elaborated cultural schemas 

and analytical abilities, the CIES can help users to 

identify and understand key issues in cultural judgment 

and decisions making, giving them the corresponding 

explanations.  

For example, Fig.7 and Fig.8 present an output of the 

Business Activity application domain of how the CIES 

can help a user to make a decision, by taking into 

consideration his/her inputted request. The CIES 

prototype system follows the decision-making cycle 

process shown in Fig.1. The input data are specific 
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cross-cultural questions in the natural language of the 

users. The system provides two outputs as an answer to 

the question. Output1 (Fig.7), gives a general decision to 

answer the question asked by the user.  
 

 

Figure 7.  Business Activity in CIES Prototype (Output 1) 

Output2 (Fig.8), gives more detailed explanations to 

clarify to the user why the system reached this decision. 

 

 

Figure 8.  Business Activity in CIES Prototype (Output 2) 

7.2 CIES for training 

The CIES could be used in self-awareness training 

programs. The system provides important insights about 

personal capabilities and information on the user’s own 

CQ in cultural diversity situations. Users can get two 

evaluations (self or observer [1] [19] [20] [21]) on the 

20-itemed questionnaires so as to compare their results. 

Organizations could also use CIES (both self and 

observer evaluations) to evaluate or train, for expatriate 

purposes, employees who may be well-adapted. The 

CIES serves as an efficient team of top CQ tutors who 

work constantly with individuals or organizations 

wanting to have cross-cultural recommendations and 

insights on how to increase their efficiency in culturally-

diverse settings. Fig.9, Fig.10 and Fig.11 present one 

part of the results of the self-evaluation questionnaire of 

a user in the CIES prototype. The CIES provides 

different feedback to a user receiving a high score (8>), 

than it does to a user receiving a low score (6<). In 

addition, it accordingly gives useful suggestions for 

personal self-development as required. This process 

permits the CIES to evaluate users so as to identify their 

problems in the CQ domain. The CIES next offers a 

tailored course to users based on the results of the 

evaluation. Moreover, during the training course, the 

system uses natural language to communicate with users 

in order to provide them a stress-free and friendly 

learning environment.  

 

Figure 9.  CIES Prototype for Traning (Self-Evalution Questionnaire) 

 
 
 
 
 

Figure 10.  CIES Prototype (Output1: high score 8>) 

Output 2 (Fig.11), gives useful suggestions for self-
improvement to the user, when CQ is required. 

 

Figure 11.  CIES Prototype (Output 2: low score 6<) 

Three cultural experts have validated our 

computational CQ model, as well as that of the CIES 

prototype system. This validation ultimately reflects the 

consistency between the real world and the artificial 

CIES system. The CIES prototype system was tested on 

one hundred people. Based on the results of the 

validation, the cultural experts compared the CIES 

 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 785



results with their own. These experts concluded that the 

cross-cultural business decisions recommended by CIES 

are similar to the ones suggested by a human expert.  

8 Some interesting features of CIES 

 First, due to the powerful designed functions and 

the CQ capabilities in CIES, the CIES could evaluate 

users and expatriates employees along with providing 

them specific cultural recommendations by using its 

knowledge to train people to improve their CQ skills, in 

addition, it could be used as a CQ decision-making 

support system to help individuals and organizations 

take cultural decisions in cross cultural activities. The 

CIES is also able to adapt dynamically to the CQ 

capacity of users. Second, this system is open in the 

sense that it can provide a standard interface that can 

facilitate further development. Third, the CIES is 

extensible, both in terms of the system concept model 

and the implementation of the system. Fourth, this 

system has the potential to work as an extended cultural 

and cognitive agent which could integrate into another 

existing intelligent system. 

9 Conclusion 

CQ is the human ability to capture and reason 
appropriately in culturally diverse settings. CQ can be 
measured with four dimensions. Thus, we built a CQ 
computational model based on a soft-computing 
technique so as to integrate these dimensions and 
embody an expert system called the CIES. This paper 
shows how the CIES can be used as a "culturally aware" 
system. The research captures the essence of culture and 
addresses culture from the perspective of the intelligence 
of an individuals or organizations wanting to develop 
their ability to adapt to various cultures. The CIES 
enables users to be more efficient and "intelligent" as 
they develop their cultural skills. The CIES acts as an 
intelligent cultural expert assistant which helps 
individuals or organizations to make better decisions in 
cross-culture activities, and it enables users to solve 
cultural problems that would otherwise have to be solved 
by cultural experts.  

The contribution of our research is, first and 

foremost, to fill the gap between CQ and AI. Second, it 

improves the application of CQ theories in the field of 

cognition. The research focuses on modeling four CQ 

dimensions that are interdependent and integrated. As a 

result, the theories are complete, efficient, and precise in 

their applications. Third, we brought to the field of AI 

the computerization of CQ. As a result, new research 

topics and directions relevant to this research have 

arisen, and the range of computational intelligence 

possibilities has been expanded. Fourth, our research is 

groundbreaking as it simplifies the work of the 

researchers by freeing them from heavy, complex and 

repetitive tasks, normally carried out manually in CQ 

studies. The algorithms and techniques used in this 

research may offer some enlightenment as they can be 

applied to other research domains to improve model 

designs and system performances.  
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Abstract - The ability to reason about the spatial
relationships between objects in the environment is a core
requirement of mobile robots and many other types of
intelligent systems. However, since objects frequently change
their location, the representation of spatial location critically
depends on time. Thus, what is really required is spatio-
temporal reasoning. This paper presents a unified system for
qualitative spatio-temporal reasoning consisting of
representations for spatio-temporal knowledge and a spatio-
temporal inference system to manipulate those
representations. Following Almeida [2], we treat spatial
relations as event types incorporating the interval-based
temporal ontology of Allen [1] and the region-based spatial
ontology of Randell, Cui & Cohn [13]. Our basic reasoning
system is essentially an extension of the temporal reasoning
system of Allen [1]. Critical to the success of this system is the
ability to create and reason with maximal temporal
intersections.

Keywords: spatio-temporal reasoning, motion event,
temporal intersection

1 Introduction
The ability to reason about the spatial relationships

between objects in the environment is a core requirement of
mobile robots and many other types of intelligent systems.
However, since objects frequently change their location, the
representation of spatial location critically depends on time.
Thus, what is really required is spatio-temporal reasoning.
This paper presents a unified system for qualitative spatio-
temporal reasoning consisting of representations for spatio-
temporal knowledge and a spatio-temporal inference system
to manipulate those representations.

Our system makes use of an event-based representation
for the changing locations of objects, adapted from the
proposal of Almeida [2]. Event-based representations
incorporate a concept for an event, the spatio-temporal
particular described by the proposition [12]. For example, in
“I saw the vase on the table”, what I saw was the state (a type
of event) of the vase being on the table. In other words, a
spatial state is a configuration of objects in certain
relationships at a particular time. Thus, events, unlike
propositions, can be seen and can have causes and effects.

The event-centered style of representation that forms the
basis of our approach is a development of Davidson’s [5]
original proposal, and is based on the following three
premises. First, that events understood as concrete spatio-
temporal particulars constitute a part of the ontology of the
human conceptual system. Second, that many sentences make
an implicit reference to an event even when they lack an
explicit event-referring expression. And third, that the other
entities referred to in the sentence are related to this implicit
event assertionally rather than structurally, that is, the links
between the event and the entities that play roles in that event
are in the form of propositions. These propositions are most
often composed of two-place predicates with the first
argument being the event. So the event is the “center” around
which the other entities of the sentence are arranged. Thus,
“Shem kicked Shaun” would have a representation something
like: inst(e1, kicking)  agent(e1, Shem)  object(e1, Shawn),
where e1 is a Skolem constant representing a particular
kicking of Shaun by Shem event.

2 Temporal and spatial ontology
For our temporal ontology we are using the popular

interval-based representation of Allen [1]. In this system there
are thirteen pairwise disjoint and collectively exhaustive
relations that can hold between two nonpoint intervals of time.
These are: before (b), after (bi), meets (m), met-by (mi),
overlaps (o), overlapped-by (oi), starts (s), started-by (si),
during (d), contains (di), finishes (f), finished-by (fi) and
equals (=).

In order to represent indefinite information, the temporal
relationship (tRel) between two intervals is allowed to be an
arbitrary disjunction of the basic relations. Temporal relations
sets (tRelSets) are used to express these disjunctions. For
example, the temporal relation set [m,o,s] between intervals t1
and t2 represents the disjunction, (t1 meets t2)  (t1 overlaps
t2)  (t1 starts t2). Therefore, if the temporal relation set
between time t1 and time t2 is the disjunction [m,o,s] then this
would be represented by the formula: tRel(t1, [m,o,s], t2).
Networks where the vertices represent intervals and the arcs
can be labeled with arbitrary subsets of the basic relations are
called interval algebra (IA) networks [15].

For the representation of space we are using the region-
based system of Randell, Cui & Cohn [13]. Their system is the
spatial analog of Allen’s interval-based temporal system in
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that it presupposes there are only extended (non-point) regions
of space. The eight basic relations between regions of space
are disconnected (dc), externally-connected (ec), partially-
overlaps (po), equals (eq), tangential-proper-part (tpp),
nontangential-proper-part (ntpp), tangential-proper-part-
inverse (tppi), and nontangential-proper-part-inverse (ntppi).
These relations are also pairwise disjoint and collectively
exhaustive.

Again, in order to represent indefinite information, the
spatial relationship (sRelState) between two regions is allowed
to be a disjunction of the basic relations. Spatial relation sets
(sRelSets) are used to express these disjunctions. For example,
the spatial relation set [ec,dc] between regions l1 and l2
represents the disjunction, (l1 ec l2)  (l1 dc l2). Since spatial
relationships, unlike temporal relationships, are relative to
time, we represent them as events, as described in the next
section.

3 Representing spatial relationships
In a temporal network, each pair of times is always

related by exactly one (possibly ambiguous) temporal
relationship. On the other hand, since spatial relationships
hold only for specific periods of time, pairs of spatial regions
may be related by any number of spatial relationships. It is
because of this essential difference between temporal and
spatial information that we use event-based representations for
spatial information.

The two principal representations used for locating
objects spatially are:

(1) The position of an object at an instant or granule of
time is the region of space occupied by that object at that
moment of time [8]. Objects are assigned positions for
intervals of time by be-pos states as follows:

inst(Event, be-pos)  theme(Event, Object)
 holdsFor(Event, Time)  loc(Event, Position)

This formula states that Event is a be-pos event where
Position gives the spatial position of Object for each moment
of Time that Event holds for. (holdsFor is one of four possible
event-time connectors discussed in Section 5.) Note that, in
general, what we are calling positions are really sequences of
positions indexed by instants or granules of time. Thus, these
“positions” are essentially the same as paths, which are
discussed in Section 6.

(2) Spatial relationships between positions are given by
sRel states as follows:

inst(Event, sRel)  rels(Event, SRelSet)
 holdsFor(Event, Time)  arg1(Event, Position1)
 arg2(Event, Position2)

This formula states that Event is an sRel state relating
Position1 to Position2 by SRelSet for the interval Time. Again
the “positions” being related are actually sequences of
positions indexed by time, so that for each instance or granule

of time in Time, Position1 is spatially related to Position2 by
SRelSet.

As a simple example, to represent a scene in which a ball
is in a box which in turn is in a room, we would use a
combination of be-pos and sRel states as follows.

% A room has a position. (a be-pos state)
inst(e1, be-pos)  theme(e1, room1)  holdsFor(e1, t1)
 loc(e1, l1)

% A box has a position. (a be-pos state)
inst(e3, be-pos)  theme(e3, box1)  holdsFor(e3, t3)
 loc(e3, l3)

% The box is in the room. (an sRel state)
inst(e6, sRel)  rels(e6, [tpp, ntpp])  holdsFor(e6, t6)
 arg1(e6, l3)  arg2(e6, l1)

% A ball has a position. (a be-pos state)
inst(e4, be-pos)  theme(e4, ball1)  holdsFor(e4, t4)
 loc(e4, l4)

% The ball is in the box. (an sRel state)
inst(e7, sRel)  rels(e7, [tpp, ntpp])  holdsFor(e7, t7)
 arg1(e7, l4)  arg2(e7, l3)

One way we can show that these spatial events all hold
simultaneously is by asserting that some interval t0 is during
all of their times:
tRel(t0, [s,d,f,=], t1)
tRel(t0, [s,d,f,=], t3)
tRel(t0, [s,d,f,=], t4)
tRel(t0, [s,d,f,=], t6)
tRel(t0, [s,d,f,=], t7)

Running the reasoner on this example, two new sRel
states are inferred:
inst(e8, sRel)  rels(e8,[dc,ec,po,tpp,tppi,ntpp,ntppi,eq])
 holdsFor(e8, (t4,t1))  arg1(e8, l4)  arg2(e8, 11)

inst(e9, sRel)  rels(e9, [tpp,ntpp])
 holdsFor(e9, (t7,t6))  arg1(e9, l4)  arg2(e9, l1)

The first inferred state, e8, relates l4 (the position of the
ball) to l1 (the position of the room) for the interval (t4,t1),
i.e., the temporal intersection of t4 and t1. This is not a very
informative relationship because it is ambiguous over all the
spatial relations. It simply says that the ball and the room exist
at the same time and therefore have some spatial relationship.
The second inferred state, e9, is much more informative. It
also relates the position of the ball to the position of the room,
but here the relation set is [tpp, ntpp], that is, inside-of. This
time the interval is (t7,t6). In other words, we have inferred
that the ball was in the room for the intersection of the time
the ball was in the box (t7) and the time the box was in the
room (t6).

4 Maximal temporal intersections
Temporal intersections are formed from pairs of

overlapping times. Two intervals t1 and t2 overlap iff
tRelSet(t1,t2)  [o,oi,s,si,d,di,f,fi,=]. If t1 and t2 overlap, then
their maximal temporal intersection is denoted by (t1,t2).
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The intervals t1 and t2 are called the components of the
intersection. Maximal temporal intersections play a central
role in spatio-temporal reasoning because as the longest
interval shared by two overlapping intervals they are unique.
This uniqueness means that any other interval that is contained
in both component intervals will be a subinterval of the
maximal intersection. As will be described below, this
uniqueness allows us to determine whether newly inferred
spatial relations are nonredundant, that is, that they tell us
something that we don't already know.

Although temporal intersections in our system always
have exactly two components, there is no loss of generality
since the components themselves may be intersections. For
example, (t1,(t2,t3)) denotes the intersection of three
intervals: t1, t2 and t3. Of course this means that there may be
many formulas, e.g., (t2,(t1,t3)), that denote the same
interval. Even the intersection (t1,t2) can be rewritten as
(t2,t1). However, in our system, once one of these
intersections has been created, all equivalent formulas are
automatically matched to that first formula, which can be
shared by multiple events.

When in the process of spatio-temporal inference a new
maximal intersection is created, that interval is added to the
temporal network in two steps. In the first step, the procedure
connectIntersectToComponents uses Table 1 to determine
how to temporally relate the intersection time to its two
components. The entries in the table state that if A has relation
Rel to B then (A,B) has relation RelA to A and (A,B) has
relation RelB to B.

Procedure connectIntersectToComponents((A,B))
tRelSet  getTRelSet(A, B)
tRelSetA  []
tRelSetB  []
for each r1  tRelSet do

getTable1Values(r1,RelA, RelB)
tRelSetA  tRelSetA  RelA

tRelSetB  tRelSetB  RelB
add tRel((A,B), tRelSetA, A) to tNetwork
add tRel((A,B), tRelSetB, B) to tNetwork

Table 1. Relation of (A,B) to A and B

Rel RelA RelB
o f s
oi s f
s = s
si s =
d = d
di d =
f = f
fi f =
= = =

In the second step, the intersection is related to the rest
of the intervals in the temporal network. We use a set of tables
to determine the relation of (A,B) to each interval C, given
that A has relation Rel1 to C and B has relation Rel2 to C.
There is one table for each possible relation between A and B,
a total of nine in all. Table 2 is the table for the case where A
strictly overlaps (o) B. (Unfortunately, there is not enough
room to show all of the tables here.) Blank entries in these
tables mark relations that are not possible. For example, given
that A [o] B, A [m,o] C and B [di,=] C, from the four ordered
pairs derived from [m,o] and [di,=], we infer that (A,B)
[m,o,s] C.

In general, the temporal relation sets determined by these
tables are less ambiguous than those generated simply by
Allen's [1] temporal inferencing algorithm, i.e., path
consistency, and this extra precision turns out to be very
useful.

Table 2. Relation of (A,B) to C given A o B and A Rel1 C and B Rel2 C
A o B B Rel2 C

A
R

el
1

C

b bi m mi o oi s si d di f fi =
b b b b b b
bi bi
m m m m
mi bi
o o d s s d o d o s
oi bi mi oi
s d d d
si bi mi oi
d d d d
di bi mi oi si di
f f
fi f = fi
= f
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5 Event-time connectors
An effective way of representing the aspectual

information of events, such as their beginnings and endings, is
to connect events to their times in different ways. For
example, Almeida [3] proposes the following four event-time
connectors (ETCs):
1. holdsAt(E,T) – event E holds for all of interval T, with E
starting at the beginning of T and E ending at the end of T.
2. initiatesAt(E,T) – event E comes into existence at the start
of interval T and holds for all of T, but doesn’t necessarily end
at the end of T.
3. terminatesAt(E,T) – event E holds for all of interval T,
going out of existence at the end of T, but doesn't necessarily
start at the beginning of T.
4. holdsFor(E,T) – event E holds for all of time T, but doesn’t
necessarily start at the beginning of T or end at the end of T.

The following implications hold between these four
connectors:
1. holdsAt(F,T) => initiatesAt(F,T)
2. holdsAt(F,T) => terminatesAt(F,T)
3. initiatesAt(F,T) => holdsFor(F,T)
4. terminatesAt(F,T) => holdsFor(F,T)
Clearly, holdsFor is the most ambiguous, and holdsAt is the
least ambiguous, of these relationships. (Note that these ETCs
are related to, but different from, the similarly named relations
used in the event calculus [11].)

The findETC procedure determines the event-time
connector to be used for a newly inferred event, given the
event-time connectors (ETC1 and ETC2) of its two
component events and the temporal relations set (tRelSet) that
relates the times of those two components.

Procedure findETC(ETC1, ETC2, tRelSet)
if initiates(ETC1, ETC2, tRelSet)
then if terminates(ETC1,ETC2, tRelSet)

then return holdsAt
else return initiatesAt

else if terminates(ETC1, ETC2, tRelSet)
then return terminatesAT
else return holdsFor

Procedure initiates(ETC1, ETC2, tRelSet)
return (ETC1  [holdsAt, initiatesAt]

 tRelSet  [s,d,f,oi,si,=])
 (ETC2  [holdsAt, initiatesAt]
 tRelSet  [o,s,si,di,fi,=])

Procedure terminates(ETC1, ETC2, tRelSet)
return (ETC1  [holdsAt, terminatesAt]

 tRelSet  [o,s,d,f,fi,=])
 (ETC2  [holdsAt, terminatesAt]
 tRelSet  [f,oi,si,di,fi,=])

If the ETC of an event is changed, that change may
propagate to all the events of which it is a component, and so
on, recursively, but it does not affect temporal relationships.

6 Incompatible events
Incompatible events are those which cannot hold

simultaneously. These sets of events can be an important
source of constraints on both temporal relationships and ETCs
in that (1) incompatible events cannot temporally overlap one
another in any way, and (2) if two incompatible events
temporally meet (m), the first is constrained to terminate, and
the second to initiate, at the point where they meet.

In general, incompatiblity of events is a matter of world
knowledge. However, since the RCC8 spatial relations are
pairwise dijoint, different sRel events relating the same
objects by disjoint spatial relation sets will be incompatible
with one another since no (classical) object can be in two
different places at once.

7 Representing motion events
Motion events contain spatial paths as part of their

meaning. The defining properties of paths are (1) regions on
a path may be visited repeatedly, as can happen in, for
example, running around a circular track, and (2) paths are
given lengths using purely spatial measures, e.g., five miles.
Therefore, paths cannot be understood simply as the join or
the sum of the instantaneous positions of the event, nor are
they understood as four-dimensional spatio-temporal objects.
Instead, we treat paths as sequences of positions, each
indexed by a point or granule of time.

Motion is always relative to some frame of reference, so,
for example, the event of walking down the aisle of a moving
airplane has a different path depending on whether we use the
airplane or the earth as the frame of reference. However, our
current system assumes a uniform frame of reference for all
motion events, so we omit the reference frame role from our
representations.

Jackendoff [10] proposes a classification of paths as they
are expressed by prepositional phrases. All of these paths are
oriented according to reference objects or places. There are
three major types depending on the nature of the path’s
relationship to its reference object: bounded paths, directions
and routes. In this paper, we will only consider bounded paths.
An example of a sentence describing a motion event with a
bounded path is “John walked from the house to the store”.
Bounded paths include source paths, in which the reference
object occupies the initial position in the path, and goal paths,
in which the reference object occupies the final position in the
path. Source path expressions usually use the preposition
from, as in “from the house”, and goal path expressions often
use to, as in “to the store”. Conceptual analyses of bounded
paths can be found in [7], [4] and [2].

Following is an example of how we represent motion
events with bounded paths, in this case the sentence “The
robot moved from outside the box to inside the box”, where
“outside the box” is the source and “inside the box” is the
goal.
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% A robot has a position. (a be-pos state)
inst(e1, be-pos)  theme(e1, robot1)  holdsFor(e1, t1)
 loc(e1, l1)

% The box has a position. (a be-pos state)
inst(e3, be-pos)  theme(e3, box1)  holdsFor(e3, t3)
 loc(e3, l3)

% The robot moved from the start to the end of path p1 over
% time t4. (a motion event)
inst(e4, moving)  agent(e4, robot1)  holdsAt(e4, t4)
 path(e4, p1).

% The time of the move is during t1 and t3.
tRel(t4, [s,d,f,=], t1).
tRel(t4, [s,d,f,=], t3).
% The position of the robot is given by p1 over time t4.
% (an sRel state)
inst(e5, sRel)  rels(e5, [eq])  holdsFor(e5, t4)
 arg1(e5, l1)  arg2(e5, p1)

% The path of the robot starts away from (disconnected from)
% the box. (an sRel State)
inst(e6, sRel)  rels(e6, [dc])  terminatesAt(e6, t6)
 arg1(e6, p1)  arg2(e6, l3).

% The time of the move is started by (the end of) the time
% when the robot is away from the box.
tRel(t4, [si], t6).
% The path of the robot ends inside the box. (an sRel state)
inst(e7, sRel)  rels(e7, [tpp, ntpp])  initiatesAt(e7, t7).
 arg1(e7, p1)  arg2(e7, l3).

% The time of the move is finished by (the start of) the time
% when the robot is inside the box.
tRel(t4, [fi], t7).

The assumption of continuity of motion [7] would allow
the system to infer that in the time between the robot being
disconnected from the box and its being inside the box, the
robot's position was at one time externally-connected to the
position of the box, then it partially-overlapped the position
of the box, and then it was a tangential-proper-part of the
position of the box.

8 Temporal reasoning
Now that our basic set of representations has been

described, we can look first at temporal and then spatio-
temporal inference. The algorithm that forms the basis for
both our temporal and spatio-temporal reasoners is path
consistency (or 3-consistency), which was first suggested for
maintaining knowledge about temporal intervals by Allen [1].
The version of this algorithm we use is from Shoham [14].
This form of inference is not optimal in that it does not give us
the most precise results possible from the data. Instead it gives
us an approximation to the optimal result, one which is
possibly more ambiguous than the optimal result. However,
this approach is reasonably accurate and efficient and so is
widely used.

The principal variables for the temporal reasoner are: (1)
tNetwork - the temporal network, which is globally accessable,

(2) tList – a list of times, and (3) tQueue – a list of ordered
pairs of times {(i, j) : i  j}.

In the following procedures, tRelSet(i,j) is the set of
temporal relations (a disjunction) holding between times i and
j, and tTable(i, j) is the (i, j)’th entry in Allen’s [1] transitivity
table.

Procedure propagateTimeConstraints(tQueue, tList)
repeat until tQueue is empty
remove any (i, j) from TQueue

connectTIntersectNodeToC(i, j)
for each interval k  tList with k  i, j do

tRelSet(k, j)  tRelSet(k, j) 
timeConstraints(tRelSet(k,i), tRelSet(i,j))

if tRelSet(k, j) changed then add (k, j) to tQueue
tRelSet(i, k)  tRelSet(i, k) 

timeConstraints(tRels(i,j), tRels(j,k))
if tRelSet(i,k) changed then add (i, k) to tQueue

Procedure timeConstraints(tRelSet1, tRelSet2)
tRelSet  empty
for each r1  tRelSet1 and r2  tRelSet2 do

tRels  tRels  tTable(r1,r2)
return tRelSet

The tInference procedure processes the entire temporal
network. This should only be necessary when the network is
first being established, unless a major change is made.

Procedure tInference()
tList  makeTList()
tQueue  {(i,j) : i, j  tList  i  j}
propagateTimeConstraints(tQueue, tList)

The following procedures are used to make various types
of additions to the temporal network. The addNewTime
procedure (given in [1]) is used to add to the network a single
new time i that is to be connected to exactly one pre-existing
time j using tRelSetIJ. propagateTimeConstraints is called
with tQueue consisting of only one pair {(i,j)} and the
complete tList including i.

Procedure addNewTime(i, tRelSetIJ, j)
tList  makeTList()
tList  addToTList(i, tList)
addTRelToTNetwork(i, tRelSetIJ, j)
propagateTimeConstraints({(i, j)}, tList)

processNewTime is used to add a new time i which is
connected to a set tNodes of pre-existing times. This
procedure is primarily used to add temporal intersections, as
will be described in the discussion of the spatio-temporal
reasoner.

Procedure processNewTime(i, tNodes)
tList  makeTList()
tList  addToTList(i, tList)
tQueue  {(i,j) : j  tNodes}
propagateTimeConstraints(tQueue, tList)
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9 Spatio-temporal reasoning
Our spatio-temporal reasoner is essentially an extension

of the temporal reasoner described above. In a temporal
network, each pair of times is always related by exactly one
(possibly ambiguous) temporal relationship. On the other
hand, since spatial relationships hold only for specific periods
of time, pairs of spatial regions may be related by any number
of spatial relationship states. This is responsible for the
difference between temporal and spatio-temporal inference.

The principal variables for the spatio-temporal reasoner
are: (1) stNetwork - the spatio-temporal network, which is
globally accessable, (2) sList – a list of spatial positions, and
(3) sQueue – a list of ordered pairs of positions.

As with the temporal reasoner, the core of the algorithm
consists of two path consistency procedures,
propagateSpaceConstraints and spaceConstraints. The basic
process is that for as long as there are triplets of spatial
relationships that haven't been tried yet, do:

(1) Given any three different spatial regions k, i and j
where a spatial relation Ski holds between positions k and i,
and a spatial relation Sij holds between positions i and j, a
transitive spatial relationship event based on Ski and Sij will
be inferred between positions k and j only if timeOf(Ski) and
timeOf(Sij) overlap, that is, there is a nonempty intersection
interval during which both Ski and Sij hold. A new sRel event
with relation set Ski will therefore hold for the interval
(time(Ski), time(Sij)).

(2) If a new sRel event is proposed, it has to be merged
into the set of sRel states, stateList(k,j), that already exist. If
the new state subsumes, i.e., makes redundant, any preexisting
states, they are deleted from stNetwork. If the new state is
subsumed by an already existing state, then the new state is
discarded, otherwise it is added to the stNetwork and the pair
of positions it relates is added to sQueue.

Procedure propagateSpaceConstraints(sQueue, sList, tList)
repeat until sQueue is empty

remove any (i,j) from sQueue
for each k  sList with k  i, j do

stateList(k,i)  all sRel states relating k to i
stateList(i,j)  all sRel states relating i to j
stateList(k,j)  all sRel states relating k to j
for each stateIJ in stateList(i,j) do

for each stateKI  stateList(k,i) do
if timeOf(stateKI) overlaps timeOf(stateIJ)
then stateKJ  proposeNewSRel(stateKI,

stateIJ, tList)
mergeSRelIntoSet(stateKJ, stateList(k,j))
if stateKJ not redundant

then sQueue  add (k,j) to sQueue
for each stateJK  stateList(j,k) do

if timeOf(stateJK) overlaps timeOf(stateIJ)
then stateIK  proposeNewSRel(stateIJ,

stateJK, tList)

mergeSRelIntoSet(stateIK, stateList(k,i))
if stateIK not redundant

then sQueue  add (i,k) to sQueue

Procedure spaceConstraints(sRelSet1, sRelSet2)
sRelSet  empty
for each r1  sRelSet1 and r2  sRelSet2 do

sRelSet  sRelSet  sTable(r1,r2)
return sRelSet

Whenever a new sRel state is inferred, its time interval
will always be an intersection of two previously existing times.
This intersection must always be checked to see if it already
exists. If so, it is already fully connected to the temporal
network, if not, it must first be connected to its components
using Table 1, then it must be connected to all the other time
intervals in the system using Table 2, as described in section
4.

Procedure proposeNewSRel(State1, State2, tList)
sRels  spaceConstraints(sRelSetOf(State1),

sRelSetOf(State2))
newTime  makeTIntersect(timeOf(State1),

timeOf(State2))
if newTime not in tList then

connectIntersectToComponents(newTime)
connectIntersectUsingTable2(newTime, tList)
processNewTime(newTime,

[timeOf(State1), timeOf(State2)])
return makeNewSRel(newTime,sRels,arg1Of(State1),

arg2Of(State2))

A spatial relation state S1 relating positions k and j is
redundant if there already exists a spatial relation state S2
relating k and j such that timeOf(S2) contains timeOf(S1) and
sRelsOf(S2) is a subset of sRelsOf(S1). If S1 is redundant it is
simply discarded. If it is not redundant, then we still need to
check to see if it renders any other spatial relation state
redundant. If so, the redundant relation states must be deleted
from the network. The procedure mergeSRelIntoSet describes
this process.

Procedure mergeSRelIntoSet(S1, StateList)
for each S2 in StateList do

if time(S1) during time(S2)  rels(S1)  rels(S2)
then return S1 is redundant
else if time(S2) during time(S1)  rels(S2)  rels(S1)

then delete S2 from stNetwork

The following two procedures start spatio-temporal
inference. stInference runs inference on the complete
stNetwork, while addNewSNode is used to add a single new
sRelState to the network. sInference should only be run when
the stNetwork is being first established or if there are major
changes.

Procedure stInference()
tInference()
sList  makeSList()
sQueue  {(i,j) : i, j  sList  i  j}
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propagateSpaceConstraints(sQueue, sList)

addNewSNode is used to add a single new sRel state to
the network connecting positions i and j with the relation set
sRelsIJ and the time newTime. addNewSNode triggers spatio-
temporal inference but only on the newly related positions, so
it is very efficient.

Procedure addNewSRel(i, sRelsIJ, j, newTime)
sList  makeSList()
makeNewSRel(newTime, sRels, i, j)
propagateSpaceConstraints({(i,j)}, sList)

10 Conclusions & future work
In this paper we have described the current state of our

system for qualitative spatio-temporal reasoning. The system
consists of (1) a spatio-temporal reasoner based on an
extension of the path consistency algorithm to allow inference
of new spatial events, (2) procedures to connect the maximal
temporal intersections that are the times of these new events
into the temporal network, and (3) procedures to create and
update the event-time connectors that relate these events to
their times. The system as described in this paper has been
implemented in Prolog as part of a mobile robotics project,
but we are still experimenting with the most effective ways of
combining these components together.

We have three immediate goals for the future expansion
of this system. (1) We need to expand the coverage of the
spatial representational system by incorporating locative
functions, that is, functions from regions of space to regions of
space. [10], [9] and [13] contain many examples of such
functions. (2) As described in the discussion of the spatio-
temporal reasoner, newly inferred transitive spatial
relationship states have times which are temporal
intersections. So far, this is the only part of the system that
combines time intervals. Aside from the inference of these
states, temporal intersections and unions seem to be primarily
useful in spatial question-answering. For this reason, we plan
to add the ability to infer intersections and unions of temporal
intervals at query-time. (3) So far, the temporal component of
the system is purely interval-based. We plan to introduce a
granularity into the temporal representation that is suitable for
a mobile robot.
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Abstract - A crowd in an emergency situation located inside a 

public space, they will evacuate from that space. Crowd 

evacuation is a dynamic process which relies to a variety of 

environmental factors, as well as crowd specifications itself. 

To help people out of danger, rapidly and safety, we need to 

have a previous plan for any public space, which is obtained 

by collecting information of crowd evacuation in different 

situations, for that space. Simulating a public space virtually, 

helps us to study on crowd evacuation, in terms of considering 

all possible kinds of behaviors that are as symptoms of 

evacuation during emergencies. Using such strategy, keeps 

any possible injuries limited to the virtual simulated 

environment and hence we are able to study on real events 

with no cost of occurring any damages. This paper 

demonstrates application of optimized Imperialist Competition 

Algorithm to exit doors of indoor spaces to find the best 

possible locations for them, and also to estimate the minimum 

required width for each door in order to be able to evacuate a 

crowd out of risk in a reasonable time, and with the most 

possible safety. 

 

1 Introduction 

  In the developed countries, people spend most of 

their lives in indoor spaces. Often, large groups of people 

are gathered at the same location for leisure or work 

purposes. We consider these groups as crowds. Generally, a 

crowd is defined as a set of agents as particles who are 

gathered at one physical location to share or follow some 

common activities [9].  If a life threatening emergency such 

as fire or earth quake occurs, there should be efficient and 

reliable ways available for people to rapidly evacuate 

buildings. Evacuation becomes more complicated when 

observing to increase number of people inside space, or 

increasing the time that occupants need to remain at the 

location. Derived from safety concerns in indoor spaces, 

there is a force to evacuate that people toward exit openings. 

This has best been modeled in terms of a game among 

members of a crowd [8], Game theoretic modeling and 

analysis as well as a extensively validated fire evacuation 

simulator are reported from a finish research center [8]. We 

will focus more closely on characteristics of a crowd in the 

context of an emergency that requires evacuation. Although 

each group has a shared set of goals among its members, 

individuals do not necessarily decide on sharing similar 

actions. This is especially true when they encounter 

dangerous situations such as fire. In such cases, because of 

fear and natural instinct for survival, individuals will take 

separate, individualistic actions to address their own needs 

for survival. They will not follow group patterns for action 

selection. This is similar to what one can expect when a 

crowd of people is running away from source of danger 

(e.g., a fire) towards a safe place [11]. 

The idea of evacuating a crowd is not limited to 

humans and it pertains to all other types of animals. The 

safest exit doors should be able to evacuate not only humans 

but all kinds of animals that might be present in indoor 

spaces. This urges us to consider appropriate designs for exit 

doors. Buildings must adhere to an acceptance standard to 

be able to evacuate people who are inside it in an 

emergency. In most cases, such standards must account for 

combinations of exit doors including stairs and ladders. 

Emergency evacuation conditions of a crowd and 

abstraction of the real crowds are modeled by [13], [1]. The 

required number of exit doors will vary based on the size 

and architecture of each environment. One of the most 

important considerations about locating exit doors is having 

evacuation rate for public space. The goal is to evacuate 

most number of people in least amount of time. Lacking 

such strategy leads us having serious problems in 

emergency situations, even if exit doors themselves are built 

and located in safe and reliable positions. To make this 

clear, we point to stampeding events, which are one of the 

most common occurrences during an emergency. A 

stampede can occur due to human reaction to unexpected 

sets of events. People will herd and push each other in 

competition to reach the exit doors. People who are in 

emergencies often behave irrationally, largely based on 

reactions to the information available to them at the time. 

For instance, studies of evacuations in fires such as in [12], 

and in [4], indicate that people tend to leave gathering 

venues through the original pathways they entered. This 

holds even people have better solutions in terms of 

availability of closer, more accessible exit doors. This can 

be seen as irrational behavior. In fire, the smoke and heat in 

fires create limited visibility, which may cause people to 

seek escape through an exit door that they already know 

exists if they are unfamiliar with other possible choices. 

To study and simulation crowd, macroscopic models are 

computationally less expensive because they consider less 

detailed interactions among people and with their 

environment. Instead, mathematical models are used to 

describe crowd movements as liquid flows [5], [6], [7]. 
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2 An Overview of Environmental and  

Exit Door Features 

 As one of the most important steps to studying, 

designing and locating exit doors, we have to consider salient 

attributes that can directly or indirectly affect exit doors 

designs. In the following we outline several of these key 

attributes. Specifications of attributes for people present 

inside the public space, such as their health status, or their age 

range will lead to a better and safer selection of exit doors in 

terms of design and location for each. In case of considering 

only human beings in our environment, we can use particle 

systems that were proposed in [2], to simulate human 

behaviors. Based on particle swarms theory, each agent is 

considered to be a particle, augmented with a state and a 

feedback function to dominate its behavior. All agents‟ 

behaviors constitute the whole system‟s performance. Particle 

systems are also used for modeling the motion of groups with 

significant models of physics [2], [3]. Considering the 

number of individuals leads having a more accurate 

estimation. As an important factor, it should be taken into 

account while deciding widths and locations for exit door. As 

we pointed in previous examples, absence of these attributes 

was the main reasons for injuries and deaths. The width of 

exit doors should be determined relative to the proportion of 

the crowd. Time is another important attribute that should be 

accounted while designing and locating exit doors. On the 

other hand, exit doors should be able to service evacuation of 

the crowd through them in the minimum possible time. This 

will reduce the number of people who may potentially lose 

their lives due to breathing poisoned air, or stampeding of 

herding behavior. 

3 Imperialist Competition Algorithm  

(ICA) 

The Imperialism competitive algorithm is a natural inspiration 

method, which can solve variety types of optimization 

processes. It classifies as an evolutionary algorithm that relies 

on collecting a set of candidates random solutions, called 

initial countries. At the beginning, each country may have a 

different size of population, based on its features. A few such 

countries that have the most power among are called empires. 

After forming empires, all remaining countries, are called 

colonies. As a strategy, each empire, tries to extend its power 

and royalty of its government beyond its territory by trying to 

absorb and control the weaker countries as its colonies. At the 

end of initialization process, all colonies with their 

populations are divided among imperialists based on their 

powers. The total power of each empire, defines based on the 

power of the imperialist country itself, as well as the total 

powers of respective colonies. In other terms, this model 

obtains the amount power of each empire by adding the 

imperialist country itself and the mean power of its colonies 

in percentage. In the beginning of competition process, all 

colonies start moving toward their relevant imperialism 

country. In other hand, the imperialistic competition begins 

among all existing empires by increasing their power that 

earns by stimulating to take control on more colonies. During 

the process, any empire that is not able to increase and 

developing its power, or preventing losing its colonies, will 

be replaced [10], and hence eliminates from the competition. 

4 Application of Optimized ICA 

Based on ICA, the solution consists of many different 

sections. In order to focus on crowd evacuation, as well as 

people inside a public space, and exit doors, many sections are 

optimized to meet our research project requirements. At first 

glance, the examined space is classified to have three different 

kinds of components: exit doors, obstacles, and people present 

inside. The obstacles themselves can be categorized into two 

different groups. The first group includes the ones that are 

installed inside the public place, based on a previous plan. The 

second group may be formed accidentally, during 

emergencies, such as smoke, debris, and the wall or ceil parts 

that can block the whole, or a part of environment. Each exit 

door, represent a country. By initializing, they can have a 

population gathered around them. The people inside the space 

are considered as the population. Based on each person‟s 

distance from each exit door, as well as the velocity that each 

one may has based on some physical body features, they are 

classified to belong to the nearest exit door at the beginning. 

For instance, the equation     ,       ,…,      
 , denotes a 

group of exit doors, where each     , represents a separate 

door. Each exit door, measures with a floating point number, 

which indicates the cost of it. The cost of each exit door, 

determines by the total number of people who are belong to 

that door. In the public space, the walls that have any 

unblocked exit door on them called a valid region. A 

collection of an exit door with its population is called a zone. 

The size of each zone might vary based on the size of that 

particular exit door as well as the total number of population 

that belongs to that door. Each person inside the space, as an 

entity, has a speed to reach to its designated exit door. At the 

beginning of the process, the initial cost for each exit door is 

captured by          (              (        

         (       , where „m’ is the initial value of each 

exit door as initial. The velocity of population is showed by 

 (     (     (      (     , where     represents as a 

person inside the public space. To find the best possible exit 

door for each person, we use the following equation:     

       {   (          
)    (           

)} . On the 

other hand, dependencies for each exit door are measured and 

determines by evaluating the maximum speed and the 

minimum distance from each exit door. After the initialization 

phase, we may have many different valid regions. Each valid 

region may have many exit doors. Each exit door as an 

empire, has a zone including population as its colonies, belong 

to that door. At the beginning of the process, we consider any 

separator walls that divide the interior area from the exterior, 

as a valid region. As initial locations of exit doors, based on 

the potential crowd inside space, each valid region may have 

one or more exits in same distances from one another. Each 

exit door has an initial width that will be determined based on 
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the number of people that gather around it. We note this initial 

width as  . For example    is the width of     exit door. 

Assuming crowd forms randomly inside the space, the 

application classifies each person as a colony to be dependent 

to the nearest exit as its calling an empire. To increase 

accuracy and also accounting for possible symptoms that 

crowd may have while emergencies, initially, we considered 

having a number of people as colony to choose their exit door 

as empire randomly regardless of distance. This may occur in 

the real world, for some reason, such as smoke covers the air 

and hence limited the vision site of people inside public space 

that leads choosing an inefficient exit door as the best solution 

to evacuate through. 

When the process starts, people move toward the 

nearest exits to which they belong. If a person reaches and 

crosses through any exit door, it is removed from the 

process of evacuation. Hence that exit door as an empire 

loses that person as a colony. This reduces empire‟s power 

consequently. Based on the capacity and status of each exit 

door to evacuate people at each moment, and also with 

respect to other exit doors, exits as empires, they will try to 

raise their power by absorbing other colonies of people, 

from any other zones, into their own zones. In the real 

world, when an exit door has more capacity to evacuate 

people than those people around it, the other people who are 

currently trying to evacuate toward other exits might change 

their exit door, to the one with the least risk and lower 

number of people around it. As another reason to change the 

zones by people inside, we can address formation of 

unwanted obstacles, such as smoke or debris that are 

symptoms of emergencies. In case of presence of obstacles 

between a person and his chosen exit door, he tries to find 

the shortest path to turn around toward the exit. If there are 

other exit doors located closer to such a person changing the 

zone belongs to that exit door might be the best option for 

that person to choose. In other terms, this is a way for 

empires to increase their power. The following figure 1 

shows a person, and an obstacle, which is located between 

him and his zone. 
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Figure 1. A person as a particle and an obstacle located 

between him and his optimal exit door with another exit 

door as an alternative to change the zone 

 

Figure 1 shows obstacle    forms during an emergency 

situation. The routes to reach the current optimal exit door 

are based on the following equations:        , 

        . If there was another exit say exit door 2, located 

at a close distance of such person, the distance from it is 

calculated based on        . Considering that exit is capable 

to accept more people to evacuate, Figure 2 is a decision 

flowchart which may apply to a particle as a person, in order 

to continue staying at the current zone, or changing it to the 

exit door 2. 
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Figure 2. Decision flowchart to decide about to staying 

or leaving zones 

 

We can consider other kinds of objects, between 

particles and exit doors at any time as obstacles. For 

example, any other person, or group of people who are 

located at any positions between any person and his optimal 

exit door can be classified as obstacles. In such cases, 

following the decision flowchart to decide about to staying 

or leaving zones by people as particle is essential. The 

process of evacuation continues until all particles as people 

evacuate through available exit doors. Based on the number 

of people who could evacuate successfully, using equation 

1, the application determines the best possible width of each 

exit. 

 

    ⌊
∑    

∑  
⌋      (          (   

 

Here    is the suggested width obtained from 

experiment cycle for exit door,  .    is the number of people 

who changed their zones during the experiment for any 

reasons.   is a constant that can be vary based on the 

examined public space and the native architecture standards. 

Here we assumed      , as the default value. Each exit 

door, based on its status during the experiment, may have a 

different W. based on this value, the amount that should be 

added to each exit, obtains. To increase the accuracy, we can 

repeat the experiment until the W became either minimum 
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or very close to its previous value in last experiment. At the 

end of process, the total amount of value that should be 

added to each exits, determines by equation 2. 

 

   ∑           (   

 

   is the total optimized amount in inches that should be 

added to exit door  .    is the first initialization value that 

    exit door had at the beginning of the first period of 

experiments, and    is the total value that earned during 

experimental processes. 

5 Conclusions 

 This paper has explored the implementation and 

adaption of the optimized imperialist competitive algorithm to 

a sample indoor layout to demonstrate a solution for locating 

the best exit doors. The results of our implemented system are 

applied to prototypical scenarios has demonstrated that the 

location of each exit door in an indoor space can affect 

significantly in terms of evacuating the crowd out of danger 

in emergency situations. Future work will account for 

complex floor plans. We will also relax our assumption about 

traps so we can add to realism of evacuation chaos with 

unexpected clutter and debris. 
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 Abstract - The previous researches of GPS positioning for 
navigation all focus on performing preliminary GPS data 
ranging error filtering by Kalman filter first and then 
calibration with the map matching method. However, this 
approach requires the accuracy of the GIS map. This paper 
proposes a GPS data calibration technique for navigation 
which entirely depends on human behavior to further calibrate 
GPS data from Kalman filter without map information under 
any unprepared environment. The study adopts the context-
aware approach to fully explore user’s behavior and rectify 
GPS data from Kalman filter accordingly. The presented 
method is coined as Perceptive GPS (PGPS). It starts with 
extracting user’s feature data from Kalman filtered GPS data 
to classify his current state. Newton Markov Model (NMM) is 
then introduced from Hidden Markov Model to capture the 
user’s motion state. Based on NMM, PGPS technique records 
the GPS carrier’s behavior into a Transition Probability 
Matrix (TPM). This TPM is then used to infer the behavior of 
the GPS carrier from the online received GPS data and 
calibrate GPS carrier’s position accordingly. Finally, a series 
of experiments to validate PGPS technique are conducted and 
fully discussed at the end of the paper. 
 

 Keywords: Augmented Reality, Context aware, Hidden 
Markov Model, Entropy. 
 

1.  Introduction 
 The GPS navigation system in the market is composed by 
positional signal module, geographic information system(GIS) 
and user interface module[1]. The legacy GPS systems use the 
map matching technique to calibrate GPS data during 
navigation. The map matching approach always tries to fit the 
GPS data to a road that has shortest perpendicular distance. 
However, when there are two nearby parallel roads, the map 
matching approach will hop between these two roads so as to 
cause the serious cognitive disorder. Furthermore, owning to 
human cognitive errors caused by those traditional 2D map 
guiding, the live-view GPS navigation system has been 
proposed and also attracts much attention[2]. The live-view 
GPS navigation system adopts Mobile Augmented 
Reality(MAR) technology to overlay directional arrow on the 
live-view image to provide intuitive navigational information. 
Due to the lack of 2D map display, the map matching 
technique does not apply to live-view GPS navigation system. 
Along with the rapid evolvement of silicon technology in 
recent years, most of mobile devices, such as smartphone, 
nowadays are often equipped with camera, wireless network, 

the Global Positioning System (GPS) receiver and a variety of 
sensors. Such smart mobile devices allow users to 
interactively perceive their environmental information, such as 
location, personal ID, temporal or spatial information. Hence, 
it is a booming trend in the recent years to employ smart 
mobile device as a platform for developing the live-view GPS 
navigation system. For example, Wikitude Drive[3], AVIC-
VH09[4] and Route 66 Maps+[5] systems are three well-
known systems which have released their demo videos in 
YouTube. 
 However, since such built-in GPS receiver is susceptible 
to the environmental interferences, most of MAR applications 
utilize auxiliary equipment such as inertial sensors to calibrate 
GPS ranging error. One of the earliest MAR navigation 
applications that used GPS as a positional sensor was Touring 
Machine[6]. To get the accurate signals in urban street 
canyons, it redesigned vessel-based GPS receiver with a bulky 
wearable computer.  
 Fong et al.[7] in 2008 applied Differential GPS Carrier 
Phase technique to meet high accuracy requirements. They 
proposed a relative position measurement technique from GPS 
carrier phases of two GPS receivers, one is stationary and the 
other is mobile, for high precision positioning toward outdoor 
MAR applications. Such differential GPS carrier phase 
technique required at least a three-dimensional coordinates of 
reference receiver to stay fixed on a known control point. 
Therefore, the practicability of this approach is still not 
adopted by most of the mobile augmented reality systems 
applications yet.  
 Most existing commercial GPS navigation systems are 
still restricted by the inaccuracy of built-in GPS chip and 
employ Map matching algorithm[8] to solve GPS ranging 
error problem. For live-view GPS navigation system, because 
2D electronic map is unable to be displayed on the screen, the 
Map matching algorithm becomes worthless to calibrate GPS 
data. We must rely on the cognitive user’s behaviors to 
calibrate ranging error during live-view GPS navigation 
process. 
 In this paper, the technique has been proposed[2] to 
perceive user’s behaviors for live-view GPS navigation 
system. We explore the context-aware approach to perceive 
user’s behavior to calibrate the GPS ranging error accordingly 
and the presented algorithm is named as Perceptive GPS 
(called PGPS thereafter). PGPS extracts user’s feature data 
from the received GPS data to classify his current state. The 
modeling method of PGPS is then introduced to infer a 
plausible motion state of the user. This perceived motion state 
is then cross-referenced with the classified current state to 
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reduce the possible noise and accumulative error of hardware 
sensors, further to correct GPS data error accordingly. 

2. Related Works 
 Context-aware technique is originated from Pervasive 
Computing to deal with understanding user’s behavior from 
the sensed environmental data and to provide proper service to 
the users accordingly. The so-called Context composes of 
“Con” and “Text”. “Con” stands for connection and “Text” is 
related to user’s surrounding information. Such data depict 
information of the user’s states, including identification, 
spatial and temporal information, activities and others. In 
other words, a context-aware system is capable to extract and 
interpret context data from sensors to infer proper services for 
the users. The greatest challenge of designing such a system is 
the complexity of collecting, extracting, and reasoning the 
contextual data. 
 The previous context-aware studies regarding modeling 
and reasoning user’s behavior from GPS data can be classified 
into time-series model and state-space model. Time-series 
model is based on the past temporal GPS raw data to profile 
human behaviors. For example, in 2004, Patterson et al.[9] 
utilized joint conditional probabilities between GPS data of 
user historical footprint and the terrain geometry of physical 
environment to predict user’s transport behaviors and then 
infer the user’s location. Different from time-series model, 
which is usually limited by the past finite GPS data and 
complicated environmental information to infer, the state-
space model classifies GPS data into abstract state space to 
model the user’s behavior and then to infer his location. The 
advantage of state-space model in this approach can reason 
user’s behavior without being influenced by the fixed length 
of temporal sequence. It can easily couple with inertial effect 
to dramatically reduce the computational complexity. For 
example, Patterson et al.[10] applies state-space model to GPS 
data collected from the GPS receiver carried by animals to 
observe the animal behaviors. This research proves that it is 
feasible to perceive and model state space of animal behaviors 
through GPS data. 
 Most state-space model studies are based on 
environmental types to predict subject’s motion state. Liao et 
al [11] applies hierarchical Dynamic Bayes Network(DBN) or 
Conditional random fields(CRF) to GPS data from different 
vehicles to infer their respective transport models. Due to the 
lack of speed and acceleration, this method is only feasible to 
monotonous or long-distance moving behaviors. In order to 
discuss more complicated motion states, the spatial conceptual 
maps[12] applies geometric relationship of physical 
environment to the state-space model to solve GPS data error 
problems. However, these studies did not use user’s real-time 
motion states as the predictive basis; therefore, they can not be 
applied to an unprepared environment.  
 All these models discussed above were built on the 
assumption of a known or prepared environment. Further, 
since GPS receiver is susceptible to environmental 
interference the efficiency of user’s state space model will be 

easily affected by an unknown or unprepared environment and 
lead the inaccuracy of GPS positioning. Hence, previous 
researches also require the accuracy of GIS map. The goal of 
this research attempts to perceive user’s behavior from GPS 
data alone without specifically observing user’s behaviors. In 
other words, this research treats GPS receiver as a sensor to 
acquire user’s behavior and further to amend filtered GPS data 
accordingly. To achieve this goal, context-aware[13] 
technique is employed to explore the received NMEA 0183 
formatted GPS data and to perceive GPS carrier’s behavior 
accordingly. Since GPS data represents the snapshot of 
momentum changes of carrier, we can use Newton’s Laws of 
Motion[14] to interpret GPS data. Therefore, an enhanced 
HMM by integrating Newton’s Laws of Motion, coined 
Newton Markov Model(NMM), is proposed to reason user 
behavior from GPS data. The GPS carrier’s behaviors in 
different environments are then captured into the Transition 
Probability Matrix (TPM) of NMM. This TPM is later used to 
perceive carrier’s online motion status and further effectively 
amend the GPS data. This approach is named as Perceptive 
GPS (PGPS) method. 

3. Rational of PGPS 
 In order to perform the context aware computation on 
commercially available GPS module, the context of the GPS 
carrier has to be decided first. While the context is a sequence 
of data that represents the states of behavior of GPS carrier, 
the context should be derived from GPS data. However, GPS 
data itself contain multiple dimensions of information, such as 
altitude, longitude, latitude and course etc., not all of them can 
be used for state reasoning directly. Because the goal is to 
perceive the behavior of GPS carrier from the received GPS 
data, the selected context has to contain spatial and temporal 
information of the GPS carrier. Furthermore, the context of 
GPS data has to be capable to highlight the motion of the 
carrier without being interfered by the environment. Under 
such prerequisite, the feature data for behavior aware 
computation is further extracted from GPS data. Therefore, the 
first issue of this research is to decide what the contexts 
hidden in GPS data are and how to extract them into the 
required feature data? The next question then focuses on how 
to classify the feature data into liable state that represents the 
behavior of GPS carrier? When the meaningful states are well 
defined, the subsequent issue is how to create the model of 
behavior of GPS carrier from the classified states? 
Importantly, in order not to be influenced by the discrepancy 
of different environments, this model must be in line with the 
innate characteristic of the GPS carrier so that the intention of 
GPS carrier can be captured. After the model is built, the final 
question is how to use the model to infer carrier behavior and 
amend GPS error data interactively? 
 To solve the above four issues, two phases, which are 
learning and perception phases, and five executing stages, i.e. 
feature extraction, state classification, learning, perception and 
amendment stages, as shown in Figure 1, are designed. 
Feature extraction stage extracts GPS carrier’s feature of 
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motion from GPS data such as speed over ground(SOG), 
position and course over ground(COG) information. The 
extracted feature data include user’s displacement, velocity 
change, and the course difference between two consecutive 
GPS data. Based on the momentum changes, the state 
classification stage then uses feature data to classify GPS 
carrier’s behavior into pre-defined modeling states. The 
classified state is coined as the current state(CS) of GPS 
carrier. 

 
Fig. 1. PGPS process diagram 

 

 Perception needs to know the past history of the GPS 
carrier. The proposed technique is composed of learning phase 
and perception phase to perform the online perception. During 
the learning phase, outputs of state classification are analyzed 
by Newton’s Laws of Motion to compute the state transition 
probability among modeled states. These state transition 
probabilities are then collected into a Transition Probability 
Matrix (TPM) to represent the habitual behavior of the user on 
that period of time. In other words, the value of TPM is filled 
in the form of momentum change of user’s motion. This TPM 
then becomes inference foundation of the perception phase 
when the user performs online perception next time. Hence, in 
order to distinguish TPMs between the learning phase and the 
perception phase, subscript t of TPMt represents new TPM 
derived from the current learning phase while subscript t-1 of 
TPMt-1 denotes TPM from the previous learning phase. In 
short, during the online perception, new TPM, i.e. TPMt, is 
interactively built to record user’s current habitual behavior 
and previous TPM, i.e. TPMt-1, is used to forecast the most 
likely current status of the user, called the perceived state(PS). 
Finally, the amendment stage fine-tunes of the GPS positional 
and course data are based on the differences between PS and 
CS. Detail description of each stage layout is displayed at the 
following sessions. 

3.1 Feature Data Extraction 
 Among GPS sentence functional formats, NMEA 
0183[15] is the most widely used standard nowadays. NMEA 
0183 format regulates longitude, latitude, speed, UTC time, 
orientation, and satellite information, and so on into more than 
ten different sentences. Among these sentences, GPRMC, 
GPGGA, GPGSA, and GPGSV are four sentences that contain 
important contextual information of GPS carrier, as shown in 
Table 1, to capture its snapshot behavior. 
 

Table 1. The context data from NMEA 0183 
Course over ground PDOP SNR Visible satellites 

UTC time latitude longitude Velocity over ground

 Since each GPS data is the snapshot of GPS receiver at an 
instant of time, the study assumes that the GPS carrier is a 
rigid body and the sequence of received GPS data is the 
trajectory of GPS carrier. Under the assumption of Newton’s 
motion physics, this study applied Newton’s second Law of 
Motion, ( ) /F d mv dt , to calculate the momentum of GPS 

carrier and to analyze the motion of GPS carrier accordingly. 
Based upon Newton’s second Law of Motion, the momentum 
change is induced by the displacement, velocity change and 
course difference. Since the location information embedded in 
GPS data is denoted in latitude and longitude, Haversine 
formula[16] is adopted to compute the displacement ∆x. 
Subsequently, the displacement (Δx), the velocity difference 
(Δv) and the course difference (Δθ) of two consecutive GPS 
data are extracted as the feature data to detect the behavior 
change of GPS carrier. 

3.2 State Classification 
 After the feature data are extracted, they can be used to 
estimate current state of GPS carrier. The question is how the 
GPS carrier’s behaviour is classified from the above feature 
data? Newton's second Law of Motion tells us that the 
momentum change may be caused by the alteration of mass or 
the variation of velocity. Under the assumption that the GPS 
carrier is a rigid body and its mass is fixed, the momentum 
change is dominated by the variation of velocity. 
Consequently, ∆v should be the first element to classify GPS 
carrier’s behaviour from the received GPS data. Further, there 
is no doubt that the ranging error of GPS data is indeed 
embedded in the value of displacement ∆x which naturally 
becomes the second classification key. Finally, the difference 
of course, ∆θ, then turns into the last component for 
classification. Hence, with the help of Newton's Laws of 
Motion, the computed feature data Δv, Δx, Δθ can classify 
GPS carrier’s behaviour into 7 reasonable states:  
stationary(Ss), linear cruise(Slc), linear acceleration(Sla), linear 
deceleration(Sld), veering cruise(Svc), veering 
acceleration(Sva), and veering deceleration states(Svd). In other 
words, based upon Newton's Laws of Motion, this research 
assumes that the behaviour of GPS carrier can be modelled by 
the set S = {Ss, Sla, Slc, Sld, Sva, Svc, Svd}. In order to 
accommodate the innate ranging errors reside in GPS signal, 
three threshold values, , ,v x    , of feature data ∆v, ∆x, ∆θ, 

respectively, are assigned for state classification. However, 
although the classification rules are derived from Newton's 
Laws of Motion, due to the GPS data ranging error, some 
classified states are against the law of nature and, hence, are 
collectively called Group X. Table 2 summarizes the above 
classification rules and the result of classification. 
 To further model the behaviour of GPS carrier by states in 
S, the Markov model is applied to Table 2 to deduce a state 
transition diagram as shown in Fig. 2 and it is named Newton 
Markov Model (NMM) thereafter. To facilitate the following 
discussion, the state sequence of a GPS carrier is expressed as 
{Si}, with i indicates a discrete instance of time and Si  S. 
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called a stable TPM. The stable TPM of the system can help to 
predict whether the user’s behaviour is stable or not. 

3.4 Behavior Perception 
 The stable TPM becomes the criteria to predict the 
optimal current state during online perception phase. This 
prediction is conducted by finding a maximum transition 
probability over all possible current states from a known 
previous state. To further increase the accuracy of prediction, 
this paper exercises previous two consecutive states i, j to 
compute the most possible current state k. Hence, the stable 
TPM derived from the learning phase will be in the form of a 
three-dimensional state transition matrix as shown in (4). 

2 1 , ,TPM [ ( | & )] = ( )t t t N N i j k N N N
P S k S i S j A t    

            (4) 

 As a result, Eq. (5) is the formula to obtain the maximum 
probability of current state from a stable TPM. Namely, Eq. 
(5) gives the maximum value among Ai,j,k for all k with 
previous two consecutive state i, state j. 

, ,
 ,

( | , , ) arg max{ }k i j i j k
given i j

P S TPM S S A k                  (5) 

 The state computed from Eq. (5) is then compared with 
the current state, CS, derived from the state classification stage 
to detect if a GPS ranging error is occurred or not. That is, the 
predicted state, PS, computed from Eq. (5) gives the most 
likely current state based upon stable TPM, whereas the state 
classified from Table 2 is the possible current state according 
to the received GPS data. Hence, the comparison between 
these two states from two different sources can give the clue to 
detect GPS ranging error. Although Eq. (5) allows us to use 
the past experiences recorded in TPM to infer the most likely 
current state, yet, this computation still has some problems. 
For example, when Ai,j,k is 0 or the computed maximum 
probability is not an unique value, the computed state would 
become ambiguous. Furthermore, when the perceived state, 
PS, from Eq. (5) is not the same as the current state, CS, from 
Table 2, there is no absolute conclusion on whether it means 
the received GPS data has ranging error or the GPS carrier is 
changing its habitual behaviour. 
 After conducting a series of experiments, the above 
problems can be summarized into the subsequent four possible 
scenarios. First, the GPS signal has the ranging errors caused 
by the environmental effects. The second case is that, GPS 
carrier is changing from one state into another during activity. 
The third scenario which we suppose it could be the prediction 
of current state is incorrect. The final situation is the habitual 
behaviour of GPS carrier has changed. Hence, the solutions to 
these four cases are discussed as below. 

(1) When GPS signal has the ranging errors caused by the 
environmental effects, the received GPS data will not 
follow Newton's Laws of Motion. Hence, the received 
GPS data have to be amended according to the 
perceived state; so that it can be used to infer the 
following state with the stable TPM. 

(2) The second case is that the GPS carrier is currently 
changing its state during activity. Since stable TPM 

records the inertial behaviour of GPS carrier, the 
original inertia may also be changed when the GPS 
carrier is switching from one state into another. In this 
case, the perceived state from Eq. (5) is wrong. In 
order to distinguish this case from the first case, a 
mechanism is designed to detect the change of inertial 
status of GPS carrier. Since the inertia has the 
characteristics of continuity, a posture threshold 
parameter, pt , is designed to count the number of 

consecutive state change. That is, 1pt pt    when 

the perceived state from Eq. (5) is continuously 
different from the classified state by Table 2. An 
inertial threshold φ is further defined for each GPS 
carrier so that when pt 

,
 it implies that the GPS 

receiver is changing its state. The system will then 
believe that the state of GPS receiver has changed, and 
trust the classified state from the received GPS data as 
the accurate current state. If pt  , we assume the 

system is in the first scenario and amend GPS data 
accordingly. 

(3) The third situation is the perceived state computed 
from Eq. (5) is inaccurate. Since the maximum 
possibility inferred from Eq. (5) maybe 0 or not an 
unique value, it implies the state transition from the 
previous state to current one is undecided or there are 
more than one possibilities of such transition exist. 
Under such circumstances, the perceived state thus will 
become distrusted and another approach is required to 
verify the accuracy of online received GPS data. 
Hence, a cross reference scheme between two 
consecutive feature data sets is designed to achieve this 
goal. If the difference between two consecutive feature 
data sets is within the range of predefined threshold, 
the classified current state from online received GPS 
data is then accepted. Otherwise, the previous 
perceived state is trusted based upon the inertial 
principle. 

(4) The final case is the change of habitual behaviour of 
GPS carrier. Different habitual behaviours will produce 
respective TPMs for online behaviour inference. 
Hence, the corresponded stable TPM for state 
inference and thresholds for state classification are 
switched for further state perception process.  

3.5 Amendment 
 The data amendment approach is related to the 
geographical system. When a GPS error is detected, Dead 
Reckoning[19] is adopted to estimate current position based 
upon its previous position and reasonable state. However, 
since the received GPS data is in latitude and longitude 
format, this estimation must meet the Earth's geographical 
property. Consequently, the tangent line formula is used to 
evaluate the current position of GPS carrier as follows. 
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Towards Automated Scheduling in the Oil Industry:
Modeling Safety Constraints
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Abstract— Maintenance schedules in the oil industry often
consist of several subschedules originating in different orga-
nizational units. Even if these subschedules are locally feasi-
ble, overall feasibility can be difficult to verify by the mainly
manual scheduling procedures used today. One important
cross-cutting concern of large-scale scheduling is safety.
Scheduling problems in the oil industry are characterized
by a large number of absolute safety constraints. As a
step towards automatic scheduling, we formalize the safety
constraints surrounding heavy lifting. These constraints are
interesting since they form an extension of the well-known
jobshop model with cumulative resources. We discuss novel
strategies for dealing with these safety constraints and
demonstrate their usefulness on a set of benchmarks.

Keywords: automated scheduling, constraint programming, safety
constraints

1. Motivation
An oil and gas operator’s objectives are to minimize

the number of hazardous situations, minimizing the en-
vironmental footprint and maximize production. Meeting
these, sometimes conflicting, targets is a complicated and
challenging task, and meticulous preparations in the form
of planning and scheduling are done within all disciplines.
These include drilling & completion, reservoir & production
and operations & maintenance.

The particular scheduling conditions depend on the loca-
tion and age of a field, and on the discipline in question.
At an offshore platform, for instance, maintenance activities
are to be performed in a relatively small, enclosed space.
In contrast, on a land-based field a great many maintenance
activities are scheduled across vast areas. Even though the
particulars of the problems can be different, several aspects
are common for most scheduling problems in the industry.
These aspects include:
• size – the number of activities can be in the range from

hundreds to several thousands;
• complexity – the large number of constraints to be

satisfied makes the (manual) generation of a feasible
schedule difficult;

• dynamics – the operating conditions are continuously
changing, and the dependencies on weather, logistic and
equipment failure will disrupt schedules.

Today’s scheduling routines are naturally shaped by these
aspects. The size of the problem has traditionally been
reduced by splitting the problem into several discipline-
or department-related subproblems. Each separate problem
becomes easier to solve, but the interdependencies between
them are lost. The resulting schedules may therefore be
unfeasible right from the start, and conflict resolution re-
quires good communication between several departments
and companies.

Even though the size of the subproblems has been re-
duced, there is no guarantee that the same applies for the
complexity. Several of the considerations taken into account
are based on the local scheduler’s extensive knowledge of
the problem, and not on formalized constraints. There is
widespread belief that many of these considerations and best
practices are difficult to implement in a solving strategy. This
perception may be correct, but has not been properly tested.

Another implication of size and complexity is the quantifi-
cation of the schedules’ quality with respect to one or several
objectives. If it is already difficult to ensure the overall
feasibility of one schedule, how should several schedule
suggestions be compared to determine the best solution?

The dynamics of the problem is a considerable challenge
during execution of a schedule. Unforeseen events will occur.
Due to the limited time available to reorganize a disrupted
schedule, the simple strategy of postponing activities is often
applied. Such a strategy can be combined with scheduling
initially with slack in order to make room for some dis-
tortion. This might work well if the schedule experiences
the ‘right amount’ of distortion during execution. On the
other hand, if the execution is smooth resources become idle
and new tasks must be prioritized and assigned on the fly.
Anyway, there is no guarantee that distortions larger then
the induced slack cannot occur. In such cases the schedule
is rendered unfeasible and must be rescheduled.

The challenges mentioned above can be met by apply-
ing automated scheduling algorithms providing a consistent
strategy for generating feasible schedule suggestions. To
fully utilize the existing potential, several of the considera-
tions made by schedulers must be turned into formal con-
straints. Some of these can be modeled and solved by well-
known scheduling techniques. Others, for example, safety
constraints, must be handled by tailor-made techniques as
discussed in this paper. The expected benefits are greater
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control and overview of safety issues, better prioritizing of
activities, reduced idle time of resources, improved regularity
of operations and, consequently, increased production.

2. Problem description
Our main focus in this paper is the domain of operations

and maintenance. The problem definition has been simplified
as much as possible while still keeping industry-specific
characteristics such as absolute safety constraints. More
common scheduling elements like cumulative resources and
dependency constraints are included to provide real-world
resemblance. The solution objective is to minimize the
makespan, the total completion time of all activities to be
scheduled. This particular objective aims at efficiency, but
the techniques developed can be applied to other objectives
as well.

The problem is set at an imaginary oil-platform subdivided
into a set of locations. Equipment in need of maintenance
is randomly distributed across the platform, and various
maintenance activities are to be scheduled. The activities
come with a given set of resource requirements and potential
dependencies on other activities. All activities require a
crew to perform them and a location to be performed at.
In addition some activities require a crane because heavy
lifting is involved. The crew and crane resources are scarce,
meaning that they are in limited supply.

Thus far the problem classifies as a ‘Resource-Constrained
Project Scheduling Problem’ [1, RCPSP], which is described
by:
• a set of resources with given capacities;
• a set of non-interruptible activities of given processing

times;
• a network of precedence constraints between the activ-

ities;
• the amount of resources required by the activities.
Even though the RCPSP description is adequate for

a wide range of scheduling problems, there are several
additional constraints, typical for the oil-industry as well
as for other large-scale industrial settings, which do not
fit into this framework. Our objective when generating a
set of problem instances was to ensure that formalized
examples of industry-related constraints were involved. One
such example is the safety situation surrounding dangerous
work, like for instance heavy lifting. Currently such schedule
information is taken into account manually by the sched-
ulers. By carefully formalizing the safety constraints we get
a well-defined problem description for automation.

A solution S(P ) to a problem instance P is a schedule
in which (1) all activities have been assigned a start time
and (2) all activities requiring a crane have been assigned
a crane and (3) all constraints are satisfied. Here (2) in
combination with the safety constraints among (3) goes
beyond the RCPSP framework. The reason is that the safety

constraints are dynamic in the sense that they come into
effect only after a crane has been assigned to an activity.

In the following paragraphs we will take a detailed look
at the problem instances described in the above setting.

2.1 Notation and Terminology
A problem instance P consists of activities to be per-

formed, resources needed to perform activities and con-
straints representing limitations between activities and re-
source use. We distinguish between decision variables, given
constants and derived variables. An example of a decision
variable is the starting time of an activity Acti denoted
vsta(Acti). An activity’s duration is assumed to be fixed and
therefore a constant denoted cdur (Acti). Finally, there are
derived variables like an activity’s end time, which is the sum
of its start time and duration, given by wend(Acti). Formally,
wend(Acti) = vsta(Acti)+cdur (Acti). For real objects like
activities and resources we use abbreviatons starting with a
capital letter.

2.2 Resources
A location Locl ∈ Locs = {Loc1, . . . , LocL} is the

place where activities are being executed. Even though the
locations are viewed as resources there are no restrictions
on the number of ordinary activities that can be performed
simultaneously on a location. However, when dangerous
work like heavy lifting is performed, the location is made
inaccessible to all other activities. In that case we say that
a safety zone has been established, consisting of both the
location of the activity and the location of the crane. How
to deal with safety zones is an important part of the different
models and solution strategies discussed in Section 3.

The crews are responsible for executing the activities. A
crew is denoted Crewj ∈ Crews = {Crew1, . . . , CrewJ}.
The resource demand is taken to be one for whole the
duration of the activity. A crew can therefore simultaneously
work on the same number of activities as its capacity. It is
not possible to pool resources to reduce the duration of an
activity.

A crane Cranek ∈ Cranes = {Crane1, . . . , CraneK}
is a potential resource for activities. Some of the activities
need a crane, and all problem instances contain a small
number of cranes. The cranes are unary resources meaning
that they can only perform one activity at the time. An
activity requiring a crane does not specify a particular crane,
but simply that it needs a crane. A feasible solution must
therefore assign one crane to all activities requiring crane
from the set of cranes available. This makes the set of cranes
an alternative resource [2].

Cranes have a location cloc(Cranek) ∈ Locs, and each
location can only have one crane. Due to the hazardous
nature of heavy lifting, crane usage is surrounded by safety
zones. These safety zones are established both at the crane’s
own location and at the location where the activity requiring
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the crane is performed. The safety zones established will
therefore vary according to which crane is assigned to which
activity.

2.3 Activities
An activity Acti ∈ Acts = {Act1, . . . , ActI} comes

with a start variable, a constant duration and resource
requirements. Initially the domain of the start variable is
vsta(Acti) ∈ [0, chor (P )), where the horizon, indicating the
schedule’s maximum completion time, is given as chor (P ) =∑

i cdur (Acti).
Every activity Acti requires a crew ccrw (Acti) ∈ Crews

to perform it, and a location cloc(Acti) ∈ Locs to be
performed at. Every activity uses one single member of a
crew and it is not possible to pool resources to reduce the
duration. Some (but not all) activities require a crane, which
is expressed by a boolean constant ccrn(Acti). In that case
there is also a decision variable vcrn(Acti) ∈ Cranes.

In addition to resource requirements an activity can de-
pend on other activities, meaning that it cannot start before
these other activities are finished. This is called precedence
in the RCPSP framework.

2.4 Constraints
Dependencies between activities are common in the indus-

try. A maintenance activity can, for instance, be dependent
on both the delivery of spare parts and raising of scaffolding
to ensure access to the area in question. The relation stating
that activity Acti′ depends on activity Acti is expressed by
the following constraint:

wend(Acti) ≤ vsta(Acti′) (1)

A cumulative resource constraint applies to every crew,
ensuring that the total resource consumption is not exceeding
the crew’s capacity. It is expressed by:

∀t, j : ]{Acti | t ∈ [vsta(Acti), wend(Acti))∧
ccrw (Acti) = Crewj} ≤ ccap(Crewj)

(2)

where ccap(Crewj) is the capacity of the j-th crew.
Cranes are unique individuals and therefore modeled as

a set of unary resources. The mutual exclusion constraint
states that two activities cannot be executed simultaneously
when they are assigned the same crane. We prepare by
defining the temporal predicate overlap expressing that two
activities are overlapping in time:

overlap(Acti, Acti′) ≡
∃t : vsta(Acti), vsta(Acti′) ≤ t < wend(Acti), wend(Acti′)

(3)

The mutual exclusion of crane usage then becomes:

∀i, i′ 6= i : vcrn(Acti) = vcrn(Acti′)→
¬overlap(Acti, Acti′)

(4)

for all activities requiring crane.
Now come what we call the safety constraints. They are

expressed in terms of the location of the activity requiring
a crane and of the location of the crane chosen. The
first location is known in advance, while the second is
dependent on the decision as to which crane to use. The
fact that the temporal constraints in (6) below depend on
the crane decisions made is interesting because of the added
complexity this induces. Although there may be different
ways of formalizing such a constraint, it appears to be a
real extension of the simple job-shop model with cumulative
constraints.

Safety constraints shutting out use of the location of an
activity requiring crane are:

∀i, i′ 6= i : ccrn(Acti) ∧ cloc(Acti) = cloc(Acti′)

→ ¬overlap(Acti, Acti′)
(5)

while safety constraints shutting out use of the crane location
itself are given by:

∀i,i′ 6= i, j : (vcrn(Acti) = Cranej ∧
cloc(Acti′) = cloc(Cranej))→ ¬overlap(Acti, Acti′)

(6)

2.5 Objective
The objective to minimize makespan wms(P ) or the

duration of the schedule is defined by:

wms(P ) = max
i
{wend(Acti)} ∈ [0, chor (P )] (7)

which states that the makespan equals the latest end or
completion time in the set of activities.

2.6 Problem instances
The problems are characterized by their sizes deter-

mined by the total number of activities, #Acts ∈
{50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 750, 1000}, and
cranes, #Cranes = [2, 3]. A total of 5 problem instances
were generated for each of the 24 problem sizes, summing
up to a total of 120 instances.

The problem instances were not necessarily feasible since
they were generated by randomly assigning crews to activi-
ties, locations to activities, locations to cranes, dependencies
between activities, and activities’ crane requirements. 12
problem instances contained circular dependencies, and 11
instances had more than one crane at the same location. The
total number of instances used is thus 97.

All the problem instances contain 24 locations and 4
crews with capacity ccap(Crewj) ∈ [2, 3] drawn at random
with a uniform distribution. The domain for the activities’
start variables are default vsta(Acti) = [0, chor (P )), and
the constant durations cdur (Acti) are drawn uniformly at
random from the range of [1, 6] time steps. Approximately
20% of the activities are randomly chosen to require a crane,
and approximately 10% of the activities is constrained by
dependencies to some other activity.
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3. Solution strategies
The problem of determining whether a given RCPSP has

a solution with makespan smaller than a given deadline is
NP-hard [3]. This means that the extended problem with
safety constrains is also at least NP-hard. The simplest form
of an RCPSP consist of a set of activities with durations and
one resource with capacity two (no cranes, no dependencies
between the activities). Finding the minimal makespan is
then still NP-hard. This problem is sometimes called multi-
processor scheduling and can also be viewed as binpacking
with two bins. Hence finding an optimal, or even a good
solution to such problems in polynomial time is by no means
guaranteed.

We have experimented with one non-search and two
search-based solution strategies. The first solution strategy is
our own implementation of a greedy algorithm. A solution
is computed as described below in Section 3.3. This strategy
does not backtrack, undoing decisions and exploring other
possibilities, but it is nevertheless guaranteed to produce a
feasible solution.

The second set of solution strategies is implemented in
C++ using the Ilog Solver 6.6 [4] and Ilog Scheduler 6.6 [5]
libraries. A default search goal Ilog : IloSetTimesForward,
which is designed to efficiently schedule activities in a
chronological order, is applied to the activities, while the
default goal Ilog : IloGenerate is used to assign cranes to
activities. This search-based strategy is constrained by a time
limit. The search is iterated with an additional constraint
requiring that the makespan of the new solution is less than
the current solution, and terminates when it fails to improve
on the solution within the time limit. This strategy is applied
to two different ways of modeling the safety constraints.

First theoretical lower and upper bounds for the
makespans are calculated.

3.1 Theoretical lower bound for makespan
A theoretical lower bound is calculated based on the

resource availability for the most constrained crew. The re-
sulting solutions may not be feasible for the entire problem,
but are packed tightly for the crew utilizing every crew hour.

cload(Crewj) =
∑

ccrw (Acti)=Crewj

cdur (Acti) (8)

crelload(Crewj) =
cload(Crewj)

ccap(Crewj)
(9)

clb,ms(P ) = max
j
{crelload(Crewj)} (10)

3.2 Theoretical upper bound for makespan
A theoretical upper bound for the makespan is

cub,ms(P ) = chor (P ) =
∑
i

cdur (Acti) (11)

where all activities are executed one after the other. Fea-
sibility of such a schedule requires a linear order of all

activities which complies with all temporal dependencies.
Finding such an order will be discussed in the next section.
Executing all activities one after the other clearly respects
all resource and safety constraints.

3.3 Non-search based (greedy) strategy
The first approach that can be expected to give some

results is a so-called greedy algorithm. A characteristic of
such an algorithm is that it schedules the activities one by
one, always taking the earliest time-slot and first crane (if
required) such that all constraints are satisfied. Clearly, one
has to respect precedence to get a feasible solution and
strong heuristics are required to avoid the worst schedules.
This is in some sense the classical approach avoiding search:
efficient generation of inefficient schedules. Thus the greedy
strategy serves very well as a reference method by which
the quality of other methods can be measured. Note that the
greedy strategy is not unlike manual scheduling, the crucial
difference being scale as well as quality of the heuristics.

Let us explain one of the heuristics which is often applied.
Among the resources, it is often possible to identify the
one that is most scarce. In our setting, although the safety
constraints are complicating, the cranes are not a scarce
resource since only 20% of the activities uses a crane. To
identify a scarce resource one has to sum the total duration
of all activities using the resource and divide that sum by the
resource’s capacity, much in the same way as the theoretical
lower bound of the makespan is computed in Section 3.1.
Having identified the scarcity of the resources in this way,
it is often beneficial to schedule activities using a scarce
resource first. Of course this should be done in a way
compatible with the dependencies.

A first and necessary preparation for a greedy algorithm
is that all activities are linearly ordered in a way respecting
the dependencies. This is a well-known procedure called
‘topological sort’ [6] and can be done in time quadratic
in the number of activities. Topological sort also detects
circular dependencies. If a circularity is detected, then there
exist no feasible schedules. From now on we assume that the
activities Act1, . . . , ActI are listed such that i < j whenever
activity Actj depends on Acti. A feasible schedule can then
be computed by scheduling each Actj at the first possible
time such that Acti is finished (if Actj depends on Acti),
the necessary resource is available and there is a free crane
(if Actj uses a crane), all satisfying the safety and other
constraints.

3.4 Search-based strategies
The second approach is based on exhaustive search, and

is applied to two variations of the model.

Inferred constraint
Finding good solutions, let alone solving to optimality,

turned out to be difficult even for the smallest instances.
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The default ILOG Scheduler search strategies have great
performance, but they struggle to find feasible solutions due
to the non-chronological elements induced by the decision-
dependent safety constraints. In other words, assigning a
crane to an activity can be made impossible by decisions
taken long ago in the search. To reduce the effect of the non-
chronological elements, implicit model information has been
made explicit through an additional constraint. The model is
expanded with a cumulative resource constraint for cranes:

∀t : ]{Acti |t ∈ [vsta(Acti), wend(Acti))

∧ ccrn(Acti)} ≤ ccap(Cranes)
(12)

where ccap(Cranes) equals the number of cranes. It is
important to stress that this ‘inferred’ constraint (12) is a
logical consequence of mutual exclusion of crane usage,
constraint (4). As such it does not change the problem
in any way. Despite being redundant, (12) improved the
performance of Ilog dramatically. The search strategy assigns
start times to activities before cranes are assigned. The
inferred cumulative constraint ensures that the crane capacity
is never exceeded.

Overconstrained model
The overconstrained model expresses all the safety con-

straints as non-conditional a priori constraints: the condi-
tional constraint (6) is strengthened to (13) below. More
precisely, instead of closing only the location of the crane
used, we close all crane locations when some crane is used.
In addition, of course the location of the activity requiring
the crane is closed. This ‘overconstraines’ the model to a
conventional RCPSP model, and the best possible makespans
could go up. As such it is an interesting variant that allows
one to analyse the effect of the dynamic safety constraints,
both on the difficulty of solving the problem and on the
quality of the solutions. This effect can be expected to
depend on cranes being the most scarce resource or not.

The safety constraints in the original model expressed in
constraint (6) are replaced by:

∀i, i′ 6= i : ccrn(Acti) ∧ cloc(Acti′) ∈ Cloc∪{cloc(Acti)}
→ ¬overlap(Acti, Acti′)

(13)

where Cloc = {cloc(Cranej) | Cranej ∈ Cranes}. Notice
that it is only activities and not cranes that are influenced.
Instead of forcing a solution to use one crane it encourages
to use several cranes simultaneously. It is in other words not
the same as setting the crane capacity to one.

4. Results and Evaluation
The theoretical upper and lower bounds provide the range

for the makespan. Due to the way instances are generated
and the nature of the bounds, this range is as expected. The

Table 1: Relative optimality index wrq for the various models
#Act(#P) ≤ 100 (25) > 100 (21)
2 Cranes wrq %(1) wrq %(1)

Greedy 1.311 100 1.524 100
Inferred 1.068 100 1.063 35

Overconstrained 1.143 100 1.076 100

3 Cranes wrq %(1) wrq %(1)

#Act(#P) ≤ 100 (28) > 100 (23)
Greedy 1.276 100 1.393 100
Inferred 1.017 32 1.000 4

Overconstrained 1.176 100 1.037 91
(1) percentage solved problem instances

durations are drawn uniformly at random from [1, 6], so
with mean cdur (Acti) = 3, 5 units of time. The expected
upper bounds are thus approximately 175 and 3500 units
of time for 50 and 1000 activities, respectively. The mean
theoretical upper bounds of the problem instances are 170
and 3500 units of time.

Based on four crews with a minimum capacity of two
and uniformly assigned at random to activities, the the-
oretical lower bounds can be expected to be 1/8 of the
theoretical upper bounds. For 50 and 1000 activities the
expected theoretical lower bounds are approximately 22 and
438, respectively. Indeed the mean values in these problem
instances are 23 and 440 units of time.

A feasible solution with makespan equal to the theoretical
lower bound may not exist. However, the theoretical lower
bound is based on the most constrained crew which is the
problem’s most constrained resource. It is therefore a sensi-
ble benchmark to compare various strategies. A measure of
relative optimality wrq is used to evaluate the results from
the different strategies and models, given by:

wrq =
1

|Psol|
∑

P∈Psol

wms(P )

clb,ms(P )
(14)

where Psol is the set of problem instances solved by each ap-
proach. The elements in Psol differ from strategy to strategy
and these averages are therefore not entirely comparable, but
they give an indication of the quality of the solutions. The
measure wrq does not penalize a strategy or model for failing
to find a solution. Robustness is measured by the percentage
of solved problem instances. The results are summarized in
Table 1.

Our greedy solution strategy produces solutions with
makespan on average 37% larger than the theoretical lower
bound. When scaling up, some (expected) degradation of
wrq can be observed. The greedy strategy mimics a manual
scheduling procedure for generating feasible schedules, and
the results are believed to be comparable. The greedy
algorithm’s strength is that it always generates a feasible
schedule. It is in fact the only strategy that solves all the
problem instances. Apart from that it works in negligeable
time (seconds).
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The theoretical lower bound and the results of the greedy
strategy set the stage for the seach-based strategies. Success
means to solve many problem instances with a makespan
close to the theoretical lower bound, in any case significantly
smaller than the makespan the greedy strategy gives. The
search-based strategies are iterated, from the makespan of
the first solution found downwards in small steps. The initial
bound for the makespan is always chor (P ), the theoretical
upper bound. Each iteration the constraint enforcing an upper
bound to the makespan is sharpened.

We used time limits of 1, 5 and 15 seconds for instances
with <100, 100..499, ≥500 activities, respectively. Increas-
ing the time limits didn’t help very much. The final solution
was reached in less than 5 iterations, all solutions are thus
in fact produced within 60 seconds.

The inferred model produces the overall best makespans
for feasible schedules, approximately 5.5% larger then the
theoretical lower bound. On the other hand this model
scales poorly and struggles when the instances become larger
and more complex. For instances with 3 cranes and >100
activities it solves only 1 of the 23 instances, and overall it
solves 43% of the problem instances.

Not surprisingly the overconstrained model produces
slightly worse make-spans. This indicates that, even though
cranes are not a scarce resource, the safety constraints have
a clear impact on the results. The obtained makespans
are approximately 11.4% larger then the theoretical lower
bound. This model is, however, quite robust and 98% of the
problem instances are solved.

5. Related and Future Work
The solution strategies applied in this paper are relatively

simple, and improvements in quality, robustness and solving
time can be expected of more sophisticated strategies. The
following ideas are expected to yield improvements.
• The greedy strategy can be randomized such as in

GRASP [7]. Initial experiments with randomization
show promising results.

• Local search techniques such as in [8] could be further
explored. Initial experiments have not shown promising
results so far. It seems hard to define the right notion
of neighborhood.

• Locations can be viewed as cumulative resources in
the following way. The capacity of a location is equal
to the total number of activities. An ordinary activity
consumes one unit of the resource associated with the
location of this activity. Activities using cranes consume
the whole capacity of the resource associated with the
location as well as of the location of the crane.

In this way the safety constraints can be replaced by
resource constraints, in combination with cranes as
alternative resources. Initial experiments have shown
promising results.

• The dynamic structure of the safety constraints could
be analysed such as proposed in [9] to obtain better
heuristics.

6. Conclusion
This is a preliminary study of the feasibility of automating

maintenance scheduling in the oil-industry. The aim of our
research was to address some of the challenges related to
maintenance scheduling. More precisely, to explore different
strategies for handling large and complex problems, in the
highly dynamic environment of oil and gas production, in
an efficient and coherent way.

The greedy strategy solves all problem instances, re-
gardless of size and complexity, within seconds. The short
solving time enables consistent handling of disruptions,
caused by for instance unexpected events or delays, through
rescheduling. In this manner the dynamics of the problem
domain is also taken into account. The greedy algorithm
mimics a manual procedure for generating a feasible sched-
ule from scratch. Even though the search-based strategies are
not as robust, the one that performed best generates solutions
with on average a 20% shorter makespan.

When compared to manually scheduling, we believe our
results indicate a great unutilized potential with respect to
the feasibility, quality and generation time of schedules, to
be exploited by automated scheduling.
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Abstract— The product quality in semiconductor manufac-
turing is ensured with 100% inspection at each process step;
hence inspection tools quickly run out of capacities resulting
in the production cycle delays. To best utilize the production
and inspection capacities, existing sampling (static, dynamic
and smart) strategies are based on the risk and delays.
These strategies, however do not guarantee a reliable lot
sample that represents a likely yield loss and there is a
high risk of moving a bad production lot to next production
steps. We present a 3-step yield aware sampling strategy to
optimize inspection capacities based on the likely yield loss
with the predictive state (PSM) and alarm (PAM) models
as: (i) classify potentially suspected lots, (ii) cluster and/or
populate suspected lots in the priority queues and (iii) apply
last in first out (LIFO) to optimize capacities. This strategy
is implemented with two heuristics. We also present a data
model with ASCM (Alarm and State Control Management)
tool for the multi source data extraction, alignment and
pre-processing to support the validation of [PSM, PAM]
predictive models.

Keywords: sampling strategy, tool capacity optimization, yield
prediction

1. Introduction
The SI has revolutionized our daily lives with electronic

chips that can be found in almost all the equipments around
us and follows the slogan smaller, faster and cheaper driven
by Moore’s law [1]. It postulates that the number of transis-
tors shall double in every 18 to 24 months at reduced cost
and power. Since then the SI has kept its pace as per Moore’s
law by continuously investing in R&D for the new technolo-
gies. New equipments are being manufactured to support and
keep up with the emerging demands and the pace defined
by the Moore’s law. The equipments are highly expensive;
hence decisions to purchase new production equipments are
based on the business strategy and estimated ROI (return
on investment). The metrology/inspection tools carry fixed
costs and often phase out or need changes to cope up with the
new emerging technologies; hence efforts are made to use
the capacity optimization strategies to balance the inspection
load instead of purchasing new inspection tools.

An electronic product (chip) undergoes the most complex
manufacturing process with approximately 200 operations,

1100 steps and 8 weeks of processing. The sequences of
operations to manufacture an electronic chip (transistors
and interconnections between transistors) are classified as
the FEOL (front-end-of-line) and BEOL (back-end-of-line)
processes. The transistor acts like an on/off switch and
it is a basic building block in the chip manufacturing.
The interconnections are the wire networks that connect
these transistors to form an electronic circuit. To ensure the
product quality, measurement (metrology/inspection) steps
are added within the manufacturing flow almost after every
manufacturing step. Here we make decisions based on the
parametric yield to either scrap or move the wafer to the next
step with an objective to stop bad products consuming ex-
pensive resources and production capacities while ensuring
the product quality. We know that the inspection tools have
limited capacities; hence optimal capacity utilization in a
high product mix is a key for success. There are some critical
steps as well where the delay due to inspection capacity
limitation might have a strong impact on the next production
step, so these priority products must be inspected before
other products in the queue. Till now the proposed inspection
capacity optimization strategies (static, dynamic and smart
sampling) are based on the risk, delays and tool capacities,
however these strategies do not guarantee a reliable lot
sample that represent a likely yield loss.

Let us start with an introduction to a generic production
process (Fig.1) where lots are processed and controlled at
production and inspection tools respectively to avoid bad
lots moving to the next steps. The inspection capacities are
always less than the production capacities and to balance
the difference we have static, dynamic and smart sampling
strategies. It can be viewed as a blind strategy with a high
risk of skipping bad lots to the next steps whereas in our
strategy we empower the control with PSM and PAM models
to filter good and bad lots followed by capacity optimization.
We argue that for a given product yield e.g. 85% the focus
must be on finding and controlling the 15% bad products
than inspecting 100% product using blind inspection strate-
gies that do not differentiate between bad/good products. In
this paper we present a yield aware sampling methodology
that identify the potential inspection lots as good, bad or
suspected and then only bad or suspected lots are potentially
inspected while skipping the good lots to move to the next
production steps. Inspection waiting queues are established
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Fig. 1: Generic production process with existing sampling strategies.

and a second level optimization based on LIFO is applied to
further save the inspection capacities as (i) inspections lots
are clustered based on the product type and process recipe
and (ii) if a potential lot results in a bad lot than all lots
in the same cluster manufactured before the inspected lots
are scarped. The success of this approach depends on the
accuracy of learning and classification algorithm for PSM
and PAM models. We propose two heuristics, first for the
PSM and PAM models and second to cluster the suspected
lots and applying queue optimization. A tuning parameter is
also provided at the discretion of the user to control the PSM
and PAM prediction confidence levels. In order to support
the strategy we have also proposed a data model and ASCM
tool for data extraction, alignment and pre-processing to
support PSM and PAM model validations.

We have divided this paper in 4 sections. Section-1
provides a brief introduction to the semiconductor industry,
problem context and the proposed methodology. Section-
2 presents the literature review on the existing sampling
strategies proposed and being used for capacity optimization.
The proposed approach, heuristic algorithms, data model
and ASCM tool are presented in the section-3. Finally we
conclude this paper with discussion and future perspectives
in sections 4 and 5.

2. Literature review
Chip manufacturing has become a complex but expensive

production process resulting in process control challenges
to find the lots with yield issues before they consume the
expensive production resources. Limited inspection tools
capacities has a strong impact on the production cycle times,
hence an efficient sampling and control strategy is required
to optimize the capacities and economic benefits. We have
divided our research in two distinct areas as (i) we shall
present a historical brief review on the interaction of product
quality and process that lead to the emergence of SPC (sta-
tistical process control) and process control plans to ensure
product quality and (ii) sampling approaches to optimize
the inspection tools capacities and dynamic adaption of the
process control plans.

The measurement tools are categorized as metrology and
inspection tools. The metrology tool physically measures the

geometric features and the product follows the SPC based
control plan that either scraps the wafer or moves it to
next production step. The inspections tools are used to find
the defects on the surface of wafer right after the critical
production steps to mark the bad chips on the circuit. It
is important to understand from where the idea of control
and product quality emerged or evolved and what are the
latest contributions? The design of an economical control
for a production process has always been an interesting
research area that was initiated by [2] that lack robust results
and require a balance between controls and their costs. [3]
proposed a control plan with the concept of skipping by
decreasing control frequency as compared to a 100% in-
spection plan. [4] presented that sampling size and frequency
as two levels of controls are the better solution to quickly
identify the issues while minimizing the cost of errors. [5]
introduced the concept of SPC in the semiconductor industry
that served as the basis for an updated control plan. Many
approaches have been proposed for an adaptive control as
(i) sampling strategy based on the number of wafers passed
on metrology tools [6], (ii) updating control plan based
on process excursions [7] and (iii) updating control plan
based on risk encountered during productions. [8] ,[9] have
designed a buffer for control machines taking into account
the quality and cycle time expectations and it is the latest
contribution in research regarding control plans.

Now we move to the second part of the literature where
we shall present the inspection capacity allocation (referred
as scheduling) problem in semiconductor industry. Existing
strategies are classified as static and dynamic where static
sampling [10] selects the same numbers of lots but dynamic
sampling [6] select the number of lots for inspection, based
on the overall production. Smart sampling is a new approach
that sample lots by taking into account the risk associated
with production tools, inspection tools capacities and delays
to dynamically minimize the wafers at risk [11], [12]. It is
a better approach than the static and dynamic strategies. In
this strategy, if a lot in the waiting queue is controlled and it
passes the inspection step then all lots in the waiting queues,
processed before this lot are removed with a belief that they
are also good lots. But none of them provide an evidence for
a likely yield loss against sampled lots resulting in skipping
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the suspected lots to move to the next process steps. We need
a yield aware strategy to classify good, bad and suspected
lots to reduce the inspection load significantly followed by
an optimization strategy that exploit the production resources
against limiting inspection tools capacities.

From the above literature, it is evident that the inspection
capacity allocation problem is linked with the process control
plans in the semiconductor industry. If we commit mistakes
like skipping the bad lots to the next production steps as the
existing approaches do not provide any evidence of likely
yield loss then the consequences are evident in terms of
customer dissatisfaction and costs. We argue that our focus
should be on the identification of the bad or suspected lots
while moving the good lots to the next steps. It shall not
only increase the inspection capacities but shall also address
critical step implications where the max time between two
steps is fixed. Our proposed yield aware 3-step strategy
uses the predictions made by the PSM and PAM models.
Based on the predictive output combinations lots are either
added to the priority inspection queues or moved to the next
production steps followed by the capacity optimization.

3. Proposed approach
The proposed 3-step yield aware inspection strategy is

presented in Fig.2. In our scenario, equipments are composed
of 1...n modules in the parent child relationship. These
modules are further classified as critical/non-critical and
shared/non-shared elements. All the modules are character-
ized by meters, alarms and states which are recorded in
the databases during the production operations. The alarms
are generated at the module level, however based on these
alarms the automation system changes the states of the
child and parent modules. The changes in the states of the
child modules serve as the basis for change in the state
of parent modules. It represents the equipment health and
such information can accurately predict a likely yield loss
in the production induced due to unpredictable equipment
behavior. The meter data triggers the preventive maintenance
operations; however the module level meter data shall be
included in the future to compute the weighted probabilities
to weight the state and alarm level predictions. The alarms
and states data represents the status of the production process
and equipment health respectively; hence we use them to
learn predictive alarm [PAM] and state [PSM] models.

In the proposed methodology we have used only the
states and alarms data; however the module level meter data
shall be included in the future to compute the weighted
probabilities to refine the state and alarm level predictions.
The first step in the inspection strategy is to classify the
good, bad and/or suspected lots. In this step we start with
the exploitation of the historical equipment states, alarms
and SPC (statistical process control) data from the process,
maintenance and alarms databases to build predictive state
[PSM] and alarm [PAM] models. These models [PSM, PAM]

are then used to classify the new production lots as good
and/or bad lots and generate four possible outputs: (i) [good,
good], (ii) [good, bad], (iii) [bad, good] and (iv) [bad, bad].
The good production lots [good, good] are moved to the next
production steps without metrology and bad lots [bad, bad]
undergoes the 100% inspection and their results are used to
update the prediction [PAM] and [PSM] models.

The suspected lots [good, bad] or [bad, good] are clustered
(2nd step) based on the equipment, product and recipe. It
follows by a priority queue allocation algorithms (3rd step)
that enter the suspected lot clusters into priority queues
for further optimization based on LIFO (last in first out)
principal. It states that if a suspected lot defies the prediction
upon measurement then all the lots in the same cluster
shall be subjected to 100% inspection otherwise the cluster
members shall be skipped. The predictive state and alarm
models [PSM, PAM] are updated with the feedback against
all coherent and incoherent predictions as good and/or bad
examples. It provides us an intelligent way to reliably sample
only bad or potentially suspected lots followed by priority
queuing and optimization for the economic benefits.

The step-1 where we learn the predictive [PSM, PAM]
models and classify the new production lots as good, bad or
suspected lots, is implemented with a heuristic algorithm as
presented in section 3.1. The step-2 and step-3 are presented
with a flow chart in section 3.2 that corresponds to the
clustering and priority queue optimization.

3.1 Heuristic algorithm for predictive models
The alarms and states data collected from the equipment

is not trivial to be used with the existing classification
and pattern sequence learning algorithms; hence we have
proposed a heuristic algorithm to predict the given wafer
Wj as a good or bad. The time required for a production
operation vary from 30 minutes to 4 hours and during
operation a series of set of equipment states and alarms are
generated. It is evident that data collected is a matrix of
sets of alarms and states. Our proposed algorithm is simple
and is based on probabilistic likely hood with the previous
inspections. We start with the presentation of the variables
used in the algorithm as under:

The T[Ei] is a tuning parameter and is defined by the
user to tight the prediction and it is used to optimize the
inspection capacities utilization, if required. For example,
if user set its value to 50%, it means that computed likely
hood shall be compared with this target prior to [good, bad]
predictions. It is also important to note that the historical
data shall be used to populate alarms and states matrixes
for all equipments; however a confusion matrix [C] shall
comprise of duplicated states and alarms sets found in both
good and bad matrixes.

Proposed algorithm for the prediction of [PSM, PAM]
model is as under. We start with the learning by computing
good, bad and confusion matrixes of alarms and states
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Fig. 2: 3-step methodology with predictive state (PSM) and alarm (PAM) models.

Table 1: Description of variables

Notations and Variables Description
[G,B,C]: G→Good, B→Bad, C→Confusion

[Ei,Wj ]: Ei → Equipment(i), Wj → Wafer(j)

M[A,S,Ei,Wi.9
]

[G,B,C]
: Matrix for alarms and states historical data for

equipment Ei

M[A,S,Ei,Wi.9
]

[G,B,C]
(
∑n

j=1
[aj , sj ]): Matrix for [G,B,C] alarms and states for all

equipments and wafers

M
∑n

j=1
[aj , sj ]

Ei

Wj : Matrix for alarms and states sequence for equip-
ment Ei and wafer Wj

LS[G,B,C](
∑n

j=1
[aj , sj ]

Ei

Wj ): Local support for each set of alarms and states
in the Matrix for equipment Ei and wafer Wj

GS[A,S,Ei,Wj
]

[G,B,C]
: Global support for alarms and states for equip-

ment Ei and wafer Wj

T[Ei
]: Target defined by the user for equipment Ei to

be used for model predictions

sequence sets for all equipments as shown in step-1. It shall
be used during the computation of the local support. In
Step-2, we compute the local support for each set of alarms
and states sequence for a given wafer Wj by counting
the similar set of alarms or states sequences in [G,B,C]
matrixes. This count is divided by the respective count
of sequences in [G,B,C] matrixes to get the local support
values for each sequence of alarms and states in wafer
Wj . Further we compute global support for the wafer Wj

by multiplying the local supports computed for each set
of alarms and states sequence against [G,B,C] matrixes
with the sum of computed local supports. The results are
summed at [G,B,C] level for the prediction by comparing
it against the T[Ei] in step-4. If the global support is
smaller than the T[Ei] then the benefit of doubt is given to
the prediction by adding the global support for [C]. Said
algorithm for [PSM, PAM] models is presented as under:

Step-1:Compute M[A,S,Ei
]

[G,B,C]
for states and alarms data for each equipment Ei

M[A,S,Ei
]

[G,B,C]
= M[A,S,Ei,Wi.9

]

[G,B,C]
(
∑n

j=1
[aj, sj ]) (1)

Step-2:Compute local support for each set of alarms or states sequences for
given wafer Wi and equipment Ei

LS[G,B,C](M
∑n

j=1
[aj, sj ]

Ei

Wj ) = Count(M
∑n

j=1
[aj , sj ]

Ei

Wj ==

M[A,S,Ei,Wi.9
]

[G,B,C]
[
∑n

j=1
[aj, sj ]])/Count(M[A,S,Ei,Wi.9

]

[G,B,C]

[
∑n

j=1
[aj , sj ]]) (2)

Step-3: Compute global support for a given equipment Ei and wafer Wj

GS[A,S,Ei,Wj
]

[G,B,C]
= Sum(Sum(LS[G,B,C]

∑n
j=1

[aj , sj ]
Ei

Wj ) *

LS[G,B,C][M
∑n

j=1
[aj , sj ]

Ei

Wj ]) (3)

Step-4:Predict [PSM,PAM] output for the given Wafer Wj

If (GS[A,S,Ei,Wj
]

[G]
)≥T[Ei

]
=⇒ Good

eleseif (GS[A,S,Ei,Wj
]

[G]
≤T[Ei

] AND (GS[A,S,Ei,Wj
]

[G]
+

GS[A,S,Ei,Wj
]

[C]
)) =⇒ Good

elseIf (GS[A,S,Ei,Wj
]

[B]
)≥T[Ei

]
=⇒ Bad

eleseif (GS[A,S,Ei,Wj
]

[B]
≤T[Ei

] AND (GS[A,S,Ei,Wj
]

[B]
+

GS[A,S,Ei,Wj
]

[C]
)) =⇒ Bad (4)

To demonstrate the said algorithm we present a simple
example with [G,B,C] matrixes for alarms data as under
(Fig.3):

Fig. 3: Example [G,B,C] matrixes for alarms data.

Computed results against the potential lotWj for predic-
tion are detailed as under and as per computed global support
this production lot with 54% likely hood is predicted as a
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good lot (Fig.4).

Fig. 4: Local and global supports for [PAM] prediction.

3.2 Clustering and priority queue allocation
Based on the predictions from [PSM, PAM] models (sec-

tion 3.1), we follow the 2nd and 3rd step in the proposed
yield aware inspection strategy where suspected lots are
clustered and added to the priority queues followed by
LIFO optimization. It is presented with a simple flow chart
(Fig.5). All production lots with prediction combination
[PSM’Good and PAM’Good] are simply skipped whereas
other lots are populated in the priority queues P1, P2 and
P3 where P1>P2>P3. Lots with the combination [PSM’Bad
and PAM’Bad] are first clustered based on the similarity of
product, technology and recipe followed by the population of
last lot from each cluster in P1. If an inspected lot from the
P1 validates the model prediction than its respective cluster
members are simply scrapped, otherwise each member of the
cluster is inspected and the predictive [PSM, PAM] models
are updated. In case of difference in model predictions, lots
are declared as suspected and are populated in the priority
queues P2 [PSM’Good and PAM’Bad] and P3 [PSM’Bad
and PAM’Good]. The lots from P2 are sequentially in-
spected; if it defies the models then all lots processed before
the inspected lot in P2 are given the benefit of doubt and
are skipped. If a lot inspected from the P3 defies the model
then all the respective cluster members are inspected and
predictive [PSM, PAM] models are updated for coherences
and incoherencies.

It is evident from the above discussion that the [PAM]
predictions have higher priority than the [PSM] predictions
based on the two facts, (i) child modules influence the states
of their parent modules, hence prediction model developed
at the module level might have a dual impact and (ii)
alarms count and duration result in the change of state
of the modules. The states data is an aggregation of the
alarms data at module level, hence alarms data provide
more low level detailed information with no influence on
the alarms of parent modules. Based on these facts in
this proposed methodology we have given higher priority
to PAM prediction while performing information fusion of
modules alarms and states data. The [PSM, PAM] prediction
weights shall be defined in the future by including the meter

data. The meter data is very critical because the values
of the meters initiates the preventive maintenance actions
on modules. We believe that it shall play a pivotal role in
defining the prediction accuracies of the PAM model. The
alarms and resulting prediction shall get more weigh when
meter data fall within the distribution of previous preventive
maintenance actions.

Fig. 5: Flow chart for clustering and queue allocations.

3.3 Data model and ASCM tool for data ex-
traction, alignment and pre-processing

The biggest challenge in building and deploying these
PAM and PSM predictive models is the multi-source data
extraction, alignment and preprocessing from SPC, mainte-
nance, process and alarms data sources. To facilitate this we
have also proposed a data model (Fig.6) with the ASCM
(Alarm and State Control Management) tool that allows
engineers a quick extraction and alignment of the data.

In this data model the equipments (equipment class) are
composed of modules (module class) and every module has a
state (state_history class) and alarms (module_alarms class)
history. The usage meter data is also available (usagemeter
class) but in this paper we have not used this data. The
parent-child associations between modules are captured by
the parent_child_relation class. A product (product class) is
manufactured using multiple lots (lot class) but follows a
single process plan (process_plan class). The process plan
has multiple operations (process_operation) and each oper-
ation can have multiple steps (process_steps). The process
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step undergoes different step runs (step_run class) as the
production or metrology runs The production step runs are
associated with the equipments who have the capability
(equipment_capability class) to perform the process steps.
This data model is translated into a relational database which
is implemented using SQL server to support the ASCM tool.

 

-EQ_ID

-Name

-Shop_Area

-Description

-State_Model_ID
-EQ_Type

-Parent_Cluster

-Cluster_Type

Equipment

-State_Model_ID

-Name
-Description

State_Model

1 1..*

1

1

-Module_ID
-EQ_ID

-Name

-Description

-State_Model_ID

-EQ_Type

Module

1

1

-State_Model_ID
-Name

-State_Name

Model_to_States

1..*

1

-EQ_Module_ID

-Name

-State_Name

-Start_Date
-End_Date

-Previous_State_Name

State_History

0..*

1

0..*

1

Module_State_HistoryEQ_State_History

-Usage_Meter_ID

-Module_ID

-Meter_Name

-Units

-Meter_Value
-Last_Reading

-Last_Reading_Date

-Last_PM_Value

-Next_PM_Value

UsageMeter

UsageMeter_History

1..*

1

0..*

1

0..*

1

-Critical

-Shared

Parent_Child_Relation

-Alarm_ID
-Module_ID

-Location

-Alarm_Level

-Description

-System_Type
-Start_Date

-End_Date

-Lot_ID

Module_Alarms

0..*

1

-Error

-Warning

Alarm_Levels

1..*

1

-Product_ID

-Process_Plan

-Soft_Version

-Product_Type

-Reticle_Set_ID
-Recipe_Set_ID

Product

-Process_Plan

-Tech_Version

-Soft_Version

-Description
-Technology

Process_Plan

-Process_Plan : char
-Operation_Name

-Sequence

-Process_Operation_ID

Process_Operation

-Step_ID
-Process_Plan

-Step_Name

-Sequence

-Recipe_ID

-PPID

Process_Steps

-Step_ID

-Step_Name

-Tech_Version

-Soft_Version
-Description

-Capability

-Cluster_Type

-Step_Type

Steps

-Lot_ID

-Product_ID
-Lot_Type

Lot

-EQ_ID

-Capability

-Description
-PPID

-Recipe

Equipment_Capability

1..*
1

0..* 1

0..*

1

1..*

1

1..*

1

1..*

1

1..*

1

1

1

Out_of_Control

-Measure_ID

-Measure_Run_ID
-Process_Run_ID

-Parameter

-Eq_ID

-Lot_ID

-Wafer_ID

Measure

-Run_ID

-Step_ID

-Eq_ID

-Lot_ID
-Wafer_ID

Step_Run

1..*

1 1

1

1

1

1

1

1

1

1

1

Yield

-Lot_ID
-Yield

Scrap0..*

1

1

1

11

Fig. 6: Data model for extraction, alignment and processing..

A software tool is developed for the R&D engineers to
extract data from SPC, maintenance and alarms databases
in VB 6.0. The extracted data from different data sources
are populated in the database developed as per above data
model (Fig.6). Engineers are made capable to analyze and
manage the data prior to the extraction for [PSM, PAM]
model building. At present the tool is under revisions for
the online inclusion of [PAM, PSM] model synchronization
and validations. Few interfaces of the developed tools are
presented below (Fig.7). This tool provides engineers the
facility to analyze the real time state and alarm data at
module levels for all the equipments. The states and alarms
based pareto analysis result in the identification of insignif-
icant states and alarms which are then put in quarantine to
further improve the accurate prediction and classification of
the [PSM, PAM] models. This tool also help the engineers
to quickly identify best and worst equipments for the data
extraction to be used during the [PSM, PAM] learning step.

The first interface provides computed statistics on every
equipment being controlled and monitored for the PSM and
PAM models. It provides quick information about the best
and the worst equipment where the pareto count is based on
either number of alarm counts or duration of these alarms.
The equipment engineer manages the skipping of non critical
alarms which are defined and grouped at the equipment

Fig. 7: ASCM Tool for extraction, alignment and pre-
processing.

type level. This configuration is updated and further used
to filter the unwanted alarms quarantined by the equipment
experts. These alarms could easily add up the confusion
matrix if not filtered because they have no direct link either
with good or bad predictions. The second interface provides
the capability to exploit and analyze the alarms data at the
equipment and module levels based on the pareto analysis.
The third interface provide an option for the point based
alarms analysis. All these efforts are put together by the
equipment engineers to update the filters list so that accurate
and more complete alarms data is extracted to be used for
PSM and PAM models.

4. Discussion and conclusions
Existing static, dynamic and smart sampling strategies

for inspection are focused on the tool capacity optimization
based on risk, delay and capacity. These strategies do not
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guarantee the selection of lots with a likely yield loss that
can result in serious consequences as if the bad product lots
are skipped to the next production steps. These strategies can
also be viewed as the blind optimization strategies but risk
minimization justifies its adoption in the production line.

Our methodology provides an innovative intelligent sam-
pling strategy that filters the lots as good and suspected lots
where suspected lots are further sampled to optimize the
inspection tools capacities using clustering and queue allo-
cation algorithm. Our contributions include (i) data model
that provide means to extract, align and exploit historical
states, alarms and yield data from multiple data sources, (ii)
3-step data mining methodology that generates the PSM and
PAM models and (iii) algorithms that perform priority queue
allocation and selection of suspected lots for the inspection
or its waiver.

We conclude that multi-source information fusion for the
prediction models provides an excellent inspection capacity
gains in the production line. These gains are very critical
because they help us with additional inspection capacities
that can be used by the R&D teams to perform more
measurements. It is critical because newly emerging spatial
variations that often result in increasing costs and lead times,
require more measurements to model these variations.The
production lots have the highest priority in the production
line but unnecessary metrology results in increasing the pro-
duction cycle times as well. So it is a win-win situation for
both production and R&D engineering teams. The required
inspection/metrology capacities are spared by reducing un-
necessary metrology from the production and they are used
by the R&D engineers to improve the technology. It helps
us in reducing the production cycle times as well.

It is an important to identify the levels of the PAM and
PSM models e.g. product, operation, recipe, equipment or a
given technology. We also need to find an optimum policy
to test the accuracy of these models based on which the
self correction mechanism may be controlled, however in
the proposed 3-step methodology, our self correction policy
follows the defiance from PAM and PSM predictions. It
requires a rigorous analysis on the alarms and states data.

5. Future perspectives
We are validating our methodology with different case

studies at the world reputed IDM (integrated device man-
ufacturer) and results shall be published soon. We are
also testing our approach with the machine learning based
classification and clustering algorithms in comparison with
our heuristics. We shall improve our heuristics by adding the
capability to compute local support on the partial likely hood
with the weighted probability assignments. We believe that
it shall improve the performance of our proposed heuristics.
Further we are also working to take into account the usage
meter data associated with each module in the equipment.
The weighted probabilities shall be computed based on the

usage meter to take into account the equipment status that
can potentially impact the output of the production process.

The proposed approach improves the metrol-
ogy/inspection tool capacities but makes it difficult
to compute the process and machine Cpk and Cmk
capabilities. The process capability is an excellent
performance indicator to demonstrate the production
robustness to the potential customers, however we believe
that the newly emerging domain of VM (virtual metrology)
shall provide sufficient metrology/inspection information
to estimate the Cpk and Cmk indictors. The VM and
yield aware metrology/inspection strategy shall help
in significantly improving the capacity issues while
maintaining the computation of the process and machine
(Cpk, Cmk) indicators.

This domain is not yet exploited by the researchers at
all and thats why that industrial engineers are using blind
optimization strategies to improve the capacities. The semi-
conductor manufacturing domain is very complex but highly
competitive and is characterized by the fastest change in the
shortest possible time. The success of the future SI business
model heavily depends on their capability to improve the
waste of resources from non productive metrology/inspection
steps. The machine learning and artificial intelligence are
the domains that must come up and take control of these
challenges.
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Abstract - Recently, there has been a surge of 

diverse approaches to investigate leaf vein patterning, 
covering genetic analyses, pharmacological approaches and 
theoretical modeling. Genetic and pharmacological 
approaches remain at this stage insufficient for analyzing the 
formation of vascular patterns since the molecular 
mechanisms involved are still unclear. Similarly, theoretical 
models are not sufficiently constrained, and thus difficult to 
validate or disprove. Only few exceptions attempted to 
provide a link between experimental and theoretical studies 
by implementing different imaging techniques. Visual 
imaging methods have been lately extensively used in 
applications that are targeted to understand and analyze 
physical biological patterns, specifically to classify different 
leaf species and quantify leaf venation patterns. There is a 
rich literature on imaging applications in the above field and 
various techniques have been developed. However, current 
methods that aimed to provide high precision results, failed 
to avoid manual intervention and user assistance for the 
developed software tools. In this paper, we introduce a fully 
automated imaging approach for extracting spatial vein 
pattern data from leaf images, such as vein densities but also 
vein reticulation (loops) sizes and shapes. We applied this 
method to quantify leaf venation patterns of the first rosette 
leaf of Arabidopsis thaliana throughout a series of 
developmental stages. In particular, we characterized the 
size and shape of vein network reticulations, which enlarge 
and get split by new veins as a leaf develops. For this 
purpose, the approach uses imaging techniques in a fully 
automatic way that enables the user to batch process a high 
throughput of data without any manual intervention, yet 
giving highly accurate results. 

Keywords: fully automation; leaf venation pattern; feature 
extraction; feature quantification; adaptive thresholding  

 

1 Introduction 
Over the past few years, there has been a resurgence of 
interest in the leaf vein patterning. Traditional strategies 
include genetic analyses, pharmacological approaches, and 
theoretical modeling. Most recently, quantitative studies 
attempted to provide a link between theoretical and 
experimental methods. Many quantitative studies of leaf 
venations patterns have resurged with the sole aim of 

quantifying the response of plants to changing environments 
and to breed plants that can respond to such changes. 
Unfortunately, most of the suggested empirical analyses have 
failed to provide a quantitative study of the complete leaf 
vascular network [1],[2]. One major recent approach 
successfully provided a quantitative study of the complete leaf 
venation network [3]. The aforementioned approach proposed 
to quantify vein patterns spatially at the tissue level 
throughout leaf development. The venation forms a complex 
network composed of veins of different orders within the leaf 
tissue. Higher-order veins differentiate within loops that 
enlarge with the leaf growth. Therefore, quantifying vein 
patterns spatially at the tissue level in terms of loop shapes 
and sizes, in addition to vein densities, has brought new 
insights into patterning mechanisms. It has provided the 
necessary spatial resolution that was lacking in traditional 
methods. The procedure developed to extract venation 
patterns from leaf images consisted of measuring the leaf 
vascular network parameters by digitizing the vein segments 
using a user interface: points along each segment were 
recorded manually leading to a matrix representing all vein 
segments on the leaf. From the extracted series of vein 
segments, the topology of the network was calculated 
allowing the identification of each vein segment and loop. 
The number and position of branching points and free ending 
points were also recorded. Finally, the complete venation 
pattern and leaf outline for each sample was stored in matrix 
form. Such an approach proved to be efficient on the 
resolution side. Nevertheless, it is time consuming and 
painstaking especially when the throughput is high. The 
approach [3] tried to solve this issue by automatically 
digitizing veins using unpublished software. Nevertheless, 
the software was not sufficiently accurate to replace the 
manual technique described in [3].  Another recent work 
developed a user-assisted software tool (LEAF GUI) that 
extracts macroscopic vein structures directly from leaf images 
[4]. The software tool takes an image of a leaf and, following 
a series of interactive steps to clean up the image, returns 
information on the structure of that leaf's vein networks. 
Structural measurements include the dimensions, position 
and connectivity of all network veins, in addition to the 
dimensions, shape and position of all non-vein areas, called 
areoles. Although the tool is meant to enable users to 
automatically quantify the geometry of entire leaf networks, it 
unquestionably needs user assistance and intervention at 
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several steps of the images preprocessing, and cleaning.  
Many fully automated image-based algorithms have been in 
vain proposed for analyzing the leaf venation patterns. For 
instance, two approaches, one involving scale-space analysis 
and another including a combination of edge detectors [5],  
have been implemented to assess the digitization results of 5 
test leaf images compared to the results of a manual 
technique that uses Adobe Photoshop. The main encountered 
problems were the presence of too many artefacts in the 
resulting processed images due to inappropriate smoothing 
and edge detection. Moreover, the scale-space technique was 
criticized for it resulted in broken venation structures. 
         Here, we propose a fully automatic approach based on 
the work described in [3]. Our approach is able to quantify 
the vein patterns of the first rosette leaf of Arabidopsis 
thaliana by processing 135 images provided by [3], without 
the need of any user assistance. It also stores the leaf venation 
pattern for every sample in a matrix, yet giving the same 
spatial accuracy as with the manual method, while 
significantly speeding the analysis process. The algorithm is 
developed in MATLAB and is based on different imaging 
analysis techniques including noise cleaning, adaptive 
thresholding, edge detection, and skeletonization. 
 
2 Image analysis and pattern extraction 

           The image dataset collected for [3] was kindly 
provided to us by the authors. The available leaves images 
correspond to patterns of differentiated xylem elements. 
Fifteen leaves images were captured each day for nine days: 
from eight to sixteen days after sowing (DAS). The images 
were stored as jpg into 9 different folders corresponding to 
each DAS day. However, the algorithm can process any other 
image format (tif, gif, png, bmp). 
           Custom programs were developed to obtain 
quantitative pattern data from the first rosette leaf of 
Arabidopsis thaliana images using MATLAB.  The main 
goal of our algorithm was speeding up the process of leaf 
venation pattern extraction while keeping the same spatial 
accuracy of the manual method [3]. To achieve a practical 
method that enables high throughput image analysis, it is 
essential to fully automate the software by avoiding any 
manual intervention. The main challenge remains the 
accuracy of the results without requiring any user assistance. 
Our task was made harder with the presence of noisy images 
with low contrast and uneven varying illumination resulting 
from the fact that the images were captured at different 
harvesting times (Fig. 1a). To resolve these issues, we 
incorporated different image processing techniques into the 
algorithm. The main steps performed by our algorithm are 
described as follows for a given input image:  (1) Converting 
the rgb image into a grayscale image, (2) Performing 
homomorphic filtering of grayscale image, (3) Denoising and 
enhancing the grayscale image, (4) Removing border, (5) 
Thresholding the image, (6) Skeletonizing and processing the 
image, and (7) Extracting and quantifying the venation 

pattern features. All the steps do not require any user 
intervention since they are fully automated. Next we describe 
in details the overall process that our algorithm performs to 
process a leaf image and measure characteristic features of 
the corresponding venation structure.  
 
Step 1: Converting the rgb image into grayscale image 
When converting from an rgb image to a grayscale image, 
the value of each pixel in the resulting image is a single 
sample that only represents the intensity information. The 
range of intensities varies from absolute black (0) to absolute 
white (255).  
 
Step 2: Homomorphic filtering of the image 
To better improve the illumination and contrast of the image, 
homomorphic filtering is applied [6]. An image is a function 
that is expressed as the product of reflectance and 
illumination F(x,y) = I(x,y).R(x,y). In order to separate 
reflectance and illumination, the function can be expressed as 
a logarithmic function wherein the product of the Fourier 
transform can be represented as the sum of the illumination 
and reflectance components ln(x,y) = ln(I(x,y)) + ln(R(x,y)). 
The Fourier transform of the previous equation is Z(u,v) = 
FI(u,v) + FR(u,v). A filter function H(u,v) is applied to the 
Fourier transformed signal where  

H(u,v) = ( L
vucD

LH
Doe    ]1)[

2/
2),(  (1) 

The constant c controls the sharpness of the slope of the filter 
function as it transitions between H and L , D0 is the 
cutoff frequency and D(u,v) is the distance between (u,v) and 
the frequency origin. H(u,v) is designed such that it tends to 
decrease the contribution made by low frequencies 
(illumination,γL<1) and amplify the contribution made by 
high frequencies  (reflectance, γH>1). Next, the resulting 
function is inverse Fourier transformed. Finally, the inverse 
exponential operation yields an enhanced image. 
 
Step 3: Denoising and enhancing the image 
It is essential to attenuate the presence of background 
corresponding to the leaf blade and the rest of the image with 
respect to the foreground represented by the veins. Therefore, 
applying a denoising technique that cleans the background, 
which is considered as the unwanted part of the image, is 
crucial. A non-orthogonal wavelet denoising technique is 
used here [7]. One of its main characteristics is that it 
preserves the phase information, which is fundamental to the 
human visual perception. Also, this technique is capable of 
determining denoising threshold levels automatically. 
Nevertheless, the denoising step affects the venation structure 
for it attenuates the pixels intensities, including the vein 
pixels. Therefore, enhancing the image contrast is mandatory 
at this stage of the image processing chain.  For this purpose, 
histogram equalization is applied, where a gray-level 
transform is used to flatten the histogram of the denoised 
image. Then, linear contrast stretching is applied to the 
enhanced 
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enhanced image where the value in the low end of the 
resulting histogram is assigned to extreme black (0) and the 
value at the high end to extreme white (1). 
 
Step 4: Removing border 
In order to remove the leaf perimeter, we need first to identify 
the leaf lamina from the rest of the image. This is achieved 
by applying global thresholding where pixels with intensities 
above a certain thereshold are set to 1 (leaf pixels) and pixels 
with values lower than the threshold are set to 0 (background 
pixels). The resulting image shows the entire leaf blade in 
white while the remaining image is black. Next, cropping is 
applied to the white contour corresponding to the leaf blade 

perimeter, by applying morphological erosion that uses a disk 
of n pixel diameter as a structural element. Finally, all the 
pixels of the eroded white area are preserved in the original 
image, while the values of the remaining pixels 
corresponding to the black area are set to 0.  
 
Step 5: Thresholding the image 
Thresholding is applied to extract the vein segments of the 
leaf from the rest of the image. Since leaves harvested on the 
same day showed uneven illumination in the same image, it 
was difficult to find a standard value for the threshold value 
that could be applicable to all images. Thus, adaptive 
thresholding is used by automatically calculating the 

 

 
final image in code 2

 
 
 
 
 

   

a. Original Image                                  b. Grayscale Image                                       c. Homomorphic Transformed Image 

         d. Denoised Image                                    e. Contrast Enhanced Image                             f. Contour Eroded Image 

          g. Binarized Image                                          h.  Skeletonized Image                            i. Final Venation Pattern (Cleaned, Gap Filled    
                                                                                                                                                   and Pruned Spurs Image)               

Figure 1. Arabidopsis leaf harvested at DAS 16: Processed images corresponding to the 7 automated steps of the 
leaf image processing 
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discriminative threshold from the corresponding image 
histogram. The histogram of any leaf image shows three 
main gray scale level ranges: a lower one that corresponds to 
the background of the image, a middle one that corresponds 
to the leaf blade, and a higher one that corresponds to the leaf 
veins. Therefore, the higher gray scale level region is of 
interest for our thresholding. Since the histogram showed 
additional peaks corresponding to the small variations 
resulting from high frequency noise, histogram smoothing is 
performed by applying a weighted averaging filter that acts as 
a low-pass filter for the histogram. As a result, the smoothed 
histogram shows three peaks that are separated by two main 
valley points. The value of the lowest valley point is 
computed by finding the gray scale level that corresponds to 
the first local minimum of the histogram function. After 
excluding the gray scale level values that are lower than the 
computed valley point, the resulting histogram (consisting 
now of two peaks) is used to find the optimal threshold 
separating the gray level values of the leaf blade from the 
gray level values of the leaf veins. Global thresholding using 
Otsu’s method [8] is thus applied to the new histogram. The 
final thresholded image represents the venation pattern of the 
leaf. 
 
Step 6: Skeletonizing and processing the image 
Thinning is then performed by skeletonizing the resulting 
leaf venation structure. Skeletons represent a powerful tool 
for qualitative shape matching as they can effectively 
represent both the object shape and its topology. A thinning 
process is used in our approach to guarantee the condition of 
obtaining one-pixel thick and connected skeletons. If the 
skeleton is considered as a connected graph, each vertex can 
then be labeled as an end point or a branching point. A pixel 
is defined as an end point if it has a single connected pixel 
among its 8 neighborhood pixels. A pixel is defined as a 
branching point if it has more than two connected pixels 
among its 8 neighborhood pixels. A segment connecting two 
adjacent vertices is defined as a branch. Skeletonization is 
followed by image cleaning, which consists of removing 
unwanted connected blogs below a certain size threshold. For 
instance, all connected blog regions smaller than 10 pixels 
are removed. 
In order to reinforce our algorithm as a fully automated 
technique, we need to avoid any broken contour that might 
result from thresholding and any extraneous spurs that might 
occurr after skeletonization. A gap filling function was 
developed to join all the disconnected edges that are supposed 
to be connected. The function consists of considering all end 
points of the skeleton and check if they were connected in the 
original image of the leaf before thresholding by calculating 
the average intensity of the pixels joining the two end points 
in the prethresholded image. If the computed value is lower 
than a preset threshold, the two end point pixels are 
considered not initially connected and the gap is not filled. If 
the computed value is higher than the threshold, then the gap 
between the two end point pixels is filled. This step is 

followed by cleaning all connected objects that are smaller 
than the largest connected object (venation structure). This 
guarantees to clean any other concomitant unwanted leaves 
or intruders present with the main leaf in the image, which in 
turn avoids the time-wasting step of manually removing any 
extraneous features. 
On the other hand, extraneous spurs are pruned by 
considering all branch segments having an end point and a 
branching point as its vertices. If the branch segment length 
is smaller than a preset threshold, it is removed. 
 
Step 7: Extracting and quantifying the venation pattern 
features  
Using the known coordinates of the branching points and end 
points along each vein segment, we could record segment 
parameters. We could also automatically record the number 
and position of branching points and free-vein endings. 
Loops could also be identified by automatically counting the 
number of closed elements. The latter correspond to elements 
starting at one node and ending at the same visited node. The 
area of the blade is computed by finding the area of the white 
blog resulting from the aforementioned Step 4. As for the 
length of the venation structure, it is computed by summing 
the number of pixels of the final processed skeleton. 
 
3   Results and discussion 
       Software was developed in the lab to extract venation 
patterns from leaf images. Fig. 1 shows the different images 
resulting from the processing steps described above. The case 
of a leaf harvested at DAS 16 was selected on purpose to 
highlight the efficiency of our algorithm when applied to a 
complex venation structure. Fig. 2 displays a comparison of 
the results between the manual and the proposed techniques. 
The first rosette leaves of Arabidopsis from the [3] data set 
grew throughout the period analyzed (from 8 to 16 days after 
sowing), with a decrease in growth rate after 14 days from 
sowing for both non-automated and automated methods (Fig. 
2a). The vein density for each leaf was calculated as the total 
vein length across the leaf divided by the whole leaf area. The 
average leaf vein density is shown in Fig. 2b and shows that 
venation decreases over the period analyzed. The vein density 
has an obvious decreasing rate starting 12 days after sowing, 
which is consistent with the results of the non-automated 
approach. The mean loop number per leaf and the mean 
segment number per leaf for each day are shown in Figs. 2c, 
d. Both techniques showed similar plots where loop numbers 
from day 12 till day 16 and segment numbers from day 13 till 
day 16 were not significantly different. Free vein ending and 
branching point densities were calculated as number of free 
vein endings and branching points per unit leaf area (mm-2) 
(Figs. 2e,f). Free vein endings showed significant similarities 
in mean densities of free vein endings between the plots of 
the non-automated and automated methods. Both techniques 
showed that free vein ending densities varied considerably 
between days. We observed comparable results for the 
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branching point densities where the observed increase in 
branching point densities between day 8 and day 10 in the 
automated plot (Fig. 2f) was consistent with the non-
automated results. 
 
 

 

 

 

                     
 

                      
    

Figure 2. Plots of automated and non-automated temporal analysis of veins patterns in first rosette leaf of Arabidopsis. 
 
4 Conclusions 

          We developed a method to automatically process and 
quantify leaf vein patterns using a series of image processing 
techniques and applied it to the analysis of vein pattern 
formation during leaf development in the first rosette leaf of 

Arabidopsis. Our work has the advantage of fully automating 
the extraction and analysis of leaf venation patterns without 
any user assistance. Therefore, it speeds up the analysis and 
allows large scale comparative analyses of vein patterning. 
To our knowledge, there is no available software that allows 
for an efficient extraction and analysis of the leaf venation 

a 

b 

c 

d 

e 

f 
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pattern using fully automated programs. Therefore, our 
algorithm might be considered a reliable tool that can be used 
by plant biologists to assess their manual results rapidly and 
under various conditions. 
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EEG-based Person Identification
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Abstract— We propose in this paper a feature extraction
method to extract brain wave features from electroen-
cephalography (EEG) signal. The proposed feature extrac-
tion method is based on an assumption that EEG signal
could be considered as stationary if the time window is
sufficiently short. With this assumption, EEG signal has some
similar properties to speech signal and hence a feature
extraction method that is currently used to extract speech
features can be applied to extract brain wave features from
EEG signal. Mel-frequency cepstral coefficients are features
extracted and evaluated in EEG-based person identication.
Experimental results show that the proposed method could
provide very high recognition rate.

Keywords: EEG, Person Identification, Brain Computer Interface

1. Introduction
Brain Computer Interface (BCI) has been considered as

a new communication channel that uses brain activity as
reflected by electric, magnetic or hemodynamic brain signals
to control external devices such as computers, switches,
wheelchairs, or neuroprosthetic extensions [1]. A BCI sys-
tem can be classified as an invasive or non-invasive BCI
according to the way the brain activity is being measured
within this BCI. If the sensors used for measurement are
placed within the brain, i.e., under the skull, the BCI is said
to be invasive. On the contrary, if the measurement sensors
are placed outside the head, on the scalp for instance, the
BCI is said to be non-invasive [2]. The non-invasive BCI
systems avoid health risks and associated ethical concerns.
A typical non-invasive BCI system includes the following
stages: data acquisition, data pre-processing, feature extrac-
tion, classification, device controller and feedback [3].

In invasive BCIs, electrodes or a multiunit electrode array
will be placed directly inside the cortex to record electrical
potentials for subsequent analysis of the electrocorticogram
(ECoG). Brain signals obtained have a superior signal-to-
noise ratio, need little user training, and are suitable for
replacing or restoring lost motor functions in patients with
damaged parts of the neuronal system [3]. Noninvasive BCIs,
on the other hand, can use a variety of brain signals as
input, for example, electroencephalography (EEG), magne-
toencephalography (MEG), functional magnetic resonance
imaging (fMRI), and near infrared spectroscopy (NIRS).

MEG, fMRI, and NIRS are expensive or bulky, and fMRI
and NIRS present long time constants in that they do not
measure neural activity directly—relying instead on the
hemodynamic coupling between neural activity and regional
changes in blood flow—they cannot be deployed as ambu-
latory or portable BCI systems [4]. As a result, the majority
of promising non-invasive BCI systems to date exploit EEG
signal, mainly due to its fine temporal resolution, ease of
use, portability and low set-up cost.

The use of brain wave patterns for person authentication
has been investigated at IDIAP in Switzerland [5]. It has
been shown that the brain-wave pattern of every individual
is unique and that the EEG can be used for biometric
identification [6]. The use of brain wave patterns as a new
modality for person authentication has several advantages:
1) it is confidential because it corresponds to a mental task;
2) it is very difficult to mimic because similar mental tasks
are person dependent; and 3) it is almost impossible to steal
because the brain activity is sensitive to the stress and the
mood of the person, an aggressor cannot force the person to
reproduce his/her mental pass-phrase [5].

It has been shown that under the same recording condition
EEG signals are low intra subject variability and high inter
subject variability. In [7], [9], [10], [11] the subjects were
asked to image moving hand, finger, foot or tongue while
EEG data was recorded. Then the person recognition tasks
were performed for each task separately. In [12] the subjects
were asked to look at black and white drawings of common
objects, extracted from the Snodgrass and Vanderwart picture
set, while EEG signals were recording.

As indicated in [2], although numerous pre-processing,
feature extraction and classification methods have been pro-
posed and explored for BCI systems, none of them has been
identified as the best method for EEG-based BCIs.

We have found that the EEG signal is a slowly time
varying signal in the sense that, when examined over a
sufficiently short period of time, depending on the signal
between 5 and 100 ms, its characteristics are approximately
stationary. However over longer periods of time, the signal
characteristics are non-stationary. They change to reflect
the sequence of different brain activities. Based on this
“quasi-stationarity” which is also observed in speech signal,
a reasonable brain wave model should have the following
components. First, short-time measurements at an interval
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of the order of 10 ms are to be made along the pertinent
speech dimensions that best carry the relevant information
for linguistic or speaker distinction. Second, because of the
existence of the quasi-stationary region, the neighbouring
short-time measurements on the order of 100 ms need to be
simultaneously considered, either as a group of identically
and independently distributed observations or as a segment
of a non-stationary random process covering two quasi-
stationary regions.

Based on this “quasi-stationarity”, a feature extraction
method that is currently used to extract speech features can
be applied to extract brain wave features from EEG signal.
In this paper we consider mel-frequency cepstral coefficients
(MFCCs) which are the most popular speech features and
extract them from EEG signal. We evaluated this feature
extraction method in EEG-based person identication using
support vector machine (SVM). Experimental results show
that the proposed method could provide very high recogni-
tion rate.

2. Speech Features
Speech is a time varying signal. In a long period, speech

signals are non-stationary but in a short interval between 5
and 100ms, the speech signals are “quasi-stationary”, and the
articulatory configuration stays nearly constant. Therefore,
speech features are extracted for short frames. The sampled
waveform is analysed in frames with short window sizes so
that the signals are “quasi-stationary”. The frames overlap by
setting the frame period smaller than the window size. Each
frame is then investigated to extract parameters. This process
results in a sequence of parameter blocks [19]. source rate
and target rate are the number of samples of the wave source
and the number of extracted feature vectors, respectively.

In speech signal processing, the window size is typically
between 15 ms and 35 ms long with a period of 10 ms.
When adapting to EEG signal processing, we multiply the
window size by a factor of 10 due to low frequency signal.

We define a frame of speech to be the product of a shifted
window with the speech sequence [21]:

fs(n;m) = s(n)w(m− n) (1)

where s(n) is the speech signal and w(m−n) is a window
of length N ending at sample m.

2.1 Mel-Frequency Cepstral Coefficients
The filterbank models the ability of the human ear to

resolves frequencies non-linearly across the audio spectrum
and decreases with higher frequencies. The filterbank is an
array of band-pass filters that separates the input signal into
multiple components. The filters used are triangular and they
are equally spaced along the mel-scale defined by [19]:

Mel(f) = 2595log10(1 +
f

700
) (2)

Mel-Frequency Cepstral Coefficients (MFCCs) are cal-
culated from the log filterbank amplitudes mj using the
Discrete Cosine Transform

ci =

√
2

N

n∑
j=1

mj cos

(
πi

N
(j − 0.5)

)
(3)

where N is the number of filterbank channels, ci are the
cepstral coefficients.

2.2 Energy
These features model intensity based on the amplitude.

The energy is computed as the average of the signal energy,
that is, for speech samples s(n), n = 1, . . . , N , the short-
term energy of the speech frame ending at m is [20]

Es(m) =
1

N

m∑
n=m−N+1

fs(n;m)
2 (4)

2.3 Pitch
The pitch signal, or the glottal waveform, is produced

from the vibration of the vocal folds. Two common features
related to the pitch signal are the pitch frequency and the
glottal air velocity [20]. The vibration rate of the vocal
folds is the fundamental frequency of the phonation F0 or
pitch frequency. The air velocity through glottis during the
vocal fold vibration is the glottal volume velocity. The most
popular algorithm for estimating the pitch signal is based on
the autocorrelation [20]. At first, the signal is low filtered
at 900 Hz and then it is segmented to short-time frames of
speech fs(n;m). Then the nonlinear clipping procedure that
prevents the first formant interfering with the pitch is applied
to each frame fs(n;m) giving

f̂s(n;m) =

{
fs(n;m)− Cthrif |fs(n;m)| > Cthr

0if |fs(n;m)| < Cthr
(5)

with Cthr is about 30% of the maximum value of fs(n;m).
Next the short-term autocorrelation is determined by

rs(η;m) =
1

N

m∑
n=m−N+1

f̂s(n;m)f̂s(n− η;m) (6)

where η is the lag. Finally, the pitch frequency of the frame
ending at m can be given by

F̂0(m) =
Fs
N

argmaxη{|r(η;m)|}η=N(Fh/Fs)
η=N(Fl/Fs)

(7)

where Fs is the sampling frequency, and Fl, Fh are the
lowest and highest perceived pitch frequencies by humans,
respectively. Normally, Fs = 8000 Hz, Fl = 50 Hz, and
Fh = 500 Hz [20]. The maximum value of the autocor-
relation max{|r(η;m)|}η=Nw(Fh/Fs)

η=Nw(Fl/Fs)
represents the glottal

velocity volume.
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2.4 Zero Crossing Measure
The number of zero crossings, or number of times the

sequence changes sign, is also a useful feature in speech
analysis. The short-term zero crossing measure for the N -
length interval ending at n = m is given by [21]:

Zs(m) =
1

2N

m∑
n=k

|sign{s(n)} − sign{s(n− 1)}|w(m−n)

(8)
where k = m−N + 1 and

sign{s(n)} =

{
+1 if s(n) ≥ 0

−1 if s(n) < 0
(9)

2.5 Probability of Voicing
Pitch detection has high accuracy for voiced pitch hy-

potheses but the performance degrades significantly as the
signal condition deteriorates. Pitch extraction for telephone
speech is more difficult because the fundamental is often
weak or missing. Therefore it is more useful to provide
F0 value and probability of voicing at the same time. The
hypothesis is that first, voicing decision errors will not be
manifested as absent pitch values; second, features such as
those describing the shape of the pitch contour are more
robust to segmental misalignments; and third, a voicing
probability is more appropriate than a "hard" decision of
0 and 1, when used in statistical models [22].

2.6 Jitter and Shimmer
Jitter and shimmer are micro fluctuations in vocal fold

frequency and amplitude. They are correlated to rough or
hoarse voice quality. The major difference is that shimmer
has irregular amplitude at regular frequency while in contrast
jitter has irregular frequency at regular amplitude. The wave
in the top picture has irregular amplitude at the third peak
and the wave in the bottom picture has irregular frequency
at the second peak.

Jitter indicates cycle-to-cycle changes of the fundamental
frequency and is approximated as the first derivative of the
fundamental frequency [23]. These changes are considered
as variations of the voice quality.

jitter(n) =
|F0(n+ 1)− F0(n)|

F0(n)
(10)

where F0(n) is the fundamental frequency at sample n.
Shimmer indicates changes of the energy from one cycle
to another.

shimmer(n) =
|en(n+ 1)− en(n)|

en(n)
(11)

where en(n) is energy of sample n.

3. Support Vector Machine (SVM)
3.1 Binary Case

Consider the training data {xi, yi}, i = 1, ..., n, xi ∈ Rd,
where label yi ∈ {−1, 1}. The support vector machine
(SVM) using C-Support Vector Classification (C-SVC) al-
gorithm will find the optimal hyperplane [24]:

f(x) = wTΦ(x) + b (12)

to separate the training data by solving the following opti-
mization problem:

min
1

2
‖w‖2 + C

n∑
i=1

ξi (13)

subject to

yi
[
wTΦ(xi) + b

]
≥ 1− ξi and ξi ≥ 0 , i = 1, ..., n (14)

The optimization problem (13) will guarantee to maximize
the hyperplane margin while minimizing the cost of error,
where ξi, i = 1, ..., n are non-negative slack variables intro-
duced to relax the constraints of separable data problems to
the constraint (14) of non-separable data problems. For an
error to occur the corresponding must exceed unity (see Eq.
(14)), so

∑
iξi is an upper bound on the number of training

errors. Hence an extra cost C
∑

iξi for errors is added to
the objective function where C is a parameter chosen by the
user.

The Lagrangian formulation of the primal problem is:

LP =
1

2
‖w‖2 + C

∑
i

ξi −∑
i

αi{yi(xiTw + b)− 1 + ξi} −
∑
i

µiξi (15)

We will need the Karush-Kuhn-Tucker conditions for the
primal problem to attain the dual problem:

LD =
∑
i

αi −
1

2

∑
i,j

αiαjyiyjΦ(xi)
TΦ(xi) (16)

subject to

0 ≤ αi ≤ C∑
i

αiyi = 0 (17)

The solution is given by

w =

NS∑
i

αiyixi (18)

where NS is the number of support vectors. Notice that data
only appear in the training problem, Eq. (15) and Eq. (16), in
the form of dot product and can be replaced by any kernel K
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with K(xi, xj) = Φ(xi)
TΦ(xj),Φ is a mapping to map the

data to some other (possibly infinite dimensional) Euclidean
space. One example is Radial Basis Function (RBF) kernel
K(xi, xj) = e−γ‖xi−xj‖2

In test phase an SVM is used by computing the sign of

f(x) =

NS∑
i

αiyiΦ(si)
TΦ(x) + b =

NS∑
i

αiyiK(si, x) + b

(19)
where si is the ith support vector.

3.2 Multi-class Support Vector Machine
The binary SVM classifiers can be combined to handle

the multi-class case: One-against-all classification uses one
binary SVM for each class to separate their members from
other classes, while one-against-one or pairwise classifi-
cation uses one binary SVM for each pair of classes to
separate members of one class from members of the other. In
one-against-one approach, there are n(n − 1)/2 class pairs
decision functions were trained. In test phase, the voting
stategy was used as follow: each binary classification was
considered to be a voting where votes could be cast for all
data points x. The final result was the class with maximum
number of votes [25].

4. Datasets
The Graz dataset IIIa in the BCI Competition 2005 (Graz

IIIa 2005), Graz dataset A (Graz A 2008) and Graz dataset
B (Graz B 2008) in the BCI Competition 2008 come
from the Department of Medical Informatics, Institute of
Biomedical Engineering, Graz University of Technology for
motor imagery classification problem in BCI Competition
2005 and 2008 [26], [27], [28]. The Graz IIIa 2005 dataset
contains EEG recordings of 3 subjects. Each subject was
required to do cued 4 motor imagery task (left hand, right
hand, foot, tongue). The recording was made with a 64-
channel EEG amplifier from Neuroscan at 250 Hz with time
length 7s for each trial. The Graz A 2008 dataset contains
EEG recordings of 9 subjects. This dataset use the same cue-
based BCI paradigm as the Graz IIIa 2005. Two sessions
on different days were recorded for each subject with 288
trials per session. Twenty-two Ag/AgCl electrodes were used
and the signals were sampled with 250 Hz and bandpass-
filtered between 0.5 Hz and 100 Hz. The Graz B 2008
dataset consists of EEG data from 9 subjects. The subjects
paticipated in two sessions contain training data without
feedback (screening), and three sessions were recorded with
feedback. It consisted of two classes: the motor imagery
(MI) of left hand and right hand. Three bipolar recordings
(C3, Cz, and C4) were recorded at sampling frequency of
250 Hz.

The dataset searched and downloaded from the web-based
de-identified searchable database Australian EEG Database

Table 1: Dataset descriptions (#ses: number of sessions, and
length: measured in seconds)

Dataset #subjects #tasks #trials #ses length
Graz IIIa 2005 3 4 60 1 7
Graz A 2008 9 4 288 2 7.5
Graz B 2008 9 2 120 5 7.5

Australian EEG 40 free 1 1 1200
Alcoholism (large) 20 2 120 1 1
Alcoholism (full) 122 2 120 1 1

used in this research consists of EEG recordings of 40
patients. The database consists of EEG records recorded at
the John Hunter Hospital [29], near University of Newcastle,
over an 11-year period. The recordings were downloaded
with the search criteria that the recordings come from the
both man and women in various age. The recordings were
made by 23 electrodes placed on the scalp sampled at 167
Hz for about 20 minutes.

The Alcoholism datasets come from a study to exam-
ine EEG correlates of genetic predisposition to alcoholism
[30]. The datasets contain EEG recordings of control and
alcoholic subjects. Each subject was exposed to either a
single stimulus (S1) or to two stimuli (S1 and S2) which
were pictures of objects chosen from the 1980 Snodgrass
and Vanderwart picture set. When two stimuli were shown,
they were presented in either a matched condition where S1
was identical to S2 or in a non-matched condition where
S1 differed from S2. The 64 electrodes placed on the scalp
sampled at 256 Hz for 1 second. The Alcoholism large
dataset contains training and test data for 10 alcoholic and
10 control subjects. The Alcoholism full dataset contains
120 trials for 122 subjects. The summary of those datasets
is listed in Table 1.

5. Feature Extraction
We used the open-source Emotion and Affect Recognition

toolkit’s feature extracting backend openSMILE [31] for
extracting brain wave features. Each channel is extracted
features individually and then features from all channels
are merged together. The features include MFCCs, spectral
features, energy, pitch (F0), zero crossing rate, probability
of voicing, jitter and shimmer and their statistics functionals
[32].

The 8 channels selected are C3, Cz, C4, P3, Pz, P4, O1,
O2 which are an extension of [9], except for The Graz B
2008 dataset which has only three channels C3, Cz and C4.
Because of the resulting high dimensionality the Correlation-
based Feature Selection with Sequential Floating Forward
Selection is used [33].

Except for the Graz datasets which have separated training
and testing sets, the Australian EEG dataset and the Alco-
holism datasets used 1/3 for cross validation training and 2/3
for testing. Linear SVM classifiers [25] is trained in 3-folds
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cross validation scheme with parameter C ranges from 1 to
1000 in 5 steps.

6. Experimental Results
Person identification rates in test phase are 99% on Graz

IIIa 2005, 80.8% on Graz B 2008, 46.24% on Graz A 2008,
92.8% on Alcoholism large and 61.7% on Alcoholism full
datasets. Tables 2, 3 and 4 show the confusion matrices for
the Graz datasets. Results show high identification rate on
Graz IIIa 2005 and Graz B 2008. However it is not high
on Graz A 2008. The reasons could be that the data for
training is not enough when there is high variation in data
(4 imagery tasks), and the training data should come from
different sessions in order to have good performance in test
phase.

Table 2: Confusion matrix in test phase on Graz dataset IIIa
BCI Competition 2005. Identification rate is 99%.

Classified as → k3b k6b l1b
k3b 149 0 0
k6b 0 83 0
l1b 0 3 80

Table 3: Confusion matrix in test phase on Graz data set A,
BCI Competition 2008. Identification rate is 46.24%.

→ A1 A2 A3 A4 A5 A6 A7 A8 A9
A1 219 9 42 0 11 0 0 0 0
A2 0 96 108 0 0 0 36 43 0
A3 5 9 244 0 3 0 0 12 0
A4 10 12 11 148 43 4 0 0 0
A5 0 0 0 0 0 0 276 0 0
A6 0 6 0 2 0 194 0 0 13
A7 221 14 0 0 15 23 0 4 0
A8 0 6 86 0 0 1 0 178 0
A9 0 0 0 0 0 217 0 31 16

Table 4: Confusion matrix in test phase on Graz dataset B,
BCI Competition 2008. Identification rate is 80.8%.

→ B1 B2 B3 B4 B5 B6 B7 B8 B9
B1 221 2 0 0 5 0 0 0 0
B2 20 66 0 2 91 0 12 3 51
B3 0 0 230 0 0 0 0 0 0
B4 0 0 0 141 1 0 146 16 3
B5 1 30 0 0 242 0 0 0 0
B6 0 0 0 0 1 250 0 0 0
B7 0 0 0 0 0 0 206 0 26
B8 4 2 0 6 6 0 0 212 0
B9 0 0 0 2 0 0 0 0 243

Figure 1 shows the identification rate on Australian EEG
database using a single channel Cz and 8 channels C3, Cz,
C4, P3, Pz, P4, O1 and O2. For a single channel case,
the EEG recording length should be at least 7 seconds for
the person to be recognizable. The identification rate has
a peak of 94% at 15 seconds length then slowly decreases

and climbs up again. The use of 8 channels shows stable
performance 97% at recording length from 3 to 60 seconds
and shows higher performance of 99% at recording length
longer than 90 seconds.

Fig. 1: Identification rate (in %) versus segment length on
Australian EEG dataset

Person identification rates on Alcoholic large and Alco-
holic full show that a single channel can hardly recognise
the subjects. The use of 8 channels have high performance
92.8% in identification of 20 subjects and it can classify 122
subjects.

Table 5: Accuracies on dataset Alcoholic large and Alcoholic
full using a single channel Cz and 8 channels C3, Cz, C4,
P3, Pz, P4, O1, O2.

Alcoholic large Alcoholic full
channel Cz 8 channels channel Cz 8 channels

Cross validation 52.50% 100% 21.87% 99.68%
Test 34.50% 92.83% 18.36% 61.59%

7. Conclusion
We have proposed a speech-based approach to brain wave

feature extraction and used the proposed features to identify
person. A single channel with appropriate recording time
interval can be used in person identification task. The set 8
channels can give very good identification performance. For
future investigation, other speech feature extraction methods
will be applied to brain wave feature extraction.
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Abstract— RCD is a framework proposed to deal with
recurring concept drifts. It stores classifiers together with a
sample of data used to train them. If a concept drift occurs,
RCD tests all the stored samples with a sample of actual
data, trying to verify if this is a new context or an old one
that is recurring. This is performed by a non-parametric
multivariate statistical test to make the verification. This
paper describes how two statistical tests (KNN and Cramer)
can distinguish between new and old contexts. RCD is tested
with several base classifiers, in environments with different
rates-of-change values, with gradual and abrupt concept
drifts. Results show that RCD improves single classifiers
accuracy independently of the statistical test used.

Keywords: Multivariate non-parametric statistical tests, concept
drifts, data streams.

1. Introduction
Concept drift is a situation that frequently occurs in data

streams environments [1]. One informal definition, as stated
by Kolter and Maloof [2], informs that “concept drift occurs
when a set of examples has legitimate class labels at one
time and has different legitimate labels at another time.”
Another definition of concept drift describes that, in machine
learning, “the term concept refers to the quantity that a
learning model is trying to predict, i.e., the variable. Concept
drift is the situation in which the statistical properties of the
target concept change over time.” [3]

Therefore, dealing with concept drift is a task of increas-
ing importance to the areas of data mining and machine
learning, as increasing amounts of data are being stored in
the form of data streams instead of static databases. Also, it
is not very common for data distributions and concepts to
keep stable over a long period of time [4], [5].

This paper extends Recurring Concept Drifts (RCD) frame-
work [6] with the implementation of the Cramer multivariate
statistical test [7], and shows how it compares to tests using
KNN [8]. The performance of the implemented tests were
analyzed in terms of accuracy and evaluation time. RCD was
tested with several base classifiers in commonly used data
sets in the concept drift research area, including abrupt and
gradual concept drifts.

The rest of this paper is organized as follows: Section 2
presents approaches to deal with concept drifts, algorithms,
and how they work. Section 3 briefly describes how RCD

works. Section 4 presents the algorithms used in the com-
parison, the parameters set, and the data sets used in the
tests. Section 5 presents the accuracy, number of detected
concept drifts, and evaluation time between RCD and the
other algorithms in the selected data sets. Finally, Section 6
presents our conclusions and proposes future work.

2. Background
There are several approaches to handle concept drifts.

One is to create a model that adapts its internal structure
as instances arrive. CVFDT (Concept-adapting Very Fast
Decision Tree) [9] is an example. It extends VFDT [10]
to handle concept drifts. VFDT is a decision tree built to
deal with data stream and uses a Hoeffding bound [11],
[12], to decide exactly how many examples are necessary
at each node to find the best attribute to test. VFDTC [13] is
another proposal, which also extends VFDT with the ability
to deal with continuous attributes and the use of naive
Bayes classifiers at tree leaves. OCVFDT (One-class Very
Fast Decision Tree) [14] is an algorithm to extend VFDT
to deal with one-class problems, based on the fact that fully
labeled data streams are expensive to obtain. It only deals
with discrete attribute values.

Another common approach to deal with concept drifts is
to identify when it occurs and create a new classifier. Thus,
only classifiers trained on a current concept are maintained.
Algorithms that follow this approach work in the following
way: each arriving training instance is first evaluated by
the base classifier. Internal statistics are updated with the
results and two thresholds are computed: a warning level
and an error level. As the base classifier makes mistakes,
the warning level is reached and instances are stored. If the
behavior continues, it will reach the error level, indicating
that a concept drift has occurred. At this moment, the base
classifier is destroyed and a new base classifier is created and
initially trained on the stored instances. On the other hand,
if the classifier starts to correctly evaluate instances, this
situation is considered a false alarm and stored instances are
flushed. Algorithms that follow this approach can work with
any type of classifier as they only analyze how the classifier
evaluates instances. Proposals that use this approach are
DDM (Drift Detection Method) [15], EDDM (Early Drift
Detection Method) [16], and ECDD (Exponentially Weighted
Moving Average for Concept Drift Detection) [17].

Several proposals try to deal with concept drifts by the use
of ensemble classifiers. This approach maintains a collection
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of learners and combine their decisions to make an overall
decision. To deal with concept drifts, ensemble classifiers
must take in account the temporal nature of the data stream.

One of these proposals was the Streaming Ensemble
Algorithm (SEA) [18]. It builds separate classifiers, each
one trained on a different sequential chunk of data. These
classifiers are then combined into a fixed-size ensemble
using a heuristic replacement strategy. If there is free space
in the ensemble, SEA adds the newly created classifier to the
ensemble. If the ensemble is full, the new classifier is only
added if it outperforms a stored classifier, substituting it. The
performance is measured on the current batch of examples.

The Accuracy Weighted Ensemble (AWE) classifier [19]
is another proposal of ensemble classifier. It uses batch
classifiers and each one is built in different chunks of data.
Classifiers weights are computed based on their expected
accuracy in test data. Thus, they proposed to infer the
weights by estimating the error rate in the most recent data
blocks.

Accuracy Updated Ensemble (AUE) [20] is an enhance-
ment of the AWE classifier. Both use classifier ensembles
and associate to them weights that are updated as data
arrive. AUE improves AWE in three directions: (a) Instead of
batch classifiers, AUE uses on-line classifiers, which adapt to
data while they arrive; (b) AUE updates both classifiers and
their weights, while AWE only updates the weights; (c) AUE
changed the weight computation to avoid situations where
no classifier should have precision higher than the stipulated
threshold, as in abrupt concept drifting environments, zero-
ing the weights of all classifiers and no class being predicted.

The Weighted Majority Algorithm (WMA) [21] imple-
ments a weighted ensemble classifier, which extends previ-
ous work [22] to specifically handle concept drifts. In WMA
all the arriving instances are passed to all the classifiers in
the ensemble. The initial weight of the classifiers is 1, and, if
a classifier makes an error, its weight is reduced by a factor
of β if higher than a specified minimum threshold. Then, the
classifier is trained. After all the ensemble classifiers have
been trained, their weights are normalized.

Dynamic Weighted Majority (DWM) [2] is another ex-
ample of ensemble classifier. It extends WMA to add and
remove classifiers according to the algorithms global and
local performance. If the ensemble commits an error, then
a classifier is added. If one classifier commits an error,
its weight is reduced. If after many examples a classifier
continues with a low accuracy, indicated by a low weight, it
is removed from the ensemble. This method is general and,
in principle, can be used with any classifier.

A common situation regarding concept drifts is its recur-
rence. It happens when the actual context is similar to a
previously seen context. One approach commonly used to
treat recurring concept drifts is to store information about
the contexts, and continuously identify if actual context is
similar to old contexts. If it is so, obtain stored information

and use it again, as it is expected that it also represents
actual context. Algorithms that use this approach to deal with
context recurrence are FLORA [4], Prediction Error Context
Switching (PECS) [23], and SPLICE [24].

3. The RCD Framework
The RCD framework, proposed in [6], deals with concept

drifts by storing classifiers together with data samples used
to train the classifiers. It starts with one single classifier
and uses a concept drift detector, like DDM or EDDM for
example, to identify the occurrence of a concept drift. While
no drift is detected, the arriving instances are used to train
the actual classifier and are stored in a FIFO data buffer
with fixed length. If the drift detector enters the warning
level, RCD stops storing instances in the classifier’s buffer
and stores them in a new buffer. If the error level is reached,
indicating a concept drift, a multivariate non-parametric
statistical test is performed to compare the instances obtained
in the warning level with the instances associated to each
classifier to identify if both samples come from the same
data distribution. If not, a new classifier is stored alongside
with the instances in the new buffer. If both samples come
from the same data distribution, it is considered that this is
an old concept that is occurring again. In this situation, the
stored classifier is used as the actual classifier.

In [6], besides presenting how RCD works, we also show
how RCD deals with concept drifts, comparing it with single
and ensemble classifiers in environments with abrupt and
gradual concept drifts. Artificial and real world data sets
were tested using KNN as statistical test.

In this paper, RCD is tested using different base learn-
ers, in four different artificial data sets, with abrupt and
gradual concept drift with various rates-of-change, and three
real world data sets. One new implemented statistical test,
Cramer, is also analyzed. It was based on the implementation
of the Cramer package [7] of The R Project for Statistical
Computing [25] tool.

RCD was configured with the following parameters: clas-
sifiers buffer size (100), test frequency (500), maximum
number of classifiers to store (15), concept drift detection
method (DDM), and minimum amount of similarity between
distributions (0.05). RCD was implemented using of the MOA
framework [26]. Instructions on how to download and use
RCD can be found at https://sites.google.com/
site/moaextensions/.

4. Algorithms and Datasets
In this section we present the algorithms used in the tests,

their parameters, and information about the data sets.

4.1 Algorithms
Three base learners were used to test RCD: Hoeffding

tree with naive Bayes at the leaves [13], naive Bayes, and
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Multilayer Perceptron (MLP). From now on we will reference
the decision tree as HTNB. We tested each base learner
against RCD with KNN and Cramer statistical tests.

The parameters used by HTNB in the experiments are the
default values present in the MOA framework: number of
instances a leaf should observe between split attempts (200),
split criterion to use (information gain), allowable error in
split decision (10−7), and threshold below which a split will
be forced to break ties (0.05).

The parameters used by MLP in the experiments are the
default values present in the WEKA tool [27]: learning rate
(0.3), momentum (0.2). Only the number of epochs to train
was reduced from 500 to 100 to increase its speed.

The following sections presents the data sets used in the
comparison of the framework. The data sets used are well
known in the field and have been used in several previous
experiments.

4.2 Artificial data sets
We first describe the artificial data sets used to test the

algorithms. All these data sets are available through the MOA
framework.

4.2.1 Hyperplane

Hyperplane [9] is an artificial data set that simulates
concept drifts through a moving hyperplane. A hyperplane
in a d dimensional space is the set of points x that satisfies∑d

i=1 wixi = w0, where xi is the ith coordinate of x.
Examples where

∑d
i=1 wixi ≥ w0 are classified as positive,

and examples where
∑d

i=1 wixi < w0 are classified as
negative. Hyperplanes are used to simulate gradual concept
drifts where it is possible to smoothly change the orientation
and position of the hyperplane by modifying its weights. It
is possible to introduce changes in the data set changing the
weight of each attribute wi = wi+dσ, where σ is the chance
the direction of change be inverted and d is the amount of
change applied to each example.

4.2.2 LED

The LED [28] data set represents the problem of predict-
ing the digit shown by a seven-segment LED display. It is
composed of 24 nominal attributes, where 17 are irrelevant,
and one nominal class with ten possible values. Noise was
added by including a 10% probability of each attribute being
inverted. The version of LED used in the experiments is
available at MOA that includes concept drifts to the data sets
by simply changing the attributes positions. The number of
drifting attributes chosen were 1, 3, 5, and 7.

(((LED1 ⊕W
t0 LED3)⊕W

2t0 LED5)⊕W
3t0 LED7)

4.2.3 SEA

The SEA [18] concepts are commonly used to test abrupt
concept drifts. The values of each of its three attributes are
in the interval [0,10), but the third one is irrelevant. In each
concept, a data point belongs to class 1 if f1+f2 ≤ θ, where
fl and f2 represent the first two features and θ is a threshold
value between the two classes. For the experiments, we used
the thresholds proposed by [18]: 8, 9, 7, 9.5 to represent four
concepts. Noise was inserted by randomly changing the class
value of 10% of the instances. In the following tests, SEA
concepts are defined as follows:

(((SEA9 ⊕W
t0 SEA8)⊕W

2t0 SEA7)⊕W
3t0 SEA9.5)

4.2.4 Random RBF

RBF (Radial Basis Function) [29] creates complex con-
cept drifts that are not straightforward to approximate with
a decision tree model. It works as follows: a fixed number
of random centroids are generated where each center has a
random position, a single standard deviation, a class label
and a weight. New examples are generated by selecting a
center at random, taking weights into consideration so that
centers with higher weight are more likely to be chosen.
A random direction is chosen to offset the attribute values
from the central point. The length of the displacement is
randomly drawn from a Gaussian distribution with standard
deviation determined by the chosen centroid. The chosen
centroid also determines the class label of the example.
This effectively creates a normally distributed hypersphere
of examples surrounding each central point with varying
densities. Only numeric attributes are generated. Drift is
introduced by moving the centroids with constant speed.
This speed is initialized by a drift parameter.

4.3 Real data sets
Here we present three real data sets used in the exper-

iments. It is not easy to find large real-world datasets for
public benchmarking, especially with substantial concept
change. Another problem is that we do not know when drift
occurs or if there is any drift at all. The data sets used are:
Forest Covertype [30], Poker-Hand [29], and Electricity [15].
They were obtained from the MOA web site, in the following
address: http://moa.cs.waikato.ac.nz/.

4.3.1 Forest Covertype

This data set contains the forest cover type for 30 x 30
meter cells obtained from US Forest Service (USFS) Region
2 Resource Information System (RIS) data. The goal is to
predict the forest cover type from cartographic variables. It
contains 581,012 instances and 54 attributes.
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4.3.2 Poker Hand
The Poker Hand data set is constituted of five categoric

and five numeric attributes plus one categoric class with
10 possible values informing the value of the hand, for
example, one pair, two pairs, a sequence, a street flush, etc.
It represents the problem of identifying the value of five
cards in the Poker game. Bifet [31] describes that “in the
Poker hand data set, the cards are not ordered, i.e., a hand
can be represented by any permutation, which makes it very
hard for propositional learners, especially for linear ones”.
So, in the experiments, we used a modified version, where
the cards are sorted by rank and suit, and duplicates were
removed. This data set is composed of 829,201 instances.

4.3.3 Electricity
This data set presents data collected from the Australian

New South Wales Electricity Market. In that market, prices
vary according to market demand and supply. Prices are set
every five minutes and the class label identifies the change
of the price related to a moving average of the last 24 hours.
The goal of the problem is to predict if the price will increase
or decrease. It is composed of 45,312 instances.

5. Empirical Study and Results
The evaluation methodology used in the presented data

sets were the Interleaved Test-Then-Train approach. Every
example is used for testing the model, then it is used to train
it. The accuracy was measured as the final percentage of
instances correctly classified over the interleaved evaluation.
For the Hyperplane and Random RBF data sets, 10 million
instances were generated; for LED and SEA, 1 million
instances. The experiments were repeated 10 times. The
parameters of these streams are the following:

• RBF(x, v): Random RBF data stream with x centroids
moving at speed v.

• HYP(x, v): Hyperplane data stream with x attributes
changing at speed v.

• SEA(v): SEA data set, with length of change v.
• LED(v): LED data set, with length of change v.
The chosen evaluation methodology, data sets, and con-

figurations are exactly the same as used in [29], [31]. For the
tests, we used an Intel Core i3 330M processor (with two
cores and emulating two other), with 4GB of main memory.

Table 1 presents how long each statistical test needs to
evaluate samples of sizes varying from 100 to 300 instances.
Samples were obtained from the Electricity data set. We can
see that the time spent by the Cramer test almost doubles
each time the sample size is increased by 50 instances while
KNN is less impacted. Comparing both tests, it is clear
that KNN is considerably faster than Cramer performing the
statistical tests. Thus, considering the data set sizes used in
the experiments (1 to 10 million, with 10 repetitions), the
buffer size used in RCD was 100 to increase its speed.

Table 1: Evaluation time using statistical tests (in seconds).
100 150 200 250 300

Cramer 0.413 0.947 1.835 3.263 6.375
KNN 0.003 0.007 0.012 0.017 0.024

Tables 2, 3 and 4 present the average evaluation times
in seconds and the accuracy of the HTNB, naive Bayes
and MLP base classifiers, respectively. For the artificial
data sets, the accuracy also contains the 95% confidence
interval. The second column presents the results for the
base classifier, the third one, RCD using the Cramer test,
and the latter, RCD using the KNN test. The last column
of Cramer and KNN presents the average number of drifts
detected in all repetitions in the artificial data sets, and the
total number of drifts in the real-world data sets. Best results
in performance are highlighted in boldface and the values
marked by an asterisk (*) represent statistically significant
differences between RCD and the base learner.

Analyzing the results presented at Table 2, it is possible to
observe that RCD outperformed the HTNB base classifier in
the majority of the artificial data sets, independently of the
statistical test used. Statistically, RCD had better performance
in HYP(10,0.0001), HYP(10,0.001) (when using the KNN
statistical test), and in the Random RBF configurations with
50 centroids. In all the other configurations, both algorithms
had statistical similar performances.

In the Random RBF configuration without concept drifts,
RBF(0,0), all algorithms had exactly the same results. This
is an expected result of RCD because, when no concept drift
is detected, no statistical test is performed and RCD performs
the same as the base learner. In the other RBF data sets with
concept drift, the configurations that RCD performed better
than the base learner was the ones with 50 centroids. For
this data set, the higher the number of moving centroids,
the bigger the number of concept drifts. Thus, RCD had
better performance exactly in the configurations with higher
number of concept drifts while in the configurations with 10
centroids, the ones with lower number of concept drifts, the
performances were similar.

It is possible to check the influence of the number of mov-
ing centroids compared to the average number of detected
concept drifts in each configuration. In the RBF(50,0.001)
configuration, using the Cramer test, 17.2 concept drifts
were detected, while using KNN there were 15.4 in the ten
repetitions. In the RBF(10,0.001) configuration, only 0.4 and
0.3 concept drifts were detected using the Cramer and KNN
statistical tests, respectively, in the ten repetitions.

Comparing the usage of the two statistical tests, KNN had
a better performance in two data sets: in RBF(50,0.0001),
and in the LED data set. In the rest, both statistical tests
had comparable performances. Analyzing the number of
detected concept drifts, KNN is much more sensible than
Cramer. Using KNN, 40,480 concept drifts were detected
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Table 2: Results using the HTNB base classifier.
HTNB RCD HTNB CVM RCD HTNB KNN

Time Accuracy Time Accuracy # Drifts Time Accuracy # Drifts
RBF(0,0) 162.45 93.04±0.07 224.93 93.04±0.07 0.0 221.38 93.04±0.07 0.0
RBF(50,0.001) 247.17 55.27±0.04 392.35 55.37±0.11* 17.2 451.63 55.47±0.15* 15.4
RBF(10,0.001) 178.06 88.29±0.08 242.27 88.30±0.09 0.4 238.70 88.29±0.09 0.3
RBF(50,0.0001) 258.82 63.40±0.08 380.44 64.39±0.27* 87.9 292.93 69.90±2.69* 125.0
RBF(10,0.0001) 180.57 89.37±0.07 247.55 89.35±0.09 0.8 241.56 89.36±0.08 0.9
HYP(10,0.001) 182.55 88.71±1.83 261.13 89.06±1.47 8.0 246.00 89.01±1.56* 8.9
HYP(10,0.0001) 181.44 89.01±0.61 251.45 89.24±0.50* 10.4 243.27 89.18±0.58* 10.6
SEA(50) 6.87 88.67±0.85 9.93 89.20±0.19 0.7 9.78 89.20±0.19 0.7
SEA(50000) 6.78 88.68±0.85 9.84 89.19±0.22 0.9 9.66 89.19±0.22 0.9
LED(50000) 26.14 73.24±0.93 43.37 73.50±0.37 3.2 41.47 73.51±0.37 3.3
Covertype 23.60 79.57 326.84 75.95 2329 97.83 84.50 2779
Poker Hand 11.48 77.11 164.94 76.59 798 32.26 74.46 892
Electricity 0.51 77.43 17.30 78.68 119 2.73 84.90 211

while Cramer detected 33,755 in all data sets, considering
all repetitions.

Regarding the time spent in the evaluation procedure,
as expected, the base learner was faster than the RCD
framework. In average, HTNB was approximately 75.41%
faster than RCD using the Cramer test and 45.19% using
KNN. In 12 out of 13 data sets, KNN was faster than Cramer.

The results presented for the naive Bayes base learner in
Table 3, show that, again, the RCD framework had better
performance in the majority of the data sets and config-
urations. Statistically, the results were similar to the ones
obtained using the HTNB base learner: RCD also had higher
accuracy values in both configurations of Random RBF with
50 centroids and, in this case, in both configurations of the
Hyperplane data set. In the other data set configurations,
RCD and naive Bayes obtained statistically similar results.

Considering RBF(0,0), two concept drifts occurred in the
ten repetitions. The results of the algorithms are practically
the same, only differing in the fifth decimal. This is a similar
result compared to the same configuration using HTNB:
when no concept drift was found, the same results occurred;
when only two concept drifts were detected, the accuracy
difference was negligible. Again, it is possible to notice that
higher number of centroids gives higher number of concept
drifts. Using the Cramer test, there were an average of 10.0
concept drifts in RBF(50,0.001) and 5.7 with 10 centroids.
The same behavior occurred when using the KNN test: 16.7
and 5.5 concept drifts, respectively.

Comparing the statistical tests, KNN was statistically
more accurate than Cramer in HYP(10,0.0001) and in both
configurations of Random RBF with 50 centroids. In all
other situations, both statistical tests had comparable perfor-
mances. Comparing the number of detected concept drifts,
similar results to the ones using HTNB base learner were
obtained. Using KNN, 60,240 concept drifts were detected
while Cramer detected 38,985 in all data sets.

Again, the base learner was faster than RCD in evaluating
the data sets. The base learner was 2.5 times faster than RCD

using the Cramer test, and 72% faster using KNN. The KNN
statistical test was faster than the Cramer test in 9 out of 13
data set configurations.

Table 4 presents the results for the MLP base learner. The
evaluation results show that, statistically, RCD had higher
accuracy values compared to MLP only in RBF(50,0.0001).
In all other situations, RCD and MLP had comparable per-
formances, independently of the statistical test used.

In RBF without concept drifts, both versions of RCD
performed the same, like when using the other base learners.
In the 10 repetitions, only 2 concept drifts were found.
These were false positives raised by the drift detector, giving
the slightly different results from RCD and MLP. Similarly
from the other base learners, RCD was statistically better
in RBF(50,0.0001). Again it is possible to verify that the
number of centroids has a much higher influence in the
number of concept drifts than the speed of change. For
example, using the Cramer test, an average of 6.8 concept
drifts were identified in the RBF(10,0.001) configuration.
Increasing the number of centroids to 50, the number of
concept drifts raised to 14.0, while changing the speed of
change to 0.0001 augmented the number of concept drifts
to 8.0.

Comparing Cramer to KNN, only in the RBF(50,0.0001)
configuration the tests had statistical different performances:
KNN was better. In all other data sets, they performed
similarly. Analyzing the evaluation time, the base learner was
again faster. Here, Cramer was faster than KNN in average.
While Cramer spent more than two times compared to MLP
in the evaluation procedure, KNN was more than three times
slower than the base learner. Again, KNN identified more
concept drifts than Cramer: 34,348 versus 32,398.

6. Conclusion
This paper presented the implementation of a new multi-

variate non-parametric statistical test, the Cramer test, in the
RCD framework. We compared RCD using two multivariate
non-parametric statistical tests (KNN and Cramer) with three
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Table 3: Results using the naive Bayes base classifier.
NB RCD NB CVM RCD NB KNN

Time Accuracy Time Accuracy # Drifts Time Accuracy # Drifts
RBF(0,0) 53.90 72.02±0.02 93.94 72.02±0.02 0.2 92.68 72.02±0.02 0.2
RBF(50,0.001) 117.17 53.18±0.01 161.20 53.19±0.01* 10.0 162.71 53.22±0.02* 16.7
RBF(10,0.001) 66.40 75.78±0.03 105.95 75.79±0.03 5.7 103.61 75.78±0.03 5.5
RBF(50,0.0001) 116.78 53.25±0.05 160.61 53.33±0.03* 13.6 160.86 53.76±0.31* 26.2
RBF(10,0.0001) 66.43 75.77±0.04 106.29 75.76±0.04 6.8 105.09 75.77±0.04 8.1
HYP(10,0.001) 54.91 87.10±3.14 96.88 87.64±2.78* 7.6 96.14 87.91±2.47* 8.6
HYP(10,0.0001) 54.90 88.34±1.23 97.08 88.71±1.24* 9.3 95.03 88.84±1.25* 8.4
SEA(50) 2.60 87.71±1.33 4.35 87.86±1.22 0.3 4.29 87.86±1.22 0.3
SEA(50000) 2.51 87.71±1.32 4.36 88.42±0.35 0.8 4.20 88.42±0.35 0.8
LED(50000) 17.77 72.58±2.36 31.89 73.18±1.25 0.2 32.59 73.18±1.25 0.2
Covertype 29.13 60.52 391.97 61.68 2513 128.54 85.47 3961
Poker Hand 15.09 59.55 231.88 60.25 1151 45.97 70.88 1790
Electricity 0.44 73.36 26.01 73.58 180 2.56 82.21 198

Table 4: Results using the MLP base classifier.
MLP RCD MLP CVM RCD MLP KNN

Time Accuracy Time Accuracy # Drifts Time Accuracy # Drifts
RBF(0,0) 56.46 87.70±0.57 101.86 87.44±0.53 0.2 101.90 87.44±0.53 0.2
RBF(50,0.001) 120.26 50.28±0.24 174.82 50.27±0.19 14.0 188.73 50.30±0.33 17.5
RBF(10,0.001) 69.09 83.95±0.47 128.76 84.20±0.43 6.8 133.79 83.93±0.45 10.5
RBF(50,0.0001) 120.23 49.92±0.26 176.99 50.10±0.26* 10.9 321.69 53.23±1.94* 248.5
RBF(10,0.0001) 69.12 84.41±0.67 122.14 84.40±0.48 8.0 121.69 84.78±0.40 7.6
HYP(10,0.001) 56.45 82.55±6.70 111.98 82.24±7.33 8.6 110.47 82.27±7.36 9.2
HYP(10,0.0001) 56.44 84.31±2.14 113.46 84.34±2.22 8.9 112.71 84.43±2.22 9.0
SEA(50) 4.13 87.99±1.68 6.97 88.75±0.98 1.0 7.03 88.74±0.98 0.9
SEA(50000) 4.08 87.99±1.78 7.37 88.04±1.70 0.9 7.14 88.04±1.70 0.9
LED(50000) 27.48 63.67±4.73 50.84 63.68±4.72 0.5 51.05 65.17±2.98 0.5
Covertype 49.00 60.69 410.19 49.02 1661 388.15 49.05 1779
Poker Hand 23.35 43.03 265.26 59.80 1421 918.81 63.47 1284
Electricity 1.53 57.51 20.76 49.30 98 7.68 55.49 67

base learners: Hoeffding trees, naive Bayes, and Multilayer
Perceptron. The tests were performed in seven data sets: four
artificial data sets, with several rates-of-change, and three
real world data sets.

The RCD configuration tested presented better perfor-
mance than the Hoeffding tree base learner with naive Bayes
at the leaves in 8 out of 13 possible situations using the
Cramer test, in 4 situations the Hoeffding tree performed
better, and in 1 situation the performance was similar. Using
KNN, RCD has beaten the base learner by 9 to 2. In two
situations, the performance was similar. Statistically, in three
data set configurations, RCD had a better performance than
the base learners considering both statistical tests. In all other
situations, the performances were similar.

Using the naive Bayes base learner, the results of RCD
are even better considering the Cramer test: of the 13 data
set configurations, RCD performed better than naive Bayes
in 11. In one situation they performed similarly and in one
naive Bayes was better. Using KNN, RCD was better in ten
data set configurations and in three the results were similar.
Statistically, RCD performed better in four situations: both
versions of Hyperplane and Random RBF with 50 centroids.

The results indicate that RCD tends to perform better than

the base learners in environments with many concept drifts.
This is an expected behavior because RCD stores classifiers
and reuses them if actual data is similar to the ones used
to build it. In environments without concept drifts, RCD’s
performance is similar to the base classifier, as the results
from the tests shows in the Random RBF(0,0) configuration
using the Hoeffding tree as base learner.

Regarding the two statistical tests in the artificial data sets,
KNN statistically outperformed Cramer in six situations. In
the others, both tests performed similarly. Considering the
real data sets, KNN has beaten Cramer by 8 to 1. Results
from the experiments clearly show that KNN is better suited
for concept drift detection than Cramer.

Considering the evaluation times, as expected, the base
learner was faster than using RCD. Comparing the two sta-
tistical tests, using the Hoeffding tree and naive Bayes, KNN
was faster, while Cramer was faster when using Multilayer
Perceptron. In all the tests, KNN was faster than Cramer in
28 situations, while the opposite occurred 11 times.

These results confirmed previous findings that the RCD
approach to handle concept drifts is promising and improves
single classifiers results when using them as base learners
of the framework, independently of the statistical test used.
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There was no situation where the base learner had a sta-
tistically better performance compared to using RCD in the
experiments. Tests using other two base learners, J48 [32]
and a pure Hoeffding tree, also had the same results (not
presented here due to limitations of space).

6.1 Future Work
Even though RCD is actually highly configurable, as future

work, further research might be made to allow the user to
choose the best configuration for a specific problem:

• Analyze the influence of the drift detection method, im-
plementing and testing alternatives to DDM and EDDM,
like EWMA.

• Create an ensemble classifier based on the individual
learners associated with each distribution. As more than
one stored classifier can match the actual context, one
approach would be to set higher weights to classifiers
where their samples return higher confidence levels.

• Implement a pruning strategy different than FIFO and
analyze the influence of the number of stored classifiers
in terms of accuracy and performance.

• Use the two available statistical tests in conjunction
and analyze if they provide better results than their
individual use.
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Abstract— A propositional family deontic logic is intro-
duced, which is a combination of the propositional deontic
logic, dynamic logic and ambient logic. A three-layered
possible world semantics is given, where a possible world
is a set of families which is used to define the semantics
for action modality [a]; a subpossible world is a family
used to define the semantics for family modality [m], and
a subsubpossible world is used to define the semantics for
the deontic modality OB. An axiomatic system of the logic
will be given, and the normal form theorem, the soundness
theorem and completeness theorem of the axiomatic system
will be proved.

Keywords: Deontic logic, Normative system, Ambient logic,
Possible world semantics, Axiomatic system.

1. Introduction
The dynamic logic ([4]) and the propositional deontic

logic ([7]) are used to represent the normative systems
([2],[5],[6],[11]). For example, Åotnes, et al. ([2]) defined
a normative temporal logic for reasoning about normative
systems, which is a combination of the computational tree
logic and the deontic logic. Herzig, et al.([5]) gave a
dynamic logic of normative systems, called PDL-PA, in
which the normative modalities A,P are applied only to the
propositional variables with sign +/− . This dynamic logic
can be taken as a dynamic logic with extra propositional
variables.

The propositional family deontic logic is a logic for
normative systems, and is a combination of the propositional
deontic logic, the dynamic logic and the ambient logic
([3]). The logical language of the logic has three kinds of
modalities:
• modality OB in the deontic logic is used to denote the

obligation;
• modalities [a] in the dynamic logic are used to represent

the basic actions in/between families, for example, a may be
birth, marry, divorce, where as are with parameters, and
• modalities [m] are used to denote families as positions

in which propositional variables and obligatory statements
are interpreted, where [m] is used in the ambient logic to
denote spatial positions.

Only the obligations considered here are in families,
and hence, a formula of form OB[m]φ is not well-defined.
Hence, we assume that OB can be applied only to the
propositional variables or the negation of the propositional

variables. Action modality [a] changes a family (a = birth),
or combines two families (a = marry) or splits a family
into two families (a = divorce), and does not change the
deontic statements, but can add new deontic statements to
the recently-formed families.

The semantics of the propositional family deontic logic is
a three-layered possible world semantics, in which
◦ a possible world w is a set of families u, such that an

action changes a possible world into another one;
◦ a subpossible world u in a possible world w is a

family, such that a family modality [m] is interpreted to
be a subpossible world;
◦ a subsubpossible world z in a subpossible world u is

used to interpret modality OB.
For the simplicity, we assume that for any w ∈ W, there is

one and only one possible world w′ such that w′ is accessible
from w via modality a; and the interpretation Iw(m) of
family name m is constant with respect to the subpossible
world, that is, if w′ is accessible from w via some a then
family Iw(m) denoted by m at possible world w is the same
as the one Iw′(m) denoted by m at possible world w′.

We shall build an axiomatic system for the propositional
famly deontic logic and prove the normal form theorem,
the soundness theorem and the completeness theorem of the
propositional family deontic logic.

The paper is organized as follows: the next section gives
the basic definitions in the propositional deontic logic; the
third section gives the syntax and semantics of the propo-
sitional family deontic logic; the fourth section proves the
basic theorems on the equivalent formulas and the normal
form theorem; the fifth section gives an axiomatic system
and proves the soundness theorem and completeness theorem
of the logic; the sixth section gives variant family deontic
logics; and the last section concludes the whole paper.

2. The deontic logic
This section gives the basic definitions of the propositional

deontic logic, its syntax and semantics.
The logical language for the propositional deontic logic

consists of the following symbols:
• propositional variables: p0, p1, ...;
• logical connectives: ¬,∧;
• the deontic modality: OB; and
• auxiliary symbols: (,).
Formulas are defined inductively as follows:

φ ::= p|¬φ1|φ1 ∧ φ2|OBφ1.
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Other deontic modalities are defined:

PEφ ::= ¬OB¬φ
IMφ ::= OB¬φ
OMφ ::= ¬OBφ
OPφ ::= ¬OBφ ∧ ¬OB¬φ.

The semantics of the propositional deontic logic is the
possible world semantics.

A frame F is a triple (W,R, D), where
• W is a non-empty set of possible worlds;
• R ⊆ W ×W is the accessibility relation for modality

OB, and
• D ⊆ W is a subset such that for any w ∈ W, there is

a possible world w′ ∈ D such that (w, w′) ∈ R.
A model M is a pair (F, I), where
• F is a frame; and
• I is an interpretation such that for any propositional

variable p, I(p) ⊆ W.
The satisfaction of formula φ at a possible world w,

denoted by M, w |= φ, is defined as follows:1 M, w |= φ iff




w ∈ I(p) if φ = p
M, w 6|= φ1 if φ = ¬φ1

M, w |= φ1&M, w |= φ2 if φ = φ1 ∧ φ2

Aw′((w, w′) ∈ R&w′ ∈ D
⇒ M, w′ |= φ1) if φ = OBφ1

Correspondingly, we have the following

M, w |= PEφ iff
Ew′((w, w′) ∈ R&w′ ∈ D&M, w′ |= φ)
M, w |= IMφ iff
Aw′((w, w′) ∈ R&w′ ∈ D ⇒ M, w′ |= ¬φ)
M, w |= OMφ iff
Ew′((w, w′) ∈ R&w′ ∈ D&M, w′ |= ¬φ)
M, w |= OPφ iff
Ew′((w, w′) ∈ R&w′ ∈ D&M, w′ |= φ)
&Ew′((w, w′) ∈ R&w′ ∈ D&M, w′ |= ¬φ)

Axioms:
A1. All tautologies of the propositional logic;
A2. OB(φ → ψ) → (OBφ → OBψ);
A3. OBφ → ¬OB¬φ.
Inference rules:

(MP)
φ, φ → ψ

ψ

(NECOB)
φ

OBφ
.

Theorem 2.1([7]). The deontic logic is sound and com-
plete.

¤
1In syntax, we use ¬,∧,→,∀, ∃ to denote the logical connectives

and quantifiers; and in semantics we use ∼, &,⇒,A,E to denote the
corresponding connectives and quantifiers.

3. The family deontic logic
A logic consists of a logical language, syntax, semantics

and a deduction system.
The logical language of the family deontic logic contains

the following symbols:
• propositional variables: p0, p1, ...;
• action names: a0,a1, ...; and action modalities:

[a0], [a1], ...;
• family names: m0,m1, ...; and family modalities:

[m0], [m1], ...;
• the deontic modality: OB, and
• logical connectives: ¬,∧.
For example,
a ::= birth(x, y)|marry(x, y)|divorce(x, y),

where x, y are parameters, and birth(x, y) represents that
x gives a birth to y; marry(x, y) that x marries y, and
divorce(x, y) that x divorces y. Because we consider only
the propositional family deontic logic, x, y are taken as
parameters, not as variables.

We assume that modality OB is applied only to the atomic
formulas or the negation of the atomic formulas; and action
modalities and family name modalities [m] are applied to
any formula.

Formulas are defined inductively as follows:

φ ::= p|OBp|OB¬p|¬φ1|φ1 ∧ φ2|[a]φ1|[m]φ1.

The semantics is a three-layered possible world semantics.
Intuitively, we use a possible world to denote a set of
families, a subpossible world to denote a family, and a
subsubpossible world for the deontic modality.

A model M is a pair (W,R), where
• W is a set of possible worlds such that each possible

world w ∈ W is a submodel w = (Uw, Iw), where
◦ Uw is a set of subpossible worlds and each sub-
possible world u is a model (Zw,u, ROBw,u, Iw,u),
where
¦ Zw,u is a set of subsubpossible worlds;
¦ ROBw,u ⊆ Z2

w,u is the accessibility relation
for OB in u; and
¦ Iw,u is an interpretation such that for any
propositional variable p, Iw,u(p) ⊆ Zw,u;

and for any possible worlds w, w′, if (w, w′) ∈ Ra

then Uw ⊆ Uw′ , and
◦ Iw is an interpretation such that for any family
name m, Iw(m) ∈ Uw.

• for each action name a, Ra ⊆ W 2 is the accessibility
relation for action modality [a], such that for any possible
world w ∈ W, there is one and only one possible world w′

(we use fa(w) to denote the w′) such that
◦ (w, w′) ∈ Ra, and
◦ for any m, if Iw(m) ↓ (is defined) then
Iw′(m) ↓, and

Iw(m) = Iw′(m).
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The last condition ensures that if w′ is accessible from w
via some action modality [a], and family m exists in w then
m exists in w′.

The satisfaction of formula φ at a subsubpossible world
(w, u, z), denoted by M, w, u, z |= φ, is defined as follows:

M, w, u, z |= φ iff




z ∈ Iw,u(p) if φ = p

Az′((z, z′) ∈ ROBw,u

⇒ M, w, u, z′ |= p) if φ = OBp

Az′((z, z′) ∈ ROBw,u

⇒ M, w, u, z′ |= ¬p) if φ = OB¬p
M, w, u, z 6|= φ1 if φ = ¬φ1

M, w, u, z |= φ1

&M, w, u, z |= φ2 if φ = φ1 ∧ φ2

M, fa(w), u, z |= φ1 if φ = [a]φ1

M, w, Iw(m), z |= φ1 if φ = [m]φ1

where z is a subsubpossible world of u, and u is a subpos-
sible world of possible world w.

Remark. For the simplicity, we omit the relation D in the
semantics of the propositional deontic logic.

¤
A formula φ is valid in a model M, denoted by M |= φ,

if for any possible world w, subpossible world u of w and
subsubpossible world z of u,M, w, u, z |= φ. φ is valid,
denoted by |= φ, if for any model M, φ is valid in M.

4. The normal form
In this section, we discuss the normal form of formulas,

just as the disjunctive or conjunctive normal form in the
propositional logic. With the normal form and the com-
pleteness theorem of the dynamic logic, we can prove the
completeness theorem of the propositional family deontic
logic.

Proposition 4.1. The following sentences are valid:

[a]¬φ ↔ ¬[a]φ
[a](φ ∧ ψ) ↔ [a]φ ∧ [a]ψ.

Proof. It is assumed that for any w ∈ W, there is one and
only one w′ ∈ W such that (w, w′) ∈ Ra.

M, w, u, z |= [a]φ
iff Aw′((w, w′) ∈ Ra ⇒ M, w′, u, z |= φ
iff M, fa(w), u, z |= φ.

For any model M and w, u, z,

M, w, u, z |= [a]¬φ
iff M, fa(w), u, z |= ¬φ
iff M, fa(w), u, z 6|= φ
iff M, w, u, z 6|= [a]φ
iff M, w, u, z |= ¬[a]φ;

M, w, u, z |= [a](φ ∧ ψ)
iff M, fa(w), u, z |= φ ∧ ψ
iff M, fa(w), u, z |= φ&M, fa(w), u, z |= ψ
iff M, w, u, z |= [a]φ&M, w, u, z |= [a]ψ
iff M, w, u, z |= [a]φ ∧ [a]ψ.

¤
Proposition 4.2. The following sentences are valid: for

any family name m,

[m]¬φ ↔ ¬[m]φ
[m](φ ∧ ψ) ↔ [m]φ ∧ [m]ψ.

Proof. For any model M and w, u, z,

M, w, u, z |= [m]¬φ
iff M, w, Iw(m), z |= ¬φ
iff M, w, Iw(m), z¬ |= φ
iff M, w, u, z¬ |= [m]φ
iff M, w, u, z |= ¬[m]φ;

M, w, u, z |= [m](φ ∧ ψ)
iff M, w, Iw(m), z |= φ ∧ ψ
iff M, w, Iw(m), z |= φ&M, w, Iw(m), z |= ψ
iff M, w, u, z |= [m]φ&M, w, u, z |= [m]ψ
iff M, w, u, z |= [m]φ ∧ [m]ψ.

¤
The normal form of formulas is defined as follows:

θ ::= p|OBp|OB¬p;
ψ ::= [α1] · · · [αn]θ|¬ψ1|ψ1 ∧ ψ2

where α ::= m|a. Here, we say that θ and ψ are the formulas
in the normal form.

Theorem 4.3. Each formula φ is logically equivalent to a
formula ψ in the normal form, i.e., |= φ ↔ ψ.

Proof. By the induction on the structure of formula φ and
proposition 4.1 and 4.2, we have the theorem.

¤
Proposition 4.4. The following formula is valid:

[a][m]φ ↔ [m][a]φ.

Proof. For any model M and w, u, z

M, w, u, z |= [a][m]φ iff M, fa(w), u, z |= [m]φ
iff M, fa(w), Ifa(w)(m), z |= φ;

M, w, u, z |= [m][a]φ iff M, w, Iw(m), z |= [a]φ
iff M, fa(w), Iw(m), z |= φ.

Because (w, fa(w)) ∈ Ra, Ifa(w) ⊇ Iw, i.e.,

Iw(m) = Ifa(w)(m).

Therefore,

M, w, u, z |= [a][m]φ iff M, w, u, z |= [m][a]φ.

¤
The strong normal form:

θ ::= p|OBp|OB¬p;
ξ ::= [a]θ;
ψ ::= [m1] · · · [mn]ξ|¬ψ1|ψ1 ∧ ψ2.

The intuition of the strong normal form is that each family
action, such as, birth, marry, divorce, etc., happens in one
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family, and a deontic statement is about members in one
family.

Theorem 4.5. Each formula φ is logically equivalent to a
formula ψ in the strong normal form, i.e., |= φ ↔ ψ.

Proof. By the induction on the structure of formula φ.
¤

5. The soundness and completeness of
the propositional family deontic logic

The axiomatic system of the propositional family deontic
logic consists the following axioms and inference rules:

Axioms:

All the valid propositional formula
[m]¬φ ↔ ¬[m]φ
[m](φ ∧ ψ) ↔ ([m]φ ∧ [m]ψ)
[a]¬φ ↔ ¬[a]φ
[a](φ ∧ ψ) ↔ [a]φ ∧ [a]ψ
[a][m]φ ↔ [m][a]φ.

Inference rules:

(MP) :
φ, φ → ψ

ψ

(Necm) :
φ

[m]φ

(Neca) :
φ

[a]φ
.

Theorem 5.1(The soundness theorem). For any formula
φ, if ` φ then |= φ.

Proof. By the induction on the length of proofs of φ.
¤

Theorem 5.2(The completeness theorem). For any for-
mula φ, if |= φ then ` φ.

Proof. Assume that |= φ. By the normal form theorem,
there is a formula ψ in the normal form such that |=
φ ↔ ψ. Therefore, |= ψ. By taking ψ as a formula in
the propositional logic and the completeness theorem of the
propositional logic, `1 ψ, and therefore, ` φ, where `1 is the
deduction relation in the propositional logic which language
contains the following propositional variables:

p|[α1] · · · [αn]p|[α1] · · · [αn]OBp|[α1] · · · [αn]OB¬p,

where α ::= m|a.
¤

6. The variant family deontic logic
One variant family deontic logic is without restraints on

applications of modalities.
Formulas can be defined as follows:

φ :: = p|OBφ1|¬φ1|φ1 ∧ φ2|[a]φ1|[m]φ1.

Correspondingly, the semantics is the common possible
world semantics.

A model M is a triple (W,R, I), where
• W is a set of possible worlds;
• for each action name a, Ra ⊆ W 2 is the accessibility

relation for modality [a], and ROB ⊆ W 2 for modality OB,
and
• I is an interpretation such that for any propositional

variable p, I(p) ⊆ W ; and for any family name m, I(m) ∈
W.

Given a model M, for any possible world w, a formula φ
is satisfied at possible world w, denoted by M, w |= φ, iff





w ∈ I(p) if φ = p
M, w 6|= φ1 if φ = ¬φ1

M, w |= φ1&M, w |= φ2 if φ = φ1 ∧ φ2

Aw′((w, w′) ∈ ROB ⇒ M, w′ |= φ1) if φ = OBφ1

Aw′((w, w′) ∈ Ra ⇒ M, w′ |= φ1) if φ = [a]φ1

M, I(m) |= φ1 if φ = [m]φ1

If a ::= birth(x, y)|marry(x, y)|divorce(x, y) then bi-
nary relations for the accessibility relations are not appro-
priate. In the following, we shall give a model for the family
deontic logic, in which

♦ a possible world is a family;
♦ action modality [birth(x, y)] changes a possible

world w into a new possible world w′; action modality
[marry(x, y)] maps two families w and w1 into a new family
w2; action modality [divorce(x, y)] maps one family w into
two new families w1 and w2;

♦ the deontic modality OB is interpreted in a classical
way.

Such a model M is a triple (W,R, I), where
◦ W is a set of possible worlds;
◦ ROB ⊆ W 2 is the accessibility relation for the modality

OB; and

Rbirth : W → W,
Rmarry : W 2 → W,
Rdivorce : W → W 2

are the accessibility relations for modalities
[birth], [marry], [divorce], respectively; and
◦ I is an interpretation such that for any propositional

variable p, I(p) ⊆ W, and for any family name m, I(m) ∈
W.

Correspondingly, the modality [divorce] is split into two
modalities [divorce1] and [divorce2], such that for any pos-
sible worlds w, w1, w2 ∈ W, if (w, w1, w2) ∈ Rdivorce then
(w, w1) ∈ Rdivorce1 and (w, w2) ∈ Rdivorce2 . Hence, if
x divorces y in action name divorce then [divorce1]φ means
that φ is true in a new family of x, and [divorce2]φ means
that φ is true in a new family of y.

The satisfaction relation is defined as follows: M, w |= φ
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iff



w ∈ I(p) if φ = p
M, w 6|= φ1 if φ = ¬φ1

M, w |= φ1&M, w |= φ2 if φ = φ1 ∧ φ2

Aw′((w, w′) ∈ Rbirth
⇒ M, w′ |= φ1 if φ = [birth]φ1

Aw1, w2((w, w1, w2) ∈ Rmarry
⇒ M, w2 |= φ1) if φ = [marry]φ1

Aw1, w2((w, w1, w2) ∈ Rdivorce
⇒ M, w1 |= φ1 if φ = [divorce1]φ1

Aw1, w2((w, w1, w2) ∈ Rdivorce
⇒ M, w2 |= φ1 if φ = [divorce2]φ1

M, I(m) |= φ1 if φ = [m]φ1

Aw′((w, w′) ∈ ROB
⇒ M, w′ |= φ1) if φ = OBφ1

For the simplicity of discussion, we assume that for any
possible world w,
◦ there is one and only one w′ such that (w, w′) ∈

Rbirth;w′ is denoted by fbirth(w);
◦ there is one and only one pair (w1, w2) such that

(w, w1, w2) ∈ Rmarry; (w1, w2) is denoted by fmarry(w);
and
◦ there is one and only one pair (w1, w2) such

that (w, w1, w2) ∈ Rdivorce; (w1, w2) is denoted by
fdivorce(w).

Therefore,

M, v, w |= [birth]φ iff M, v, fbirth(w) |= φ
M, v, w |= [marry]φ iff M, v, π2(fmarry(w)) |= φ

M, v, w |= [divorce1]φ iff M, v, π1(fdivorce(w)) |= φ

M, v, w |= [divorce2]φ iff M, v, π2(fdivorce(w)) |= φ.

7. Conclusions
The family deontic logic can be used in the normative

systems and the common-knowledge representation.
A further work would be to give a less restrictive seman-

tics for the family deontic logic, and in such a semantics,
the sound and complete axiomatic system could be given.
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Abstract - According to some authors, design strategies for 

reverse Supply Chain (SC) are relatively unexplored and 

underdeveloped. We propose a genetic algorithm (GA) that 

guides the search for an optimal solution to an NP-hard 

remanufacturing SC problem. It combines a random solution 

search with an optimal solution method for solving to 

optimality an associated LP problem. In this GA, each 

chromosome is generated into two steps. First is generated the 

part of the chromosome representing whether the facility is 

opened or closed. The second part of the chromosome is 

obtained solving to optimality a LP problem associated to the 

original problem. The proposed genetic algorithm was coded 

in GAMS. We report computational results for 11 network 

instances generated randomly with up to 350 sourcing 

facilities, 100 candidate sites for locating reprocessing 

facilities and 40 remanufacturing facilities (350x100x40). 

Computational results regarding GAP and computing times 

are promising. 

Keywords: Evolutionary algorithm, sustainable supply chain 

problem; remanufacturing location problems; integer 

programming  

 

1 Introduction 

  The management of product return flows has received 

increasing attention in the last decade. The efficient waste and 

product return flows stewardship is concerned with the final 
destination of products and their components, and what is 

their impact on the pollution of the air, water and earth 

besides the costs of treating the disposal in landfill. Notice 

that by 2013 the total e-waste will reach 73 million metric 
tons. These products not only need to get back to the supplier, 

re-use or recycled, some disposal also remain in the earth 

producing several kind of damages. Several regions and 

nations set up tighter environmental objectives in a 
collaborative action to mitigate the potential damage for the 

economic and also the health of the people. There are specific 

rules in some regions like UE, where The European Waste 
Electrical and Electronic Equipment Directive (WEEE) and 

End of Life Vehicles Directive, (ELV) are encouraging 

companies in the automotive industry to collaborate with 

other businesses and organizations in the supply chain to 
ensure that products can be disassembled and reused, 
remanufactured, recycled or disposed of safely at the end of 

their life.  

In addition to stronger legal environment restrictions, there 

are several reasons because an increasing number of 

companies will be interested into get engaged in sustainable 

initiatives like the management of reverse flows, going 
backwards from customers to recovery centers, within their 

supply chain [1, 2]. Some authors noted that huge monetary 

values ”can be gained by redesigning the reverse supply chain 
to be faster and reduce costly time delays” [3]. According to 

the same authors, design strategies for reverse supply chains 

are relatively unexplored and underdeveloped. Returned 

products are remanufactured if judged cost-effective. Some 
firms may treat all product returns as defective. Some 

returned products may be new and never used; then these 

products must be returned to the forward flow. In this context, 
remanufacturing activities are recognized as a main option of 

recovery in terms of its feasibility and benefits. We study this 

problem as part of reverse logistics problems. In this paper is 

addressed the problem of designing a remanufacturing supply 
chain network and it is proposed a type of genetic algorithm 

for solving it. The problem is a NP-hard combinatorial 

optimization problem. For randomly generated test instances 

of the problem, we analyze the performance of the algorithm 
in term of computing times and quality of the solution 

obtained. 

This paper makes two primary contributions. First it proposes 
an evolutionary scheme, combining an optimization method 

inside of a genetic algorithm scheme for solving a reverse 

distribution problem. Second, a computational study of the 

method is performed for problem instances of up to 350 
sourcing facilities, 100 candidate sites for locating 
reprocessing facilities and 40 remanufacturing facilities 

(350x100x40), concluding regarding the quality of the 

solution obtained and the computing times. These are the 
largest instances problems tested so far with evolutionary 

algorithms.  

In the second section, we provide a literature review with a 
brief introduction to sustainable and reverse supply chain and 

particularly to the remanufacturing case in connection with 

reverse logistics. In the third section, we formulate the 

mathematical model for the problem and propose the genetic 
algorithm for solving it. In the fourth section, we present 
experimental results for large sets of networks generated 

randomly. The last section contains our conclusions. 
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2 Literature review 

 Adopting a friendly sustainable management implies a 

number of changes for companies from the strategy level up 

to the operational point of view, affecting their people and 
impacting their business processes and technology. In this 

regards, in [4] is noted, “the strategic level deals with 

decisions that have a long-lasting effect on the firm. These 
include decisions regarding the number, location and 

capacities of warehouses and manufacturing plants, or the 

flow of material through the logistics network”. They 

established a clear link between facility location models and 
strategic decisions of supply chain management (SCM). 

Supply Chain Management - SCM, and in particular 

Sustainable Supply Chain Management – SSCM gives a good 

framework to address sustainable issues. Green supply chain 
management (GSCM) was emerging in the last few years. 
This concept covers every stage in manufacturing from the 

first to the last stage of product life cycle, i.e. from product 
design to recycle. [5] made a carefully literature review and he 

shows that a broad frame of reference for Green Supply Chain 

Management (GSCM) is not adequately developed. As a 

consequence, the author identifies the need for a “succinct 
classification to help academicians, researchers and 

practitioners in understanding integrated GSCM from a wider 

perspective”.  
We focus on the remanufacturing network (RMN) and then 

on reverse supply chain. Here, remanufacturing is defined as 
one of the recovery methods by which worn-out products or 

parts are recovered to produce a unit equivalent in quality and 
performance to the original new product and then can be 

resold as new products or parts. 

2.1 Research on Facility Location Problems 

for Reverse Supply Chain Design 

 

 The problem of locating facilities and allocating 

customers is not new to the operations research community 

and covers the key aspects of supply chain design [6]. This 
problem is one of “the most comprehensive strategic decision 

problems that need to be optimized for long-term efficient 

operation of the whole supply chain” [7]. Such as it was 
observed by [8], some small changes to classical facility 
location models are quite hard to solve. 

In the last few years, mathematical modeling and solution 

methods for the efficient management of return flows (and/or 
integrated with forward flows) has been studied in the context 

of reverse logistics, closed-loop supply chain and sustainable 

supply chain.  
Several authors have studied different aspects of closed-loop 

supply chain problems, see for example [9-14].  

In [2] are discussed the new issues that arise in the context of 

reverse logistics and reviewed the mathematical models 
proposed in the literature. In [15] is proposed a generic 
recovery network model based on the elementary 

characteristics of return networks identified in [2]. In [16] is 

proposed a generic mixed integer model for the design of a 

reverse distribution network including repairing and 
remanufacturing options simultaneously.  
Regarding reverse logistics networks in connection with 

location problems, in [17] is presented a two-level distribution 
and waste disposal problem, in which demand for products is 

met by plants while the waste generated by production is 

correctly disposed of at waste disposal units. In [18] is 

described a network for recycling sand from construction 
waste and proposed a two-level location model to solve the 

location problem of two types of intermediate facility. 

Regarding remanufacturing location models, in [19] is 

described a small reverse logistics network for the returns, 
processing, and recovery of discarded copiers. They presented 

a mixed integer linear programming (MILP) model based on 
a multi-level uncapacitated warehouse location model. The 
model was used to determine the locations and capacities of 

the recovery facilities as well as the transportation links 

connecting various locations. In [20] is proposed a 0-1 MILP 

model for a product recall distribution problem. They 
analyzed the particular case in which the customer returns the 

product to a retail store and the product is sent to a 

refurbishing site which will rework the product or dispose it 
properly. The reverse supply chain is composed of 

origination, collection and refurbishing sites. With the 

objective to minimize fixed and distribution costs, the model 
has to decide which collection sites and which refurbishing 
sites to open, subject to a limit on the number of collection 

sites and refurbishing sites that can be opened. In [21] are 

presented three generic facility location MIP models for the 

integrated decision making in the design of forward and 
reverse logistics networks. The formulations are based on the 

well-known uncapacitated fixed-charge location model and 

they include the location of used product collection centers 
and the assignment of product return flows to these centers. In 

[22] is presented a two-level location problem with three 

types of facility to be located in a reverse logistics system. 

They proposed a 0–1 MILP model which simultaneously 
considers “forward” and “reverse” flows and their mutual 

interactions. The model has to decide the number and 

locations of three different types of facilities: producers, 
remanufacturing centers and intermediate centers. 

3 Modeling a remanufacturing supply 

chain network design problem 

(RSCP) 

 In this section we present the MIP model for our 

problem of designing a sustainable supply chain network. 
This problem can be categorized as a single product, static, 

three-echelon, capacitated location model with known 

demand. The remanufacturing supply chain network consists 
of three types of members: sourcing facilities (origination 

sites like a retail store), collection sites and remanufacturing 

facilities. At the customer levels, there are product demands 

and used products ready to be recovered, for example call 
phones. We suppose that customers return products to 
origination sites like a retail store. At the second layer of the 

supply chain network, there are reprocessing centers 
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(collection sites) used only in the reverse channel and they are 
responsible for activities, such as cleaning, disassembly, 
checking and sorting, before the returned products are sent 

back to remanufacturing facilities. At the third layer, 
remanufacturing facilities accept the checked returns from 

intermediate facilities and they are responsible for the process 

of remanufacturing. In this paper we address the backward 

flow of returns coming from sourcing facilities and going to 
remanufacturing facilities through reprocessing facilities 

properly located at pre-defined sites. In such a supply chain 

network, the reverse flow, from customers through collection 

sites to remanufacturing facilities is formed by used products, 
while the other (“forward” flow) from remanufacturing 

facilities directly to point of sales consists of “new” products. 

3.1 RSCP Model 

 In our model is assumed that the product demands (new 

ones) and available quantities of used products at the 
customers are known and deterministic. All returned products 

(used products) are first shipped back to collection facilities 

where some of them will be disposed of for various reasons, 

like poor quality. The checked return-products will then be 
sent back to remanufacturing facilities, where some of them 

may still be disposed of. We introduce the following inputs 

and sets: 
I = the set of sourcing facilities at the first layer, indexed by i 

J = the set of remanufacturing nodes at the third layer indexed 
by j 

K = the set of candidate reprocessing facility locations at the 
mid layer, indexed by k 

ai = supply quantity at source location i ∈ I 

bj = demand quantity at remanufacturing location j ∈ J 

fk = fixed cost of locating a mid layer reprocessing facility at 

candidate site k ∈ K 

gk = management cost at a mid layer reprocessing facility at 

candidate site k ∈ K 

cik = is the unit cost of delivering products at k ∈ K from a 

source facility located in i ∈ I  

dkj = is the unit cost of supplying demand j ∈ J from a mid 

layer facility located in k ∈ K  

uk = capacity at reprocessing facility location k ∈ K  

We consider the following decision variables: 

wk= 1 if we locate a reprocessing facility at candidate site k ϵ 

K,0 otherwise 

xik = flow from source facility i ∈I to reprocessing facility 

located at k ∈ K 

ykj = flow from remanufacturing facility located at k∈ K to 

facility j ∈ J 

Following the model proposed in [23], the remanufacturing 
supply chain design problem (RSCP) is defined by: 
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The objective function (1) minimizes the sum of the 

installation reprocessing facility costs plus the delivering costs 
from sourcing facilities to reprocessing facilities and from 

these to remanufacturing facilities. Constraint (2) warranties 

that supplying at facility k ∈ K is delivered to a mid layer 

reprocessing facility already opened. Constraint (3) warranties 
that all the return products from I is going backward to facility 

k ∈ K. Constraint (4) warranties that the demand at facility j ∈ 

K must be satisfied by reprocessing facilities. Constraint (5) 
ensures that all the return products arriving to facility k are 

also delivered to remanufacturing facilities. Constraint (6) is a 

standard positive constraint. Constraint (7) is a standard 

binary constraint. This model has O(n
2
) continuous variables 

where n=max{|I|, |J|, |K|} and |K| binary variables. The 

number of constraints is O(n). 

Notice that following [24], models like the RSCP forget the 
origin of the products arriving to remanufacturing facilities 
then we lost the trace of the products. To overcome this point, 

we can get another formulation introducing triply subscripted 

variables ��0 	to manage the origin to destination product 

flows and some other changes in parameters, variables and 

constraints. But this is not the objective of this paper. 

3.2 An Evolutionary Scheme 

 Genetic Algorithms (GA) are a type of evolutionary 

algorithms (EVA) used to solve a number of combinatorial 

optimization problems. See for further details the paper by 
[25]. An EVA is composed by five basic components: (a) a 
genetic representation of solutions to a problem; (b) a way to 

create an initial population of solutions; (c) an evaluation  

function; (d) genetic operators that alter the genetic 
composition of children  during reproduction and (e) values 

for the parameters [26]. In this section we briefly describe 

these components and the GA implementation for solving the 

RSCP problem. 
Typical GA encodes the whole solution for the RSCP model 

as a chromosome, and then applies the above scheme for 

solving the target problem. We follow a little different 
approach in this paper.  

We can set to 0 or 1 the value of variables wk ∀k ϵ K, let call 

them ��∗ . Once you set variables ��∗ we can re-write the 

RSCP model as follow: 
RSCPR 
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Where, the set K* contains the facilities already opened, and 

the variables ��∗  are now coefficients with known values. 
Constraint (2a) continues to ensure that all the sourcing 
facilities deliver return products to a facility already opened. 

The rest of constraints remain the same as the original RSCP 

model. Moreover, this associated problem is a linear 
programming problem.  
In our evolutionary scheme, we use a genetic algorithm for 

guiding the whole process of seeking an optimal solution for 

the RSCP problem. However, part of the chromosome is 
obtained by solving to optimality the RSCPR problem. In this 

way, we use a kind of decomposed genetic algorithm. 

The evolutionary scheme is as follows: 
1. Generate an initial population for the head of the 

chromosome; 

a. Apply the feasibility procedure to satisfy 

capacity constraints 
b. Solve to optimality the RSCPR problem 

2. While not Finish do 

a. Solve to optimality the RSCPR problem; 

b. Apply selection process; 
c. Do a partial crossover to the head of the 

individuals; 

d. Generate individuals using the mutation 
operation; 

e. Apply the feasibility procedure to satisfy 

capacity constraints 

3. Endwhile; 

Observe that, in step (1) we generate each chromosome into 
two steps. In step (1a) is generated the head of the 
chromosome. This part of the chromosome represents 

whether the facility is opened or closed as described below. 

The second part of the chromosome (1b), we call tale, is 
obtained solving the RSCPR problem to optimality. When it is 

solved the RSCPR problem, it is also simultaneously 

computed the fitness of each chromosome. In step (2) the 
cross-over procedure is applied to the head part of the 

chromosome, and again, the tale part of the chromosome is 

obtained solving to optimality the RSCPR problem. The rest 

of the steps in the above scheme are similar to a classical GA. 

3.3 Representation, Initial Population and 

Feasible Solutions 

 In our implementation, each solution (individual) to the 
problem is coded as a chromosome. In the first part of the 

chromosome, called head, each gene corresponds to a facility 

location decision variable, taking value 1 if a facility is open 

at the mid layer, and zero otherwise. We use a |�| 
dimensional string to represent facilities located. The rest of 
the chromosome, called the tale, represents the flows of return 

products between the sourcing facility and the reprocessing 
facilities and between the reprocessing facilities and the 

remanufacturing facilities. As described earlier in this paper, 

the chromosome´s tale is obtained solving to optimality the 

RSCPR problem. 
An initial population of 20 individuals is generated randomly. 

Each gene of the head of the chromosome is generated by a 0-

1 uniform probability distribution. For each chromosome of 

the population we apply a simple feasible solution procedure. 
This procedure consists in two steps. In the first step we check 
if the number of facilities already opened is enough to satisfy 

the entire demand. In the second step, for those chromosomes 
that do not satisfy the demand, we get a feasible solution to 

RSCP based on the initial chromosome. This procedure is 

rather simple; it starts open facilities till the demand is 

satisfied. The population is composed of just feasible 
solutions. The fitness of a chromosome is calculated by 

solving simultaneously the RSCPR problem and using the 

objective function (1a). 

3.4 Genetic operators 

 We use the standard genetic operators. The crossover 

generates one new individual (chromosome) exchanging the 

genetic material of two (parental) individuals expecting that 
"good" solutions can generate "better" ones. One of these 
individuals is selected randomly from a set of 20 individuals, 

as described earlier. The other individual is the best one 

selected from the previous population. We do not limit the 
number of new chromosomes generated by crossover. In this 

work crossover probability (cross_p) is set to 0.7 (70%) and 

we perform one-point crossover. In the crossover procedure 

we generate a random value, if the cross_p value is greater 
than the random value then we pick one individual from the 

set. We generate another random value between one and the 

number of potential facility sites for the corresponding layer, 
i.e, a cut point dividing each individual (parent) into two 
segments. The child is created by combining the first segment 

from the first parent and the second segment from the second 

parent. The mutation operator changes the value of a 
chromosome with some small probability. In our case, we do 

not practice mutation, we set this probability to 0.0 (0%) and 

remain constant through generations of the GA. After the 

crossover procedure, we check for unfeasible solutions in the 
population. In the next step we correct this. 

3.5 Additional Aspects about the Genetic 

Algorithm 

 The selection operator is based on elitist selection, 

favoring individuals of better fitness value to reproduce more 
often than the worse ones when generating the new 
population. In every iteration (generation) the whole 

population (20 individuals) is ranked in a non-decreasing 

order of the objective function value, and we select always the 

best individual. As we described earlier, feasibility of 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 847



constraints (2) is verified to every individual at every 
iteration. In case unfeasibility, a feasible routine is applied to 
get a 100% of feasible solutions in the population. 

Considering the optimal procedure we applied inside the 
genetic algorithm, we work with a reduced population size 

(20) and with 5 generations (iterations). Nevertheless, the 

performance in term of quality of the solutions obtained and 

computing times are promising as described hereafter. 

4 Numerical Experiments 

 In this section we discuss and compare the 
computational results obtained for the proposed evolutionary 

algorithm. We analyze the performance of the proposed 

algorithm regarding computational time to get the solution 
and the quality of the upper bound obtained. 

We implemented the algorithm in GAMS and we used CPLEX 

as a subroutine (called from inside GAMS) for solving to 
optimality the RSCPR problem. All the experiments were 
developed on a PC with 2Gb RAM and 2.3GHz. In the 

literature, there are not large data sets available for our 

problem. We generated randomly 11 test problems following 

similar methodologies used for well known related supply 
chain problems [22, 23]. These test problems are data sets 

corresponding to networks of up to 350 origination sites, 100 

candidate sites for locating reprocessing facilities and 40 
remanufacturing facilities. The data set for the test problems 

are given in Table 1 and they are available with the authors. 

All the transportation costs were generated randomly using a 
uniform distribution with parameters [1,40]. Management 
costs were set to 30 for all the instance problems except for 

the No.1. Instances 7-9 are the same than instances 1-6 except 

for the value of fixed costs that were obtained multiplying by 
10 the fixed costs of instances 1-6. Instances 10 and 11 are 

the same than instances 8 and 9 but the capacity of each 

location was increased in 50%. Sourcing units (aj), capacity 

of reprocessing facilities (mk) and capacity of 
remanufacturing facilities (bl) are shown in Table 1. To 

illustrate the size problems, problem instances 5 and 6 involve 

27,200 positive variables, 80 binary variables and 500 

constraints; and 39,000 positive variables, 100 binary 
variables and 590 constraints, respectively 

In order to compare the performance of the proposed 

algorithm, we tested it with the test instances generated 
randomly. We run 5 trials for each test instances. Table 2 and 

3 show the results obtained using the algorithm. For each 

instance problem and trial, the tables show the solution 

provided by the random phase of the algorithm (zran), the 
solution provided by the GA (zGA), the computing times 

(seconds) and the gap (100[zGA-z*]/z*) obtained comparing 

the zGA with the optimal integer value of the objective 
function (z*) obtained by GAMS. All the gap values were 
rounded to two decimals. The tables also show the minimum, 

maximum and average value for each column and each test 

instance. To illustrate, for problem instance 5 and trial 2, the 
solution value of the random phase (zran), the GA solution 

value (zGA), the computing times and the gap are 2,131,500.0, 

2,129,200.0, 74.39 seconds and 0,31% respectively.  For the 

same problem instance, the minimum, maximum and average 
gap are 0.31%, 0.48% and 0.4% respectively. Observe that, 
for all the test instances, the maximum average gap is 3.65% 

(#1 instance) and the minimum average gap is 0.17% (#2 
instance). Regarding computing times, notice that all the test 

instances were solved in less than 106 seconds. 

Table 1: Data set 

# Instance 

Problems 

J K L fk aj mk bl 

1 40x20x15 40 20 15 300 150 400 400 
2 100x40x20 100 40 20 500 150 400 750 
3 150x40x20 150 40 20 1000 200 800 1500 
4 200x80x20 200 80 20 1000 300 800 3000 
5 300x80x40 300 80 40 2000 200 800 1500 
6 350x100x40 350 100 40 2000 200 800 1750 
7 40x20x15 40 20 15 3000 150 400 400 
8 200x80x20 200 80 20 1000 300 800 3000 
9 300x80x40 300 80 40 2000 200 800 1500 
10 200x80x20 200 80 20 1000 300 1200 3000 
11 300x80x40 300 80 40 2000 200 1200 1500 

Table 2: Random phase solution value (zran), GA solution 
value (zga), computing times (secs) and gap(%) 

# instance Trial zran zga secs Gap 

1 1 147800 147800 21.06 3.68 
 2 148150 148150 21.88 3.93 
 3 149500 147250 19.86 3.30 
 4 149100 148100 20.98 3.89 
 5 148200 147500 19.73 3.47 
Minimum  147800,0 147250,0 19.73 3.30 
Maximum  149500,0 148150,0 21.88 3.93 
Average  148550,0 147760,0 20.70 3.65 
2 1 521200 521200 25.36 0.21 
 2 521200 520600 27.49 0.10 
 3 521200 521200 24.11 0.21 
 4 520600 520600 24.16 0.10 
 5 521200 521200 25.35 0.21 
Minimum  520600,0 520600,0 24.11 0.10 
Maximum  521200,0 521200,0 27.49 0.21 
Average  521080,0 520960,0 25.29 0.17 
3 1 1067600 1064400 25.60 0.15 
 2 1065800 1064600 28.78 0.17 
 3 1065400 1069100 24.94 0.59 
 4 1066600 1066400 32.24 0.34 
 5 1066000 1066000 30.66 0.30 
Minimum  1065400,0 1064400,0 24.94 0.15 
Maximum  1067600,0 1069100,0 32.24 0.59 
Average  1066280,0 1066100,0 28.44 0.31 
4 1 2091700 2086000 54.41 0.16 
 2 2091700 2086700 52.71 0.19 
 3 2092000 2092000 60.19 0.45 
 4 2092600 2089000 59.42 0.30 
 5 2090600 2089900 59.63 0.35 
Minimum  2090600,0 2086000,0 52.71 0.16 
Maximum  2092600,0 2092000,0 60.19 0.45 
Average  2091720,0 2088720,0 57.27 0.29 
5 1 2132800 2132800 76.20 0.48 
 2 2131500 2129200 74.39 0.31 
 3 2132300 2131700 79.29 0.42 
 4 2131500 2130200 90.45 0.35 
 5 2132900 2131700 77.32 0.42 
Minimum  2131500,0 2129200,0 74.39 0.31 
Maximum  2132900,0 2132800,0 90.45 0.48 
Average  2132200,0 2131120,0 79.53 0.40 
6 1 2472950 2470300 100.28 0.47 
 2 2470000 2469500 105.74 0.44 
 3 2473050 2470900 96.00 0.50 
 4 2470800 2469900 99.41 0.46 
 5 2470350 2469700 100.72 0.45 
Minimum  2470000,0 2469500,0 96.00 0.44 
Maximum  2473050,0 2470900,0 105.74 0.50 
Average  2471430,0 2470060,0 100.43 0.46 
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Table 3: Continuation - random phase solution value (zran), 
GA solution value (zga), computing times (secs) and Gap 

# instance Trial zran zga Secs Gap 

7 1 190700 190700 20.63 1.76 
 2 190050 190050 19.42 1.41 
 3 188900 188900 20.38 0.80 
 4 189850 189850 20.50 1.31 

 5 189050 188350 19.54 0.51 
Minimum  188900,0 188350,0 19.42 0.51 
Maximum  190700,0 190700,0 20.63 1.76 
Average  189710,0 189570,0 20.09 1.16 
8 1 2766700 2766700 55.44 0.33 
 2 2767000 2767000 56.98 0.34 
 3 2768000 2768000 60.73 0.37 
 4 2766700 2766700 59.13 0.33 
 5 2768500 2768500 64.06 0.39 
Minimum  2766700,0 2766700,0 55.44 0.33 
Maximum  2768500,0 2768500,0 64.06 0.39 
Average  2767380,0 2767380,0 59.27 0.35 
9 1 3482300 3482300 80.89 0.28 
 2 3481900 3481900 79.84 0.26 
 3 3482000 3480800 84.88 0.23 
 4 3482400 3482400 78.02 0.28 
 5 3480700 3480700 75.87 0.23 
Minimum  3480700,0 3480700,0 75.87 0.23 
Maximum  3482400,0 3482400,0 84.88 0.28 
Average  3481860,0 3481620,0 79.90 0.26 
10 1 2532200 2530400 60.09 2.06 
 2 2533700 2526800 56.41 1.91 
 3 2528600 2527700 54.68 1.95 
 4 2528600 2528600 50.71 1.98 
 5 2529500 2525000 54.95 1.84 
Minimum  2528600,0 2525000,0 50.71 1.84 
Maximum  2533700,0 2530400,0 60.09 2.06 
Average  2530520,0 2527700,0 55.37 1.95 
11 1 2998800 2997100 81.13 1.26 
 2 2993600 2993000 77.99 1.13 
 3 2997300 2997000 74.33 1.26 
 4 2995700 2991000 85.66 1.06 
 5 3000900 3000900 91.87 1.39 
Minimum  2993600,0 2991000,0 74.33 1.06 
Maximum  3000900,0 3000900,0 91.87 1.39 
Average  2997260,0 2995800,0 82.19 1.22 

 

5 Conclusions 

 In this paper, we proposed a type of genetic algorithm 
for solving a remanufacturing sustainable supply chain 

network design (RSCP) problem. This is a NP-hard problem 

and it addresses the design of a remanufacturing supply 
network that consists of three types of member i.e., sourcing 

facilities (sources), reprocessing facilities and 
remanufacturing facilities. At the customer levels, there are 

product demands and used products ready to be recovered. At 
the second level we have reprocessing facilities that receive 

all the returns coming from the origination facilities. At the 

last level there are remanufacturing facilities. We need lo 
locate reprocessing facilities in order to minimize the flow 

cost from the origination to the remanufacturing facilities. 

The problem was formulated as a mixed integer 0-1 linear 

programming problem (MIP). The genetic algorithm guides 
the search for an optimal solution to the RSCP problem and it 

combines a random solution search with an optimal solution 
method for solving to optimality an associated problem. In 

this genetic algorithm, each chromosome is generated into 
two steps. First is generated the head of the chromosome, 

representing whether the facility is opened or closed. The 

second part of the chromosome is obtained solving to 

optimality the RSCPR problem associated to the original 
RSCP problem. Notice that, when the RSCPR problem is 
solved, it is also simultaneously computed the fitness of each 

chromosome. The proposed genetic algorithm was coded in 
GAMS and tested using 11 test instances generated randomly. 

Considering the few number of chromosomes and the total 

number of generations we used, computational results 

regarding GAP and computing times are promising. 
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Abstract—Evolutionary sensor deployment algorithm using
the dual population scheme and the multiple overlap measure
(ESDA-DPMO) is proposed to solve the full-coverage problem
with non-penetrable obstacles. The full-coverage state group
(FCSG) and the non-full-coverage state group (NFCSG) find
sensor deployment solutions using different fitness functions,
mutation operators and selection operators, respectively. Two
distinguished search directions keep genetic diversity of sensor
deployment solutions and avoid getting stuck in local optimum.
In addition, information change between two is well designed
for efficient exploration ability. The proposed multiple overlap
measure boosts both evolution of FCSG and NFCSG. In the
FCSG, by gathering sensors together as much as possible, there
is a high probability of reducing redundant sensor without
breaking full-coverage state. In contrast, in the NFCSG, by
scattering sensors as much as possible to get lower overlap
rate, higher coverage rate is obtained using same number
of sensors. We perform simulations on 3 virtual maps to
verify the proposed ESDA-DPMO as compared to conventional
approaches. The results show that the proposed ESDA-DPMO
provides full-coverage solutions efficiently.

Keywords-Coverage problem, Evolutionary sensor deploy-
ment, Multiple overlap measure, Dual population

I. INTRODUCTION

A coverage problem has received much attention in the
various research fields, such as such as environmental mon-
itoring, military detection and indoor surveillance in a target
area, because coverage can be considered as a measure of
the quality of services or tasks [1]–[4]. Whole region of
interest should be covered by combination of many sensors
to accomplish their own tasks or applications. Although
there are given a large number of sensors in a sensor
network, inefficient sensor deployments may lead to a low
coverage rate and low performance. Thus, the importance of
proper sensor deployment strategies for the coverage in the
target region cannot be overemphasized.

The evolutionary approach has combined the charac-
teristics of randomized approaches and deterministic ap-
proaches. Genetic algorithms(GA) [9], [10], Differential
Evolution(DE) [11], Multiobjective approaches [12] and
other heuristic optimization methods are adopted to coverage
problems. Most algorithms are based on weighted sum

approaches among the coverage rate, the overlap rate and
the number of deployed sensors. This bottom-up approach
may lead to partial-coverage above predefined percentage
efficiently. However, it is difficult to provide full-coverage
sensor deployment with minimum number of sensors, be-
cause these objective functions are highly correlated. In con-
trast, an evolutionary sensor deployment algorithm (ESDA)
[13] uses a top-down approach which gives top priority
to full-coverage state solutions. This top-down approach
provides efficient full-coverage state solution with minimum
number of sensors with well-designed mutation operators
and chromosome representations. However, there is some
discontinuity at the reduction of sensors while keeping the
full-coverage state.

In this paper, The ESDA with dual population structure
and multiple overlap measure (ESDA-DPMO) is proposed.
Proposed dual population structures keep sensor deployment
solutions according to fitness function of each approach
respectively. In addition, information change between dual
populations are well designed, so excluded individuals in a
group are refined slightly and are sent to selection procedure
of the other group. Another proposed measure is the multiple
overlap measure for the dual population. Multiple overlap
measure facilitates the optimization of two groups in dual
population, the full-coverage state group (FCSG) and the
non-full-coverage state group (NFCSG).

The remainder of this paper is organized as follows.
Section II presents the definition of the full-coverage prob-
lem with non-penetrable obstacles. Section III explains the
chromosome representation and obstacle-avoidance mutation
operators of ESDA preliminarily. Section IV describes the
proposed ESDA-DPMO in detail and the dual population
structures and multiple overlap measure. Section V shows
the simulation results among sensor deployment algorithms
in various maps. Section VI concludes this paper.

II. FULL-COVERAGE PROBLEM WITH NON-PENETRATE
OBSTACLES

The purpose of the coverage problem is that the whole
target area or target points are covered or monitored by
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Figure 1. Sensor deployment solution representation.

sensors. A Map and sensors representations are as follows.
The detail definition of the problem is defined in [13].

A. Problem Definition

1) Map Representation: A target region is denoted as R.
An entire region is divided into a feasible region Rf and an
infeasible region Ri. Rf and Ri are excluded.

In the feasible region Rf , sensors can be installed and this
region can be covered by sensors within the coverage range.
Rf can be divided into 3 subregions. First, an uncovered
region Ru is defined as the region that is not covered by any
sensors. A covered region Rc is defined as the region that is
covered by at least one sensor. An overlapped region Ro is
defined as the region that is covered by two or more sensors.
In contrast, in the infeasible region Ri, sensors cannot be
installed and the sight of a sensor is blocked. Generally, Ri

is directly related to an obstacle region.
An entire target region R of an indoor environment is

represented as a rectangular composed of a set of sample
points R = {r1, r2, ..., rNe}, Ne = W × L/d2, where
Ne is the number of samples in the entire region, W
is the width of the rectangle including R and L is the
length of the rectangular including R, and d is the interval
between sample points. For the sake of convenience, we
approximate an area-coverage problem into a dense point-
coverage problem. The interval between sample points is
much smaller than the sensing range of a sensor, the size of
the obstacles and the total size of the map.

2) Sensor Representation: A sensor network S is com-
posed of a number of sensors, S = {s1, s2, ..., sNs}, where
si denotes ith sensor and Ns represents the number of
sensors in the sensor network.

A binary disk model is used as the coverage model of a
sensor s in a free space. A sensor s is located on the x,
y axis and a feasible sensing range r. The position of the
sensor (x, y) is on the target region R. Fig. 1 shows the
example of the sensor deployment solution.

In some literature, probabilistic sensor models are often
considered [14]. By varying the range of disk, the required
number of sensor and the characteristics of sensor deploy-
ment can be reflected on the problem. So, the sensor model
is not significantly addressed in this paper.

3) Objective Functions: Objective functions of the sensor
arrangement problem are given as follows.
• Coverage rate(%) Fc = 100× n(Rc)/n(Rf )
• Overlap rate(%) Fo = 100× n(Ro)/n(Rf )
• Number of feasible sensor Ns = n(S)

The equivalent function of the coverage rate Fc is defined
as uncovered rate Fu = 100− Fc(%).

The objectives of the problem are as follows: A full-
coverage sensor arrangement is required, Fc = 100(%).
Every sample point is to be covered by the sensors. Mini-
mization of the number of sensors leads to the reduction of
overall cost. The other objective is the overlap rate among
the sensors. The overlapped region can provide information
about redundancy of sensor deployment. This overlap rate
can be used differently in the dual population group, and
specialized into the multiple overlap measure in Section IV.

III. EVOLUTIONARY SENSOR DEPLOYMENT
ALGORITHM

In this section, the ESDA is briefly introduced [13]. The
ESDA with obstacle-avoidance mutation operators solves
the full-coverage sensor deployment problem. The encoding
scheme and the representation on the individuals are intro-
duced. Next, the obstacle-avoidance mutation operators are
described.

A. Variable-Length Chromosomes Representations

A population P represents a set of sensor deployment so-
lutions, P = {C1, C2, ..., CNp

}, where Np is the population
size. The population of the ith generation is denoted as Pi,
i = 1, 2, ..., Gmax. Each chromosome C in the population
P represent a sensor deployment solution including a sensor
network S. Each gene g in a chromosome is mapped to a
sensor s. A gene g has 3 properties: the position of sensor
with respect to X and Y coordinates (x, y) and the radius
of the sensing range, r. The variable gij represents sensor
Sj including the location and the radius of the sensor. The
variable j is the total number of sensors in the entire region,
i = 1, 2..., Np, where Np is the number of chromosomes
in the population P . A population structure is shown in
Fig. 2(a).

B. Obstacle-Avoidance Mutation Operators

1) Insertion Mutation: This operator adds a gene into
the offspring chromosomes. Physically, a sensor is deployed
additionally for covering the uncovered region in the sensor
arrangement solution represented by each chromosome. The
operation is illustrated in Fig. 2(b). It may improve the cov-
erage rate, but the required number of sensors is increased.
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Figure 2. (a) Population, chromosomes, genes representation for sensor
deployment solution. (b) Illustration of the operation of insertion mutation
operator. (c) Illustration of the operation of fusion mutation operator. (d)
Illustration of the operation of substitution mutation operator.

2) Fusion Mutation: If this operator is selected in some
chromosome, ESDA selects a gene on the chromosome and
finds the gene corresponding to nearest sensor. ESDA tries
to merge two genes into a new gene within the square region
made by centers of two sensors. If the center of new sensor
is on the Ri, this operator applied to two genes is invalid
and the substitution mutation is performed. If ESDA checks
the validity of this operator successfully, two select genes are
deleted and new merged gene is inserted to the chromosome.
An example is illustrated in Fig. 2(c). This operator reduces
the number of sensors while keeping the full-coverage state
as much as possible.

3) Substitution Mutation: This operator moves a ran-
domly selected sensor. A sensor can move towards any
direction among 8 directions by at most a half of sensing
range within the feasible region. An example is illustrated
in Fig. 2(d). This operator has weaker effects because a risk
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Figure 3. Illustration of ESDA-DPMO population structure.

of failing full-coverage state exists and the overall number
of sensors is not reduced. Small amount of exploitation can
be performed steadily.

IV. PROPOSED DUAL POPULATION STRUCTURE AND
MULTIPLE OVERLAP MEASURE FOR ESDA

This section introduces ESDA-DPMO for solving the
full-coverage sensor node deployment problem. The dual
population structure and the multiple overlap measure are
also introduced.

A. Dual Population Structure

There are two way of improving deployment solutions.
One is that full-coverage solutions are obtained by inserting
sensors, and then try to reduce redundant sensor. The other
is that the sensors are scattered properly in target region
without inserting additional sensors. The former is to keep
the full-coverage state solutions in the population as much
as possible. In contrast, the latter is to reduce the redundancy
of current sensor deployment solutions without changing the
number of sensors. In this paper, two population groups are
proposed for satisfying both approaches. One is the FCSG
for the top-down approach and the other is the NFCSG for
the bottom-up approach.

1) Full-Coverage State Group: The fitness function of
FCSG is composed of a hierarchical structure. The primary
fitness function of FCSG is whether 100% coverage is
satisfied or not. Let FGi be the FCSG of ith generation and
let FCk be the kth individual in the FGi. If full-coverage
state is not satisfied, then the FGi cannot get higher fitness
value in the FGi regardless of the number of deployed
sensors. When there are two solutions with full-coverage
state, less number of sensors and higher overlapped rate are
compared in turn. Higher overlapped region may lead to
gather the sensors as much as possible, thus the probability
of eliminating excess sensors are increased.
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Figure 4. Two full-coverage sensor deployment approach with minimum
sensors. (a) A top-down approach. The individual is included in FCSG. (b)
A bottom-up approach. The individual is included in NFCSG.

Applied mutation operators are fusion and substitution
mutation. Fusion mutation is mainly applied to reduce the
number of sensors while keeping the full-coverage state as
much as possible. When there is excess number of sensors
on some individual and redundancy is appeared, it is highly
probable that two sensors are merged into one sensor without
breaking the full-coverage state solution. In contrast, the
substitution mutation is applied to move a sensor a small
amount, thus finding higher overlapped rate solutions. This
mutation operator cannot reduce the number of sensor, so
the result is not significantly improved compared with fusion
mutation.

Selection procedure is defined as follows. After mutation
operators are applied to FC in current generation, the
generated offspring individuals FC ′ are checked whether
the full-coverage state is satisfied or not. Survived offspring
FC ′k are included in the full-coverage offspring group, FOi.
Also, some offspring which satisfy the full-coverage state by
inserting sensors from the NFCSG are also included in the
FOi. The parent individuals of FCi+1 are selected by the
tournament selection among individuals of FOi and FGi in
the current generation.

FCSG finds full-coverage state solutions using the top-
down approach by keeping full-coverage state during all
generations.

2) Non-Full-Coverage State Group: NFCSG does not
need to keep the full-coverage state. Let NFGi be the
NFCSG of ith generation and let NCk be the kth individual
in the NFGi. The coverage rate below 100% is allowed and
it is possible that the individuals with less number of sensors
can be survived in NFCSG. There is no strict hierarchy in
the fitness function of the NFCSG. Weighted sum fitness
function is used in the NFCSG. Certainly, the coverage rate

is most important and the number of sensor is as follows
and the overlapped rate is last. The difference compared as
FCSG is the overlapped rate. To increase the successful rate
of fusion mutation, the higher overlapped rate is demanded
in the FCSG, but in the NFCSG, there is no need to use
fusion mutation because the full-coverage state is already
not satisfied. The coverage rate of individuals in NFCSG is
less than 100%, thus the reduction of sensor is not proper to
satisfy full-coverage state. The substitution of each sensor is
only allowed, and tries to obtain full-coverage state solutions
without adding or deleting sensors.

Applied mutation operators are substitution and insert
mutation. The substitution mutation is applied to each NCk,
and then NC ′k is generated. To obtain higher coverage rate
and lower overlapped rate, the sensors should be scattered
properly. Insertion mutation is only applied to generate
full-coverage individuals NC ′′k for the FOi as mentioned
previously.

Selection procedure is defined as follows. Some individu-
als FC ′k which are failed to check full-coverage state from
the FGi are included in the non-full-coverage offspring
group, NFOi. Also, all offspring NC ′ are included in
NFOi. The parent individuals of NFCi+1 are selected by
the tournament selection among individuals of NFOi and
NFGi in the current generation.

3) Information change: Tournament selection procedure
is applied to each group using different fitness functions.
Two groups are independently evolved, but the information
change between two groups can increase genetic diversity
to avoid getting stuck in the local optimum. In addition, the
non-selected individuals are recycled in other group with
minor refinement, thus computational cost can be reduced.

B. Multiple Overlap Measure

Multiple overlap measure is proposed in this paper. Multi-
ple overlap measure considers more penalty or advantage in
the region which covered by many sensors. Multiple overlap
measure facilitates to gather sensors as much as possible in
FCSG and to split sensors as much as possible in NFCSG.
In the literatures, the overlapped region is defined as the
region covered by two or more sensors, thus the influence of
multiple sensors are not concerned. However, as the number
of sensors is increased in some region, the probability of
merging sensors is also increased in FCSG. Also, in the
NFCSG, it means that the sensors are not properly scattered
in the target region. Multiple overlap measure is defined as
follows.

Fmo = 100× n(Rmo)/n(Rf ) (1)

Rmo =
∑

((i− 1) ∗Ro,i), i = 2, 3, ... (2)

If there are only overlapped region by two sensors, then
Rmo = Ro,2 = Ro. As the number of overlapped sensor
is increased at one sample point, the overlapped point is
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1: FG0, NFG0 ← Initialize and evaluate populations
2: for i := 1 to Gmax do
3: for k := 1 to Np/4 do . FGi, FCSG
4: while Full-coverage is not satisfied do
5: FC ′k ← InsMutation(FCk)
6: end while
7: if rand() < pfsm then
8: FC ′k ← FusMutation(FC ′k)
9: else

10: FC ′k ← SubstMutation(FC ′k)
11: end if
12: FC ′k ← Evaluate individual
13: if FC ′k is a full-coverage state then
14: NFOi ← FC ′k
15: else
16: FOi ← FC ′k
17: end if
18: end for
19: for k := 1 to Np/4 do . NFGi, NFCSG
20: NC ′k ← SubstMutation(NCk)
21: NC ′′k ← InsMutation(NC ′k)
22: NC ′k, NC ′′k ← Evaluate individual
23: NFOi ← NC ′k
24: if NC ′′k is a full-coverage state then
25: FOi ← NC ′′k
26: end if
27: end for
28: FGi+1 ← Select Np/4 chromosomes from

FGi and FOi by tournament selection
29: NFGi+1 ← Select Np/4 chromosomes from

NFGi and NFOi by tournament selection
30: end for

Figure 5. A pseudo-code of ESDA-DPMO

Table I
MAP SETTING

Optimum Ns Sample Points n(Rf ) Map Size
Map1 11 2753 10mX10m
Map2 26 8010 15mX22.5m
Map3 53 14961 25mX30m

counted as (i− 1)×Ro,i points. In the conventional ESDA,
Ro ⊂ Rc and n(Ro) ≤ n(Rc) are satisfied, however, in
the proposed ESDA-DPMO, Rmo ⊂ Rc is still satisfied,
but n(Rmo) ≤ n(Rc) is not always valid because of count
multiplicity of overlapped region by 3 or more sensors.

V. SIMULATION RESULTS

In this section, ESDA-DPMO and other conventional
ESDA algorithm are applied to various types of maps.

Table II
THE MEANING OF REGION ACCORDING TO COLOR

The Number of Covered Sensors
Black 0
Green 1
Blue 2
Red 3

Light Blue 4
Purple 5

Figure 6. Best sensor deployment results in the Map1. 1st, 100th, 200th and
245th(final) generation from the left-most figure in a clockwise direction.

A. Simulation Conditions

In this simulation, we used the following parameter
settings: Np is fixed at 40 and the number of offspring
generated is a half of the Np; In the FCSG of ESDA-DPMO,
the fusion mutation is applied 75% probability and the
substitution mutation is applied by 25%. In the NFCSG of
ESDA-DPMO, the fusion mutation is excluded and the only
substitution mutation is applied all the time. Also, insertion
mutation is applied to generate full-coverage state solutions
in the NFCSG. Map information is shown in Table I.

Ns,max is determined by the average number of sensors
from the random deployment until the full-coverage state
is satisfied during 10 iterations. Average numbers of evalu-
ation, generation and computation times are average value
during 20 independent iterations.

B. Sensor Deployment Results in the Virtual Maps

The number of covered sensor according to color in
the figures are described in the Table II. The number of
generations and computation times in the 3 virtual maps of
each algorithm are shown in Table III. Because the ORRD is
deterministic approaches, the deployed number of sensor is
mentioned only. Fig. 6, 7 and 8 show the best deployment
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Table III
SIMULATION RESULTS IN 3 VIRTUAL MAPS

ESDA-DPMO ESDA-ori GA ORRD
NG Time(s) NG Time(s) NG Time(s) Ns

Map1 275.65 21.53 304.05 20.29 843.55 32.37 20
Map2 5697.90 1063.54 6804.25 1082.43 19805.7 1770.58 36
Map3 9423.25 5324.59 11423.65 5524.72 53895.1 11176.09 75

Figure 7. Best sensor deployment results in the Map2. 1st, 100th, 200th and
572th(final) generation from the left-most figure in a clockwise direction.

Figure 8. Best sensor deployment results in the Map3. 1st, 1000th,
2000th and 6352th(final) generation from the left-most figure in a clockwise
direction.

results of ESDA-DPMO in the 3 maps according to the
number of generations.

1) Convergence Property of ESDA-DPMO: In the Fig. 6,
because the sensors are randomly placed, there are a lot
of uncovered region and highly overlapped region. When
the number of sensors is enough to cover the whole region
in the early generations, the redundant sensors are merged
or deleted by the fusion mutation on the individuals of the
FCSG. In the 100th generations, there are little multiple-
overlapped region compared as initial solutions. As the ratio
of multiple-overlapped region is decreased, the redundancy
of sensor deployment is also increased. It is more difficult to
reduce a sensor as the number of sensors approaches into the
optimal number. In this situation, the influence of individuals
of the NFCSG affects to find less number of sensors while
keeping a full-coverage state. The fusion mutation has a
risk of breaking the full-coverage state, but, this operation is
indispensable to reduce the number of sensors. The NFCSG
receives the individuals which loses full-coverage state from
the FCSG, and provides new location of sensors to the
FCSG. Because the location of sensors using fusion mutation
is restricted by the distance between sensors, the diversity
of solutions are not enough to reduce even one sensor. In
summary, when the excess number of sensors is deployed,
the optimization of FCSG leads to delete redundant sensors,
and then the NFCSG supports the weakness of FCSG
according to lower redundancy when less number of sensors.

2) Comparison with Other Algorithms: First, the simple
deployment using GA suffers from the continuous property
of weighted sum approaches. To increase the coverage rate,
the overlap rate is also increased due to the coverage rate
of neighbor sensors. Small variation between the coverage
rate and the overlap rate interferes to keep the full-coverage
state solutions. Therefore, the computational cost is wasted
to find non-full-coverage state solutions. In the Map3, the
simple deployment using GA severely suffers from finding
the full-coverage state solutions. Certainly, the solutions with
higher coverage rate and excess number of sensors can be
defeated by the solutions with lower coverage rate and less
number of sensors in the complex map. The ESDA-DPMO
and the ESDA-ori shows better performance than the simple
deployment using GA.

By comparing ESDA-DPMO and ESDA-ori, the ESDA-
DPMO shows better performance compared as the ESDA-ori
in perspective of the number of generations. It seems that
two reasons can be found. One is the existence of multiple
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overlap measure in the ESDA-DPMO and the other is the
full-coverage state solutions generated by the individuals
of the NFCSG help to escape the local optimum more
easily. In fact, it seems that it is difficult for the individuals
of NFCSG to generate many full-coverage state solutions,
but the many solutions with higher coverage rate and less
number of sensors near the full-coverage state solutions
can be generated and provided. This cooperation of two
distinguished population structure may be helpful to get the
full-coverage state solutions in the complex environment.
Meanwhile, the ESDA-DPMO takes more computational
time compared as the ESDA-ori. It seems that the minor
refinements to provide full-coverage state solution from the
NFCSG to the FCSG requires more time a little bit.

One of the deterministic algorithms, ORRD cannot pro-
vide sensor deployment solutions with full-coverage state
using minimum number of sensors. These deterministic
approaches deploy sensors sequentially in the environment,
thus obtaining full-coverage state in the end. However, the
number of sensors is not considered at all.

VI. CONCLUSION

In this paper, evolutionary sensor deployment algorithm
using the dual population scheme and the multiple overlap
measure is proposed to solve the full-coverage problem with
non-penetrable obstacles.

The FCSG and the NFCSG of dual population structure
keep genetic diversity of sensor deployment solutions and
avoid getting stuck in local optimum. In addition, informa-
tion change between dual populations lead to less compu-
tational cost compared as generating new individuals from
scratch. Also, more efficient exploration ability is obtained
by combining two different characteristics

The proposed multiple overlap measure boosts both evo-
lution of FCSG and NFCSG. In the FCSG, by gathering sen-
sors together as much as possible, there is a high probability
of reducing redundant sensor without breaking full-coverage
state. In contrast, in the NFCSG, by scattering sensors as
much as possible to get lower overlap rate, higher coverage
rate is obtained using same number of sensors.

Compared with conventional ESDA, simple deployment
using genetic algorithm and deterministic algorithm, ORRD,
the proposed ESDA-DPMO provides full-coverage state
solutions with minimum number of sensors using less com-
putational cost.
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Abstract - As recognized by several authors, the design of a 

reverse logistics network is a complex problem and still 

relatively unexplored and underdeveloped. We propose a 

binary particle swarm optimization (BPSO)-based scheme for 

solving a NP-hard remanufacturing network design problem. 

The algorithm combines a traditional stochastic search with 

an optimal solution method for solving to optimality a relaxed 

LP problem. We divide the swarm into two elementary groups. 

The first swarm group guides the search for the best location 

of remanufacturing facilities, while the second group defines 

the optimal flows between the facilities. We solve to optimality 

a relaxed LP problem obtained from the original problem and 

then we project the solution into the swarm space. The 

algorithm was coded in GAMS and we report computational 

results for 10 network instances generated randomly with up 

to 350 sourcing facilities, 100 candidate sites for locating 

reprocessing facilities and 40 remanufacturing facilities. 

Computational results regarding gap and computing times are 

promising. 

Keywords: Evolutionary algorithm ; particle swarm 

optimization; sustainable supply chain problem; reverse 
logistics; integer programming  

 

1 Introduction 

  The management of product return flows has received 

increasing attention in the last decade. The efficient 
stewardship of waste and product return flows is concerned 

with the final destination of products and their components, 

and what is their impact on the pollution of the air, water and 

earth besides the costs of treating the disposal in landfill. 
There are specific rules in some regions like the European 

Union, where The European Waste Electrical and Electronic 

Equipment Directive (WEEE) and the End of Life Vehicles 

Directive, (ELV) are encouraging companies in the 
automotive industry to collaborate with other businesses and 

organizations in the supply chain to ensure that products can 

be disassembled and reused, remanufactured, recycled or 
disposed of safely at the end of their life.  

In addition to stronger legal environmental restrictions, there 

are several reasons why an increasing number of companies 

will be interested in becoming engaged in sustainable 
initiatives such as the management of reverse flows within 
their supply chain [1,2]. Such as it was noted by some authors 

[3], huge monetary values ‘can be gained by redesigning the 

reverse supply chain to be faster and reduce costly time 

delays’. According to the same authors, design strategies for 

reverse supply chains are relatively unexplored and 

underdeveloped. Returned products are remanufactured if this 
strategy is judged to be cost-effective. Some firms could treat 

all of the product returns as defective. Some returned products 

may be new and never used; then these products must be 
returned to the forward flow. Some products that are not 

reused or remanufactured are sold for scrap or recycling. 

Remanufactured products are sold in secondary markets for 

additional revenue, often to a marketing segment that is 
unwilling or unable to purchase a new product. In this context, 

remanufacturing activities are recognized as a main option of 

recovery in terms of their feasibility and benefits. In this paper 
is addressed the problem of designing a remanufacturing 

supply chain network and it is proposed a binary particle 

swarm optimization-based algorithm for solving it. We study 

this NP-hard combinatorial optimization problem as part of 
reverse logistics problems. 

In the last decades, evolutionary algorithms (EVO) have been 

widely used as robust techniques for solving a number of hard 

combinatorial optimization (CO) problems. An EVO is 
directed by the evolution of a population in the search for an 

optimum solution to the CO problems. Particle Swarm 

Optimization (PSO) is an evolutionary algorithm that has been 
applied with success in many areas and appears to be a 

suitable approach for several optimization problems. Since it 

has been indicated by some authors, in spite of this technique 

to have been used by success in many continuous problems, in 
the discrete or binary version there are still some difficulties 
[4]. In this paper, for test instances of the problem that were 

generated randomly, we analyze the performance of the 

proposed algorithm in term of computing times and quality of 
the solution obtained. 

This paper makes two primary contributions. First, we 

propose a PSO-based scheme, combining an optimization 
method inside of a PSO algorithm scheme for solving a 

reverse supply chain problem. Second, a computational study 

of the proposed method is performed for problem instances of 

up to 350 sourcing facilities, 100 candidate sites for locating 
reprocessing facilities and 40 remanufacturing facilities 
(350x100x40), to provide conclusions regarding the quality of 

the solution obtained and the computing times. These are the 
largest instances problems tested so far with evolutionary 

algorithms.  
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The rest of the paper is organized as follows: In the second 
section, we provide a literature review with a brief 
introduction to sustainable and reverse supply chain and with 

a special emphasis on to the remanufacturing case in 
connection with reverse logistics. In the third section, we 

formulate the mathematical model for the problem. In section 

4 is proposed the PSO algorithm for solving it. In the fifth 

section, we present experimental results for large sets of 
networks generated randomly. The last section contains our 

conclusions. 

2 Literature review 

 The rise of environmental and sustainable concern 
implies a number of changes for companies from the strategy 

level to the operational viewpoint, affecting their people and 

impacting their business processes and technology.  In this 

regard, network design and facility location models are among 
the important strategic decisions for companies and 

organizations facing sustainable issues. Supply Chain 

Management - SCM, and more specifically Sustainable 
Supply Chain Management – SSCM provide a good 

framework for addressing sustainable issues. SSCM involves 

(a) many organizations, (b) many business processes across 

and within these organizations, and (c) with social, 
environmental and economic objectives shared by each 

organization and the entire Supply Chain. Reverse logistics is 

part of the SSCM and comprises a series of activities to treat 

returned products until they are properly recovered or 
disposed of [1]. These activities include collection, cleaning, 

disassembly, test and sorting, storage, transport, and recovery 

operations. Regarding recovery operations, we can find a 
combination of several main recovery options, like reuse, 

repair, refurbishing, remanufacturing, cannibalization and 

recycling [5].  

There is another type of important logistics network design 
problem for the specific case of closed-loop supply chains. 

Typically, the problem of logistics network design is 

addressed for 'forward' supply chains or reverse supply chains, 
as in the case that we mentioned previously. When we 

integrate the forward and reverse supply chains, we obtain a 
closed system and then there is a new class of problems 

encompassed by the term closed-loop supply chain 
management (and design).  

In this paper, we focus on the remanufacturing network 

problem and then on reverse supply chain. Here, 

remanufacturing is defined as one of the recovery methods by 
which worn-out products or parts are recovered to produce a 

unit that is equivalent in quality and performance to the 

original new product and that can be resold as new products or 
parts. Because remanufacturing activities are often 

implemented by the original producer such a network is likely 
to be a closed-loop system. Remanufacturing activities are 

recognized as the main option for recovery in terms of 
feasibility and benefits. It provides firms with a way to master 

the disposal of their used products, to reduce effectively the 

costs of production and to save raw materials. 

2.1 Research Related to Network Design and 

Facility Location Models for Reverse and 

Closed-loop Supply Chain 

 The facility location is one of the strategic problems 

being part of a planning process for managing and designing 
the supply chain network. The problem of locating facilities 

and allocating customers is not new to the operations research 
community and covers the key aspects of supply chain design 

[6]. This problem is one of ‘the most comprehensive strategic 

decision problems that need to be optimized for long-term 

efficient operation of the whole supply chain’ [7]. As it was 
observed by [8], some small changes to classical facility 

location models turn these problems quite hard to solve. 

In the last few years, mathematical modeling and solution 
methods for the efficient management of return flows (and/or 

integrated with forward flows) has been studied in the context 

of reverse logistics, closed-loop supply chain and sustainable 
supply chain.  
In [9] the research on reverse logistics (and closed-loop 

supply chain) was classified into three functional areas: 

Distribution, Inventory and Production and, Supply Chain 
Scope. Traditional distribution decisions involve the design of 

network and the location of forward and reverse facilities for 

the distribution of products and for collecting and 

reprocessing returned products. In this work we focus on 
quantitative models for designing closed-loop supply chains, 

and it concerns the decisions regarding the topological 

structure of the network, the number of facilities to locate, 
their locations and capacities and the allocation of product 
flows between the facilities.  

For a review of research on quantitative models for reverse 

logistics and closed-loop supply chains before 2000, we refer 
to [9]. [10] did a compilation of the research published on 

reverse logistics within the period 1995-2005. They studied 

the topic based on the classification proposed by [9]. 

As argued by numerous authors, traditional approaches for 
solving closed-loop (reverse) supply chains network design 

problems usually formulate large-scale mixed-integer linear 

programs (MILP) that model potential facility location as 
binary and product flows as positive variables. Typically, 
these problems belong to the class of NP-hard combinatorial 

optimization problems. The integration between forward and 

reverse flows into closed-loop supply chains networks 
introduce some modifications to the traditional facility 

location models and also give rise to some additional 

complexities. 

In chronological order, reverse logistics models are discussed 
recently, for example, by [11-14]. Almost all the authors 

proposed MILP models. The majority of solution methods are 

based on standard commercial packages.  
Closed-loop supply chain models are taking into account in 
[15-19]. Stochastic models in combination with multiobjective 

function were presented by [20]. 

Regarding evolutionary algorithms for solving related 

problems have been studied by: Simulated Annealing [21]; 
Genetic Algorithm [18], [22], [23]; Memetic Algorithm [24] 

and Tabu Search [21]. Notice that in [23] were solved 

problems of up to 15 returning centers, 10 disassembly centers 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 859



and 14 processing centers. They did not report computational 
results regarding time or the quality of the gap obtained. In 
[21] were  solved problems with network of up to 100x40x30 

with a maximum computing time (s) of 2,939 and a maximum 
gap (compared to a lower bound) of 15%. 

2.2 Discrete Particle Swarm Optimization 

Algorithm 

 PSO is a metaheuristics based on the social behavior and 

communication of bird's flock and shoal of fishes [25]. PSO 

can be considered as an evolutionary algorithm because its 

way of exploration via neighborhood of solutions (particles) 
across a population (swarm) and exploiting the generational 

information gained. But, it has some divergences from other 

evolutionary algorithms in such a way that it has no 
evolutionary operators such as crossover and mutation of 

genetic methods. PSO has the advantage that is ease of use 
with fewer parameters to adjust. In PSO, the potential 

solutions (particles), move around in a multidimensional 
search space with a velocity, which is constantly updated by a 

combination of the particle’s own experience, the experience 

of the particle’s neighbors and the experience of the entire 

swarm. PSO has been successfully applied to a wide range of 
applications [26]. Since PSO is developed for continuous 

optimization problem initially, most existing PSO applications 

are resorting to continuous function value optimization [26, 
27]. Recently, a few researches applied PSO for solving 

discrete combinatorial optimization problems (for example: 
[28, 29]). 

3 Mathematical Model for designing a 

remanufacturing supply chain 

network (RSCP) 

  In this section we present the MILP model for the 

problem of designing a sustainable supply chain network. This 
problem can be categorized as a single product, static, three-

echelon, capacitated location model with known demand. The 

remanufacturing supply chain network consists of three types 
of members: sourcing facilities (origination sites like a retail 

store), collection sites and remanufacturing facilities. At the 

customer levels, there are product demands and used products 

ready to be recovered, for example cell phones. We suppose 
that customers return products to origination sites like a retail 

store. At the second layer of the supply chain network, there 

are reprocessing centers (collection sites) used only in the 

reverse channel and they are responsible for activities, such as 
cleaning, disassembly, checking and sorting, before the 

returned products are sent back to remanufacturing facilities. 

At the third layer, remanufacturing facilities accept the 
checked returns from intermediate facilities and they are 

responsible for the process of remanufacturing. In this paper 

we address the backward flow of returns coming from 

sourcing facilities and going to remanufacturing facilities 
through reprocessing facilities properly located at pre-defined 

sites. In such a supply chain network, the reverse flow, from 

customers through collection sites to remanufacturing 

facilities is formed by used products, while the other 
(“forward” flow) from remanufacturing facilities directly to 
point of sales consists of “new” products. 

3.1 RSCP Model 

 In our model is assumed that the product demands (new 
ones) and available quantities of used products at the 

customers are known and deterministic. 

We introduce the following inputs and sets: 

I = the set of sourcing facilities at the first layer, indexed by i 
J = the set of remanufacturing nodes at the third layer indexed 

by j 

K = the set of candidate reprocessing facility locations at the 
mid layer, indexed by k 

ai = supply quantity at source location i ∈ I 

bj = demand quantity at remanufacturing location j ∈ J 

fk = fixed cost of locating a mid layer reprocessing facility at 

candidate site k ∈ K 

gk = management cost at a mid layer reprocessing facility at 

candidate site k ∈ K 

cik = is the unit cost of delivering products at k ∈ K from a 

source facility located in i ∈ I  

dkj = is the unit cost of supplying demand j ∈ J from a mid 

layer facility located in k ∈ K  

uk = capacity at reprocessing facility location k ∈ K  

We consider the following decision variables: 

wk= 1 if we locate a reprocessing facility at candidate site k ϵ 

K,0 otherwise 

xik = flow from source facility i ∈I to reprocessing facility 

located at k ∈ K 

ykj = flow from remanufacturing facility located at k∈ K to 

facility j ∈ J 

Following the model proposed by [30], the remanufacturing 

supply chain design problem (RSCP) is defined by: 
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The objective function (1) minimizes the sum of the 

installation reprocessing facility costs plus the delivering costs 
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from sourcing facilities to reprocessing facilities and from 
these to remanufacturing facilities. Constraint (2) warranties 

that supplying at facility k ∈ K is delivered to a mid layer 

reprocessing facility already opened. Constraint (3) warranties 
that all the return products from I is going backward to facility 

k ∈ K. Constraint (4) warranties that the demand at facility j ∈ 

K must be satisfied by reprocessing facilities. Constraint (5) 

ensures that all the return products arriving to facility k are 
also delivered to remanufacturing facilities. Constraint (6) is a 

standard positive constraint. Constraint (7) is a standard 

binary constraint. This model has O(n
2
) continuous variables 

where n=max{|I|, |J|, |K|} and |K| binary variables. The 
number of constraints is O(n). 

Notice that following [31], models such as the RSCP forget 

the origin of the products arriving to remanufacturing 
facilities then we lost the trace of the products. To overcome 

this point, we can get another formulation introducing triply 

subscripted variables ��0 	to manage the origin to destination 

product flows and some other changes in parameters, 

variables and constraints. But this is not the objective of this 

paper. 

4 Evolutionary Scheme 

 Particle Swarm Optimization (PSO) is an evolutionary 

computation method to solve continuous optimization 
problems. This is an optimization algorithm based on swarm 

theory where the main idea of a classical PSO is to model the 
flocking of birds flying around a peak in a landscape. In PSO 

the birds are substituted by artificial beings so-called particles 

and the peak in the landscape is the peak of an objective 
(fitness) function. The particles of the swarm are flying 

through the search solution space with a velocity forming 

flocks around peaks of fitness functions. In a continuous PSO, 

an individual particle’s status i on the search solution space D 
is characterized by two factors: its position u and velocity v. 

The position u and velocity v of the ith particle in the d-

dimensional search solution space can be represented as: 1�2345 = �51�23 	+ �675(8�2 − ��23 ) +	�:76;8<2 − ��23 =				(8) 
��2345 = ��23 + 1�2345																																																																		(9) 
Where �5 is called the inertia weight factor, �6 and �: are 

constants called acceleration coefficients, 75 and 76  are two 
independent random numbers uniformly distributed in the 

range of [0, 1], 8�2 corresponding to the personal best 
objective value of particle i obtained so far at time t, 8�<represents the best particle found so far at time t. Equation 

(8) stands for calculating the new velocity of each particle i at 

time (t+1). Equation (9) stands for updating the position of 

particle I at time (t+1). Each 1�23 	�	[−1ABC, 1ABC] and 

��23 	�	[−ABC , ABC ], with 1ABC  and ABC  set by users to 

control excessive roaming of particles outside the search 
solution space. Particles fly toward a new position according 

to (9). The process is repeated until a user-defined stopping 

criterion is reached. 

4.1 The Binary PSO Algorithm 

 In order to manage discrete optimization problems, in 

[32] is proposed a binary PSO (BPSO) algorithm. The 
difference between a BPSO algorithm and traditional PSO 
algorithm is that (9) has been replaced by the following 

expression: 

��2345 = E1	��	7 ��( ) < G(1�2345)0	��	7 ��( ) > G(1�2345)
I																															(10) 

Where S(.) is the Sigmoid function and rand() is a random 

number uniformly distributed in the range [0,1]. We use this 
method in this paper. 
Typical PSO algorithm encodes the whole solution for the 

RSCP model as a particle, and then applies the traditional 
algorithm for solving the target problem. We follow a 

different approach in this paper, taking advantage of the 

structure of the RSCP model.  

We can set to 0 or 1 the value of variables wk ∀k ∈ K, let call 

them ��∗ . Once you set variables ��∗ we can re-write the 
RSCP model as follow: 

RSCPR 
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(2) −	(6) 
Where, the set K* contains the facilities already opened, and 

the variables ��∗ are now coefficients with known values. 
Constraint (2a) continues to ensure that all the sourcing 
facilities deliver return products to a facility already opened. 

The rest of constraints remain the same as the original RSCP 

model. Moreover, this associated problem is a linear 
programming problem.  

In our evolutionary scheme, we use a BPSO algorithm for 

guiding the whole process of seeking an optimal solution for 
the RSCP problem. However, part of the particle is obtained 
by solving to optimality the RSCPR problem. In this way, we 

use a decomposed BPSO algorithm, based into two groups of 

swarms, one of them guide the overall search for an optimal 
solution.   

4.2 The particle coding method 

 To find a good coding method corresponding to the 

optimization problem is the most critical problem [27]. In this 
paper, the particle’s d-dimensional space is divided into two 

sets �5	 ��	�6	. The length of each set (vector) respectively 
corresponds to the number of candidate sites to locate 

reprocessing facilities |�|	, the second part represents the 

solution to the relaxed LP associated.  

In the first group of particles, every component of each vector 

can take only 1 or 0. If the kth component of �5 is equal to 1, 
then the reprocessing facility at candidate site k must be open, 

0 otherwise. The second group of particles represents the 
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flows of return products between the sourcing facility and the 
reprocessing facilities and between the reprocessing facilities 
and the remanufacturing facilities. As described earlier in this 

paper, this part is obtained solving to optimality the RSCPR 
problem. 

4.3 The feasibility procedure 

 The standard BPSO algorithm could generate some 

particles of the first swarm group representing unfeasible 

solutions. To overcome this problem, for each particle of the 
first group we apply a simple feasible solution procedure. This 

procedure consists in two steps. In the first step we check if 

the number of facilities already opened is enough to satisfy 
the entire demand. In the second step, for those particles that 

do not satisfy the demand, we get a feasible solution to RSCP 

based on the initial particle. This procedure is rather simple; it 
starts open facilities till the demand is satisfied. The swarm is 
composed of just feasible solutions. The fitness of a particle is 

calculated by solving simultaneously the RSCPR problem and 

using the objective function (1a). 

4.4 Other considerations 

 We initialize our algorithm with a size swarm of 20 

particles. The maximum number of iterations was also set to 

10. We used these setting parameters because initial testing 

provided good results besides the complexity of the problem 

addressed in this article. The acceleration coefficient �6 is set 

to 2 and �: to 1. The inertia coefficient start with a value of 
0.9 and it decreases till get 0.4 depending on the number of 
iterations performed. The initial swarm is composed of just 

feasible solutions. Each particle of the first group is generated 

randomly using a uniform distribution in the range [0,1]. Then 

is applied the binary procedure and after that is applied the 
feasibility procedure. Regarding the second group of particles, 

for each particle we solve to optimality the LP problem 

described earlier in this article. The velocity vector 1�23  is 

generated randomly in the range [-4,4] as in the continuous 
method. At every iteration, the algorithm uses the method of 

coding described earlier and updates the position vector ��2345 

according to (9). The velocity vector 1�23  is updated at each 

iteration according (8). The fitness function is like (1). It is 

straightforward to calculate its value from.	��2345. At every 

iteration we check for updating the best position of a particle 
and the global best position of the swarm. Notice that we do 

not explore swarm neighborhood structures, i.e. the way 

information is distributed among its members. 

5 Numerical Experiments 

 In this section we discuss and compare the 

computational results obtained by the proposed evolutionary 

algorithm. Our propose is to analyze the performance of the 
proposed algorithm regarding computational time to get the 

solution and the quality of the upper bound (solution) 

obtained. 

We implemented the algorithm in GAMS and we used CPLEX 
as a subroutine (called from inside GAMS) for solving to 
optimality the RSCPR problem. All the experiments were 

developed on a PC with 4Gb RAM and 2.3GHz. In the 
literature, there are not large data sets available for our 
problem. We generated randomly 10 test problems following 

similar methodologies used for well known related supply 
chain problems (for example: [15]). These test problems are 

data sets corresponding to networks of up to 350 origination 

sites, 100 candidate sites for locating reprocessing facilities 

and 40 remanufacturing facilities. The data set for the test 
problems are given in Table 1 and they are available with the 

authors. All the transportation costs were generated randomly 

using a uniform distribution with parameters [1,40]. 

Management costs were set to 30 for all the instance problems 
except for the No.1. Instances 7 and 8 are the same than 

instances 4 and 5 respectively except for the value of fixed 
costs that were obtained multiplying by 10 the fixed costs of 
instances 4 and 5. Instances 9 and 10 are the same than 

instances 7 and 8 respectively but the capacity of each 

location was increased in 50%. Sourcing units (aj), capacity of 

reprocessing facilities (mk) and capacity of remanufacturing 
facilities (bl) are shown in Table 1. 

Table 1: Data set 

# Instance 

Problems 

J K L fk aj mk bl 

1 40x20x15 40 20 15 300 150 400 400 
2 100x40x20 100 40 20 500 150 400 750 
3 150x40x20 150 40 20 1000 200 800 1500 
4 200x80x20 200 80 20 1000 300 800 3000 
5 300x80x40 300 80 40 2000 200 800 1500 
6 350x100x40 350 100 40 2000 200 800 1750 
7 200x80x20 200 80 20 10000 300 800 3000 
8 300x80x40 300 80 40 20000 200 800 1500 
9 200x80x20 200 80 20 10000 300 1200 3000 
10 300x80x40 300 80 40 20000 200 1200 1500 

We run 5 trials for each test instances. Table 2 and 3 show the 
results obtained using the algorithm. For each instance 

problem and trial, the tables show the solution provided by the 

initial random phase of the algorithm (zran), the solution 

provided by the BPSO2 algorithm (zP), the computing times 
(seconds) and the gap (100[z*- zP]/z*) obtained comparing the 

zP with the optimal integer value of the objective function (z*) 

obtained by GAMS. All the GAP values were rounded to two 
decimals. The table also shows the minimum, maximum and 

average value for each column and each test instance. Observe 

that, for all the test instances, the maximum average gap is 

1.58% (instance #9) and the minimum average gap is 0.04% 
(instance #2). Regarding computing times, notice that all test 

instances were solved in less than 58 seconds. 

6 Conclusions 

 In this paper, we proposed a Binary PSO-based scheme 
for solving a reverse supply chain network design problem. 

This is a NP-hard problem and was formulated as a mixed 
integer 0-1 linear programming problem (MIP). The algorithm 

guides the search for an optimal solution to the RSCP problem 
combining a random solution search with optimal solutions 

generated by solving to optimality an associated problem. The 

algorithm generates two groups of swarms. First is generated 
the particles representing whether the facility is opened or 

closed. The second part of the chromosome is obtained 

solving to optimality the RSCPR problem associated to the 
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original RSCP problem. The proposed BPSO algorithm was 
coded in GAMS and tested using 10 test instances generated 
randomly. Computational results regarding gap and 

computing times are promising. 

Table 2: Random phase solution value (zran), GA solution 

value (zga), computing times (secs) and gap(%) 

# instance trial zran zP secs Gap(%) 

1 1 148500 146900 13,40 0,00 

 2 149400 148550 13,46 1,12 

 3 149200 149000 13,87 1,43 

 4 149400 147650 13,51 0,51 

 5 150050 147900 13,71 0,68 

Minimum  148500,0 146900,0 13,40 0,00 

Maximum  150050,0 149000,0 13,87 1,43 

Average  149310,0 148000,0 13,59 0,75 

2 1 521200 520250 15,92 0,03 

 2 521350 520300 15,98 0,04 

 3 520300 520300 15,73 0,04 

 4 520300 520300 15,79 0,04 

 5 520600 520300 15,96 0,04 

Minimum  520300,0 520250,0 15,73 0,03 

Maximum  521350,0 520300,0 15,98 0,04 

Average  520750,0 520290,0 15,88 0,04 

3 1 1065400 1065200 20,10 0,23 

 2 1066600 1065400 19,83 0,24 

 3 1065400 1065400 19,01 0,24 

 4 1066600 1065800 19,88 0,28 

 5 1065800 1065400 19,93 0,24 

Minimum  1065400,0 1065200,

0 
19,01 0,23 

Maximum  1066600,0 1065800,

0 
20,10 0,28 

Average  1065960,0 1065440,

0 
19,75 0,25 

4 1 2091400 2090100 34,85 0,36 

 2 2090700 2089000 32,89 0,30 

 3 2090500 2090500 32,40 0,37 

 4 2090500 2089100 33,38 0,31 

 5 2090600 2090300 33,72 0,36 

Minimum  2090500,0 2089000,

0 
32,40 0,30 

Maximum  2091400,0 2090500,

0 
34,85 0,37 

Average  2090740,0 2089800,

0 
33,45 0,34 

5 1 2130800 2130800 56,17 0,38 

 2 2132100 2130800 56,15 0,38 

 3 2131400 2130800 58,32 0,38 

 4 2132200 2131100 56,29 0,40 

 5 2132400 2131100 54,80 0,40 

Minimum  2130800,0 2130800,

0 
54,80 0,38 

Maximum  2132400,0 2131100,

0 
58,32 0,40 

Average  2131780,0 2130920,

0 
56,35 0,39 

6 1 2471200 2467350 54,26 0,35 

 2 2470900 2468750 54,32 0,41 

 3 2471900 2469550 53,82 0,44 

 4 2471850 2468500 54,34 0,40 

 5 2468750 2467850 54,70 0,37 

Minimum  2468750,0 2467350,

0 
53,82 0,35 

Maximum  2471900,0 2469550,

0 
54,70 0,44 

Average  2470920,0 2468400,

0 
54,29 0,40 
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Table 3: Continuation - random phase solution value (zran), 
GA solution value (zga), computing times (secs) and Gap 

# instance trial zran zP secs Gap(%) 

7 1 2765500 2765500 40,01 0,28 

 2 2768700 2765600 36,20 0,29 

 3 2766700 2765600 35,81 0,29 

 4 2765600 2764800 35,75 0,26 

 5 2765500 2764100 35,78 0,23 

Minimum  2765500,0 2764100,

0 
35,75 0,23 

Maximum  2768700,0 2765600,

0 
40,01 0,29 

Average  2766400,0 2765120,

0 
36,71 0,27 

8 1 3481700 3480800 55,85 0,23 

 2 3483000 3481400 54,33 0,25 

 3 3481300 3480700 54,68 0,23 

 4 3482600 3481400 55,05 0,25 

 5 3482900 3480200 56,52 0,22 

Minimum  3481300,0 3480200,

0 
54,33 0,22 

Maximum  3483000,0 3481400,

0 
56,52 0,25 

Average  3482300,0 3480900,

0 
55,28 0,24 

9 1 2727700 2521400 35,46 1,69 

 2 2525300 2513600 36,06 1,38 

 3 2531000 2517200 36,55 1,52 

 4 2533100 2519900 36,48 1,63 

 5 2535500 2521100 36,79 1,68 

Minimum  2525300,0 2513600,

0 
35,46 1,38 

Maximum  2727700,0 2521400,

0 
36,79 1,69 

Average  2570520,0 2518640,

0 
36,27 1,58 

10 1 2996600 2992000 38,97 1,09 

 2 2999900 2995600 46,73 1,21 

 3 2994500 2990900 48,01 1,05 

 4 3003400 2999600 47,72 1,35 

 5 3000000 2994000 46,95 1,16 

Minimum  2994500,0 2990900,

0 
38,97 1,05 

Maximum  3003400,0 2999600,

0 
48,01 1,35 

Average  2998880,0 2994420,

0 
45,68 1,17 
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Abstract— In this paper Imperialism Competitive 

Algorithm (ICA) is proposed to optimal placement of 

Distribution Generation (DG) in power system. The power 

distribution generation systems are necessary for consumers 

to achieve power with less price and best quality. In the 

other hand, they can help to the active power units in power 

system networks for system losses reduction, distribution 

lines, voltage profile improvement. Also, ICA is a global 

search strategy that uses the socio-political competition 

among empires as a source of inspiration. The effectiveness 

of the proposed technique is applied to mat power 30 buses 

and 57 bus power system. The achieved result shows the 

robust reaction of the system with DG. 

Keywords: DG, ICA, Losses and Prices. 

I.  INTRODUCTION 

The design and operation of the electricity distribution 

networks always assumed power flows from higher 

voltage networks to lower voltage networks. Power 

injections and power demands that appear at various 

places in the distribution systems are assumed to be 

distributing equally between the phases. This assumption 

is valid for passive networks. However, the connection 

and operation of significant Distribution Generation (DG) 

(of varying technologies) alters many network 

characteristics making the existing assumptions of 

network design and operation less applicable to 

distribution networks. The power distribution generation 

systems are necessary for consumers to achieve power 

with less price and best quality. In the other hand, they 

can help to the active power units in power system 

networks for system losses reduction, distribution lines, 

voltage profile improvement and etc. The main goal for 

DG is determining of optimal size and placement of 

capacitors to be installed and efficient control schemes in 

the buses of distribution systems [1-4]. 

The DG sources can classified at four sets; micro DG 

(5KW to 1MW), small (5KW to 5MW), medium (5MW 

to 50MW) and large size (50MW to 300MW). 

Meanwhile, the source for DGs is very widespread so 

that they contain fuel cells, photo voltaic, hydro turbine, 

combustion engines, micro turbines and etc [5]. 

The optimal sizing and placement of DG problem is 

an attractive research area as publish some papers in this 

area such as global optimization techniques like genetic 

algorithms (GA), Harmony Search Algorithm (HAS), 

Particle Swarm Optimization (PSO) and Evolutionary 

Programming (EP) techniques have been applied for 

optimal tuning of DG based restructure schemes. These 

evolutionary algorithms are heuristic population-based 

search procedures that incorporate random variation and 

selection operators. Although, these methods seem to be 

good methods for the solution of DG parameter 

optimization problem, however, when the system has a 

highly epistatic objective function (i.e. where parameters 

being optimized are highly correlated), and number of 

parameters to be optimized is large, then they have 

degraded efficiency to obtain global optimum solution 

[6]. In order to overcome these drawbacks, in this paper, 

a strength heuristic algorithm has been presented to 

determine the optimal sizing capacitor and placement, 

taking into accounts fixed capacitors as well as potential 

harmonic interactions (losses, resonance and distortion 

factors) in the presence of nonlinear loads and DG using 

ICA. Therefore, for this reasons, ICA algorithm is used to 

solve DG problem in order to efficiently control the local 

search and convergence to the global optimum and 

solution quality. This proposed method has been tested 

on distorted 34-bus and 57-bus IEEE systems. The 
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objectives on this method were to minimize power loss in 

the distorted distribution network having taken the cost of 

capacitors into account [7-10]. 

II. DG PROBLEM FORMULATION 

The problem is formulated with a objective functions, 

the real power loss reduction in a distribution system is 

required for efficient power system operation. The loss in 

the system can be calculated, given the system operating 

condition [11]. 

  (1)

Where, SLOSS, PLOSS and QLOSS are power loss, active 

and reactive power loss for power system network, 

respectively. The A and B is penalty factor for INDEX 

objective function to voltage profit improvement and 

minimize total loss. This penalty factors define based 

operator for minimize loss or modified voltage profile 

[12]. Also, they are different value for test systems. This 

problem contains some constrains such as: 

(a) Power balance constraint 

1 1

DG G

DG

n n

DG G D L

DG G n

P P P P
  

   
 

      (2)

(b) Generation and voltage limits constraints 

min max 1,2,...,i i iP P P i   
                     

min max 1,2,...,i i iV V V i          (3)

The active power transmission loss PL can be 

calculated by the network loss formula: 
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      (5)

Where, Pi and Qi are net real and reactive power 

injection in bus ‘i’ respectively, Rij is the line resistance 

between bus ‘i’ and ‘j’, Vi and δi are the voltage and 

angle at bus ‘i’ respectively. 

III. IMPERIALIST COMPETITIVE ALGORITHM 

Imperialism is the policy of extending the power and 

rule of a government beyond its own boundaries. A 

country may attempt to dominate others by direct rule or 

by less obvious means such as a control of markets for 

goods or raw materials. The latter is often called neo-

colonialism [13]. ICA is a novel global search heuristic 

that uses imperialism and imperialistic competition 

process as a source of inspiration. This algorithm starts 

with some initial countries. Some of the best countries are 

selected to be the imperialist states and all the other 

countries form the colonies of these imperialists. The 

colonies are divided among the mentioned imperialists 

based on their power. After dividing all colonies among 

imperialists and creating the initial empires, these colonies 

start moving toward their relevant imperialist state. This 

movement is a simple model of assimilation policy that 

was pursued by some imperialist states [14]. Figure 1 

shows the initial empires. Accordingly, bigger empires 

have greater number of colonies where weaker ones have 

less. In this figure, Imperialist 1 has formed the most 

powerful empire and consequently has the greatest 

number of colonies. 

 
Figure 1.  Generation of initial empires  

A. Movement of Colonies toward the Imperialist 

It is clear that, imperialist countries start to improve 

their colonies. We have modeled this fact by moving all 

the colonies toward the imperialist. Figure 2 shows a 

colony moving toward the imperialist by units. The 

direction of the movement is shown by the arrow 

extending from a colony to an imperialist [15]. In this 

figure x is a random variable with uniform (or any 

proper) distribution. Then for x we have: 

),0( dUx                                  
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Figure 2.  Movement of colonies toward their relevant imperialist 

Where d is the distance between the colony and the 

imperialist state. The condition β >1 causes the colonies 

to get closer to the imperialist state from both sides. 

After dividing all colonies among imperialists and 

creating the initial empires, these colonies start moving 

toward their relevant imperialist state which is based on 

assimilation policy [16]. Fig.3 shows the movement of a 

colony towards the imperialist. In this movement, θ and x 

are random numbers with uniform distribution as 

illustrated and d is the distance between colony and the 

imperialist. 

),(),,0(   UdUx                   (6)

Where, 

β, γ = parameters that modify the area that colonies 

randomly search around the imperialist. 

 
Figure 3.  Movement of colonies toward their relevant imperialist in a 

randomly deviated direction 

The total power of an empire depends on both the 

power of the imperialist country and the power of its 

colonies. In this algorithm, this fact is modeled by 

defining the total power of an empire by the power of 

imperialist state plus a percentage of the mean power of 

its colonies. Any empire that is not able to succeed in 

imperialist competition and can not increase its power (or 

at least prevent decreasing its power) will be eliminated.  

The imperialistic competition will gradually result in 

an increase in the power of great empires and a decrease 

in the power of weaker ones. Weak empires will lose 

their power gradually and ultimately they will collapse 

[15]. The movement of colonies toward their relevant 

imperialists along with competition among empires and 

also collapse mechanism will hopefully cause all the 

countries to converge to a state in which there exist just 

one empire in the world and all the other countries are its 

colonies. In this ideal new world colonies have the same 

position and power as the imperialist. Fig.4 shows a big 

picture of the modeled imperialistic competition. Based 

on their total power, in this competition, each of the 

empires will have a likelihood of taking possession of the 

mentioned colonies. 

 
Figure 4.  Imperialistic competition: The more powerful an empire is, 

the more likely it will possess the weakest colony of weakest empire 

IV. ICA BASED DG PROBLEM 

The ICA technique for solving the optimal placement 

and capacitor sizing DG problem to minimize the loss 

may be constructed with the following main stages: 

Set power system: Input line and bus data, and bus 

voltage limits. 

Calculate fitness based load flow: Calculate the loss 

using distribution load flow based on backward-forward 

sweep. 

Initial population: Randomly generates an initial 

population (array) of particles with random positions and 

velocities on dimensions in the solution space. Set the 

iteration counter k = 0. In the other hand, in this step, an 

initial population based on state variable is generated, 

randomly. That is formulated as: 
1 2

1 2 3
[ , , ,..., ] ( , ,..., )m

n i i i i
D D D D D D d d d        (7)

Calculate fitness: For each particle if the bus voltage 

is within the limits, calculate the total loss. Otherwise, 

that particle is infeasible. That is formulated as: 

min INDEX  

Updating: update population with ICA explore engine.  
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Finish: If the iteration number reaches the maximum 

limit, go to next Step. Otherwise, set iteration index k = k 

+ 1, and go back to Step 4. 

Results: Print out the optimal solution to the target 

problem. The best position includes the optimal locations 

and size of DG or multi-DGs, and the corresponding 

fitness value representing the minimum total real power 

loss. 

The flowchart of the proposed ICA algorithm is shows 

in Fig .5. 

 
Figure 5.  ICADG computational procedure 

V. SIMULATION RESULTS 

A. 30 and 57 bus Power System 

For the testing of proposed technique two case studies 

are considered as; mat power 30 and 57 bus power 

system. For both of the case studies, the DGs are 

considered with 5-50 MW and 1-10 Mvar. Also the 

proposed technique considered 5 source of DGs to power 

systems. Table. 1-2, shows the numerical results of DGs 

in system. 

In the mentioned tables, the active and reactive powers 

are presented for 5 optimized buses. Fig. 6-7, shows the 

system response with 5 sources and without sources. It is 

clear that by increasing the number of DGs in power 

system, the stability, losses decreasing and improving of 

voltage profile will be appropriate.  

The presented figures show the losses and voltage of 

active and reactive power in proposed case studies.  

 

 

 

 
Figure 6.  The losses and voltage of active and reactive power in 30- 

bus system. 
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TABLE I.  THE RESULTS OF 30 BUS POWER SYSTEM 

Q=1-10 P=5-50 SIZE DG  

 
 

 

 
 

 

30 Bus Power 
System 

5 4 3 2 1 NUMBER DG 
30 20 24 8 19 BUS 
7 17 6 44 31 P(MW) 
9 10 10 10 10 Q(MVAR) 

19 21 8 19  BUS 
7 6 34 22 P(MW) 

10 9 10 10 Q(MVAR) 
22 26 20   BUS 
15 3 21 P(MW) 
9 10 10 Q(MVAR) 

18 18    BUS 
7 9 P(MW) 
9 10 Q(MVAR) 

16     BUS 
8 P(MW) 

10 Q(MVAR) 
 
 

 

 

 

 

Figure 7.  The losses and voltage of active and reactive power in 57- 

bus system. 

TABLE II.  THE RESULTS OF 57 BUS POWER SYSTEM 

 

VI. CONCLUSIONS 
In this paper, we investigated the optimal placement 

and capacitor sizing DG power problem by employing an 
evolutionary algorithm based on Imperialist Competitive 
Algorithm. The DG optimization problem was considered 
and formulated as single-objective optimization problem 
with competing objectives of power loss and voltage 
profile improvement. The concept of Pareto dominance 
was employed to provide the selection mechanism 
between different objectives. The proposed algorithm 
applied to two standard IEEE systems to show advantages 
of proposed algorithm in DG problem, 34-bus IEEE test 
system and 57-bus IEEE test system. The numerical 
results demonstrate that the proposed method has better 
ability in finding optimal answers and possibility of 
particle placed in local zone. Moreover, the proposed 
strategy has simple structure, easy to implement and tune 
and therefore it is recommended to generate good quality 
and reliable electric energy in the restructured power 
systems. 

Q=1-10 P=5-50 SIZE DG  
 

 

 
 

 
 

 

57 Bus Power 
System 

5 4 3 2 1 NUMBER DG 
45 12 50 50 49 BUS 
38 30 47 47 50 P(MW) 
1 3 2 1 1 Q(MVAR) 

49 16 48 47  BUS 
29 50 48 48 P(MW) 
2 2 2 1 Q(MVAR) 
4 47 16   BUS 

38 47 41 P(MW) 
4 4 1 Q(MVAR) 

46 49    BUS 
36 40 P(MW) 
3 1 Q(MVAR) 

12     BUS 
37 P(MW) 
3 Q(MVAR) 
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Abstract - This paper will illustrate what a cache 

management system for a deductive database will do when a 

query is executed, or sent through the presented calculation 

plan. It will also illustrate what the Cache Management 

System should do when the cache is full.  Once the query 

goes through the calculation plan, it then passes the results 

to the Cache Management System. The Cache Management 

System will then decide if the query should be cached or not. 

The Cache Management System will also have to decide 

what should be removed from the cache if the cache is full. 

This paper will also illustrate the how to calculate the 

recalculation cost. 
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1.  Introduction 
 

According to Ullman, et. al [1]., a deductive database is a 

conventional database containing facts, a knowledge base 

containing rules, and an inference engine which allows the 

derivation of information implied by facts and rules. The 

knowledge base is expressed in a subset of first-order logic. 

The results sets for a deductive database can be 

extremely expensive.  This is because each node may need 

to get information from many levels to produce its result.  

Thus, a system is needed to cache the results rather than 

recalculating them each time.   

 Conventional caching algorithms as mentioned in 

[2] do not have to take into consideration the dependency 

cost if the system removes that result from the cache. For 

this reason a deductive database system cannot use this 

conventional method of caching the results. The 

conventional rules do not apply especially when the system 

removes items from the cache. This paper will describe how 

to check the cache to see if the results exist.  If the results 

exist, the system will return them. If not, the system will 

execute the query on the stored relations and decide if the 

system should cache the results or not. If the system needs 

to cache the results and the cache is full, the system will also 

need to decide which of the results should stay in the cache 

and which should be removed. In a conventional cache 

management system, the system does not have to consider 

the cost to recreate that result or the recalculation cost for 

the result. The recalculation cost is the cost that is incurred 

when a result is removed. The system should remove results 

with a low recalculation cost. This paper will discuss what 

to do when the results that are set to be removed from the 

cache have a high recalculation cost. In this case, the system 

will remove results from the cache that are less time 

intensive to recreate.   
 

2.  Execution Cycle  
 

When the system runs a query it follows the Execution 

Cycle that is illustrated in Figure 1. The Execution Cycle 

starts by checking if it is the first query executed.  If so it 

caches the whole result including the nodes on the bottom of 

the tree.  If it is not the first time running a query the system 

sends a probe query to check the cache keys to see if it is 

cached.  If it is, the system increments the hit counter for 

that node, and stores the date and time that the node was last 

hit. The system then increments the hit counter for the 

cache. Next, the results of the query are returned.  

 If the node is not cached, ghost data of the cache 

miss is stored. The ghost data is the cache key, the date and 

time of the last miss, and a counter that is incremented every 

time it is missed.  The cache miss counter is also 

incremented at this time.  Next, the system checks the node 

to make sure it is not a leaf node. If it is a leaf node, the 

system calculates the value and returns the results. If the 

node is not a leaf node then the system checks if the result 

of the node can be recalculated.  If the system cannot 

calculate the result, it traverses the tree to the next node and 

goes through this process again. 

 

3.  Traversing a Predicate Graph 
 

The order that the system uses to traverse the predicate 

graph is a Depth First Search. Figure 2 presents an example 

of a predicate graph.  The order of traversal for the predicate 

graph shown in Figure 2, assuming there are no results 

cached, is: a1,b1,p1,c1,d1,d2,c2,d3,d4,p2,c3,d5,d6, 

c4,d7,d8,l1,m1,n1,o1,o2,u2,o3,o4,m2,n3,o5,o6,n4,o7,o8.  If 

the node can be calculated, the system performs the 

calculation, and returns the results. After the system returns 

the results, the Cache Management System determines 

whether they should be cached. If the system cannot 

calculate the node directly, it must traverse the tree to nodes 

that are either cached or are leaf nodes.  A result cannot be 
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calculated for a node until it has all the results for all the 

children of that node.  

 

 

 
Figure 1.   The Calculation Cycle 

 

 

 

 

 
 

Figure 2.  A Sample Predicate Graph 
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4.  The Cache Management System 
 
When the system is initiated, the block size and size of the 

cache are determined.  The number of blocks available in 

the cache is calculated by dividing the available space by 

the block size.  This is the total number of cache blocks that 

can be assigned to all cached nodes. 

Figure 3 shows the Cache Management System 

(CMS) process.  The results from the Execution Cycle are 

sent to the CMS.  The truth table in Figure 4 illustrates the 

CMS in Figure 3. If the results fit in the cache then the CMS 

stores the results there.  If they do not fit, the system checks 

to see if the results’ miss count reaches the cache miss 

threshold.  If it does then the CMS makes room for the 

results.  If the initial miss threshold is not reached, a more 

relaxed threshold is used.  If this relaxed threshold is not 

met, then the result is not cached.  If the relaxed threshold is 

met, the new result must have a high cost to recalculate in 

order to be cached.  If the cost is low, the result is not 

cached.   

 

 
Figure 3.  The Cache Management System Flow Chart 
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Figure 4. The Cache Management System Truth Table 

 

In the next sections, the methodologies for calculating the 

needed data will be discussed. 

 

5.  Miss Percentages 
 

As is seen in Figure 1, the hit and miss counts for all nodes 

are maintained during the Execution Cycle.  The Miss 

Percentage of any node i is: 

    

Miss Percentagei =  #missesi / (#missesi + #hitsi) 

 

6.  Making Room 
 

If the CMS decides a result set needs to be cached, but there 

are not enough available blocks in the cache, some existing 

elements must be removed from the cache.  This is done by 

determining a normalized “recalculation cost” for all nodes 

in the cache.  The nodes of lowest recalculation cost are 

removed until enough blocks are freed up to accommodate 

the new result set. 
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7.  Recalculation Cost  
 

The recalculation cost is based on normalizing the cost of 

calculation (discussed in the next section), the number of 

parents of the node (or the “node dependency”), and the 

miss percentage. The calculation cost is normalized to a 

number between 1 and 50.  The node dependency and the 

miss percentage are normalized to a number between 1 and 

5. 

The recalculation cost uses these normalized values 

to produce a number on the same scale for all nodes.  The 

actual formulae used are: 

 

   Norm Cost = 1 + (Cost - 1)* (50 - 1) / (max_cost - 1) 

 

   Norm Parent = 1 + (Parent Count - 1)*(5-1) / (max_parent 

-1) 

 

   Norm Miss = 1 + (Miss Count -1)*(5-1) / 

(max_node_miss -1) 

 

   Recalculation cost = (Norm Parent + Norm Miss) * Norm 

Cost; 

 

The miss count is maintained in the execution cycle and the 

parent count is easily determined by examining the 

predicate graph.  The next section describes how the cost of 

a node is calculated. 

 

8.  Cost Calculation for a Node 
 

The cost of calculating a node is based on one of three 

possibilities:  1) the node is cached, 2) the node is a leaf 

node, or 3) the node is neither a leaf node nor cached.  If the 

node is cached, it may be retrieved from the cache at 

minimal cost (we assign zero to this cost).  If it is not 

cached, but is a leaf node, then the cost is simply the cost of 

retrieving the data.  If it is not a leaf node, then all children 

of this node must be found and their costs added to the total 

cost (note that this may require many levels of recursive 

calls).  The algorithm used to make this calculation is: 

 

 

 

 

 

 

 

Cost_Calaculation(Input Node) 

{ 

   if Input Node is Cached 

return 0; 

   if Input Node is a leaf Node 

 return bInputNode ; 

   in all other cases: 

    Total Cost = Cost_Calculation(Child[0]); 

    PreviousResult = Child[0]; 

    for(cnt =1; cnt< Child Count; cnt++) 

    { 

           nodeCost = Cost_Calculation(Child[cnt]); 

 joinCost = bPreviousResult + bPreviousResult*bChild[cnt]; 

 PreviousResult = PreviousResult joined to 

Child[cnt]; 

 Total Cost = Total Cost + nodeCost + joinCost; 

    } 

   Return Total Cost; 

} 

 

9.  Future Work 
 

A simulation of the cache management system is currently 

in development and will be used to fine-tune the miss and 

recalculation cost thresholds.  This will then be fully 

integrated into a deductive database management system. 

 

10.  Conclusion 
 

A cache management system has been proposed to allow a 

deductive database to manage the cache of the result sets of 

its nodes as efficiently as possible.  A heuristic has been 

proposed to determine when a result set should be cached, 

and, if room is not available, how to determine what should 

be removed in order to make room for this result set. 
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Abstract— The main challenge with particle filtering is
particle degeneracy and the accurate estimation cannot be
achieved generally because of serious impoverishment prob-
lem, although resampling operation could solve degeneracy
to a certain extent. In this paper, we propose an improved
particle filtering approach based on biogeography-based
optimization (BBO) algorithm, called BBO-PF, for state
estimation of nonlinear and non-Gaussian dynamic system.
The novel BBO-PF significantly reduces the degeneracy. The
experimental results obtained by applying the BBO-PF to
estimate the trajectory of unmanned ground vehicle validate
the performance of our approach.

Keywords: Unmanned ground vehicle; Particle filtering; Particle
impoverishment; Biogeography-based optimization.

1. Introduction
The location of unmanned ground vehicle (UGV) de-

termined according to various types of measurements is
critical to UGV navigation. In fact, a variety of location
algorithms have considerable difference in accuracy, robust-
ness, and computational efficiency. Particle filtering, which
is a method based on random samplings, has advantage
of being applied to nonlinear and non-Gaussian dynamic
systems. But there exist particle degeneracy and difficulty of
selecting proposal distribution. To solve particle impoverish-
ment problem, researchers have presented a lot of algorithms
such as unscented Kalman particle filter (UKPF)[1] and
Gaussian mixture sum particle filter (GMSPF)[2]. Many
improved algorithms based on intelligent optimizations are
also proposed to solve sample impoverishment problem,
including particle swarm optimization-based particle filter
(PSO-PF)[3], annealing particle filter (APF)[4], genetic par-
ticle filter (GPF)[5], evolutionary particle filter (EPF)[5], and
so on. They are used to tackle the difficulty of selecting
proposal distribution. Additionally, there are other hybrid
algorithms such as MCMC particle filter, kernel smoothing
particle filter, rejection particle filter.[6]. In this paper, we
propose an improved particle filtering approach based on
biogeography-based optimization (BBO) algorithm, called
BBO-PF, for state estimation of nonlinear and non-Gaussian
dynamic system. Based on the concept of resampling,
particles with high weights have move probability to be

propagated, and in the BBO-PF, some particles will join in
the refining process after calculating the weight of particles,
which means that those particles will move to the region with
high weights. This process can be regarded as migration to
the habitat with high suitability of BBO algorithm. Although
the BBO operation increases the computing complexity of
algorithm, the optimized weights may make the proposal
distribution more closed to the poster distribution and over-
come the degeneracy of particles. The proposed BBO-PF
algorithm is compared to other several filtering algorithms.
The experimental results show that the BBO-PF has better
performance due to their lower means and variances.

2. Problem Description
The state and measurement models of the UGV location

are built in this section. Our intelligent vehicle platform
THIV-I developed by Tsinghua University, the location of
various sensors is shown in Fig.1. The position system con-
sists of many on-board sensors, including four ABS speed
sensors and steering angle sensors, global position system
(GPS), inertia measurement unit (IMU), and environment
perception sensor such as lidar and camera, which provide
the data of landmark. The information of speed and steering
angle can obtained through the CAN bus of the vehicle
itself. Meanwhile, the encoders on the rear transmission
shafts can be used to obtain the accurate travelled distance
during a sample period. The GPS/IMU integrated navigation
system working on RTK differential mode provides accurate
position reference for performance comparison of different
algorithms.

2.1 System model
In this paper, the origin of the vehicle body coordinate

frame locates at the center of the rear axle, i.e., the instal-
lation position of the IMU, whose position is Pk (xk, yk)
at the time of tk, and the heading angle is φk. In 2D
environment, the UGV’s pose can be expressed by the state
vector χk = (xk, yk, φk). The position relation of UGV is
shown in Fig. 2. In this figure, H represents a half of distance
between two rear wheels, while L indicates the distance
between a front axle and a rear axle of UGV.
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Fig. 1: Intelligent vehicle of Tsinghua University.
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Fig. 2: Schematic diagram of the vehicle’s kinematics pa-
rameter model.

˚�PkPk+1

PkPk+1

=
(R+Mr/2)∆φk+1

2(R+Mr/2) sin[∆ φk+1/2]
=

∆φk+1/2

sin[∆φk+1/2]
(1)

Thus, the linear distance PkPk+1 between Pk and Pk+1

is derived below:

PkPk+1 =
sin[∆φk+1/2]

∆φk+1/2
˚�PkPk+1 =

sin[∆φk+1/2]

∆φk+1/2
∆Dk+1

(2)
In this formula, ∆Dk+1 refers to the travel distance of

the back wheel center measured by an encoder.

X(k+ 1) =

 xk + PkPk+1 cos [φk+1 + ∆φk+1/2]
yk + PkPk+1 sin [φk+1 + ∆φk+1/2]
φk + ∆φk+1

+ωk

(3)
where ωk is system noise.

2.2 Observation model
The system of autonomous vehicle utilizes odometer and

the IMU to achieve the estimation of basic position and
orientation. In order to overcome the error accumulation
caused by the relative positioning system, the system applies
the 64-line HDL lidar, which is mounted in the anterior part
of middle top of UGV, and the relative position relations
with respect to UGV is shown in Fig.3.

a
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Encoder

H

bx

by

( , )c c cP x y
( , )L L LP x y

Fig. 3: Installation diagram of UGV sensor.

Then the relationship that the rear axle center transforms
to the lidar centre is described by:

xL = xc + a cos(φ) + b cos(φ+ π/2)
yL = yc + a sin(φ) + b sin(φ+ π/2)

(4)

The corresponding measurement equation is given by:

zk = h (X,xk, yk) =

[ »
(xk − xL)

2
+ (yk − yL)

2

atan
Ä
(yk−yL)
(xk−xL)

ä
− φL + π/2

]
+νk

(5)
In this formula, z indicates the measurement vector, i.e.,

the coordinates of landmark, {xk, yk} represents the location
of landmark identified by the 3D lidar, and νk is the
measurement noise.

3. BBO-PF state estimation algorithm
3.1 Biogeography-based optimization

According to the island migration model of biogeogra-
phy, Dan Simon proposed biogeography-based optimiza-
tion (BBO) in 2008[7]. BBO is an evolutionary algorithm
(EA) motivated by the optimality perspective of natural
biogeography. Suppose that we have a global optimization
problem and a population of candidate solutions, which can
be represented by vectors of integers, each integer in the
solution vector is considered to be a suitability index variable
(SIV). The population consists of NP = n solution vectors.
Each individual is considered as a habitat with a habitat
suitability index (HSI), which is similar to the fitness of
EAs, PSO, etc to evaluate individual effectiveness. A good
solution means to be an island with a high HSI, and a poor

876 Int'l Conf. Artificial Intelligence |  ICAI'12  |



solution indicates an island with a low HSI. The high HSI
solutions tend to share their features with low HSI solutions.
The low HSI solutions accept a lot of new features from the
high HSI solutions.

Just as species migrate back and forth between islands,
BBO operates by sharing information between individuals in
a population of candidate solutions. In BBO, each individual
has its own immigration rate λ and emigration rate µ. A good
solution has higher µ and lower λ. The immigration rate and
the emigration rate are functions of the number of species
in the habitat. They can be calculated as follows:

µk = E
k

n
(6)

λk = I

Å
1− k

n

ã
(7)

where I denotes the maximum possible immigration rate,
E the maximum possible emigration rate, k the number of
species of the kth individual, and n the maximum number
of species[8].
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I
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Fig. 4: Linear migration curves for an island.

There are two main operators, the migration and the
mutation, in BBO. During migrating, each solution shares
the information probabilistically between habitats through
the emigration rate λi and immigration rate µi.

We use the immigration rate to probabilistically decide
whether or not to modify each suitability index variable
(SIV) in that solution. If a given solution Hi is selected to
be modified, then we use the emigration rates of the other
solutions to probabilistically migrate a randomly selected
SIV to solution Hi. The migration process can be given
by[9]:

For mutation, the main idea is deduced from the species
count in habitat change drastically for cataclysmic events.
A habitat’s HSI can, therefore, change suddenly due to
apparently random events. This mutation scheme tends to

Select Hi with probability based on λi
If Hi is selected

Select Hj with probability based on µi;
If Hj is selected

Randomly select an SIV s from Hj

Replace a random SIV in Hi with s;
End

End

increase diversity among the population. We model this in
BBO as SIV mutation, and use species count probabilities
to determine mutation rates. Mutation can be described as
follows[9]:

For j=1 to length of SIVs
Select an SIV in Hi with probability based on a priori probability m;
If Hi is selected

Replace SIV (Hi) with Randomly generated SIV;
End

End

The BBO algorithm can be described below[9].

1) Initialize the BBO parameters, including the maximum species count
n, the maximum migration rates E and I , and the mutation rate

2) Initialize the random parameter of habitat.
3) For each habitat, HIS is mapped as the number and mobility (λk, µk)

of species k.
Calculate and determine whether HIS satisfy the supervision condition.

If HIS dose not satisfy the supervision condition
4) Utilize the immigration rate and emigration rate to restore

the habitat, and then recalculate each HIS.
5) For each habitat, refresh the probability distribution of species,

update the species according to mutation operator, and then
recalculate the fitness.

End if
6) End the algorithm cycle according to the termination condition.

The BBO is also a species optimization algorithm. It is
not related to the problems of regeneration and producing
next generation, compared to both GA and evolutionary
strategy optimization algorithms. There is also a remarkable
difference between ACO and BBO. ACO produces a new
set of solutions at each of iterations, while BBO maintains
the solution set to the next iteration and adjusts the solution
space according to the migration probability. BBO has more
in common with PSO and DE. Compared to PSO and DE,
BBO directly updates by the migration of the solution. Thus,
the solutions of BBO algorithm can share properties (suit-
ability index variable, SIVs) with each other. BBO mainly
consists of the two processes, including species migration
and species variation[6], [7], [8], [9].

3.2 Adaptive particle filtering algorithm based
on BBO

The main disadvantage of PF is the so-called particle
impoverishment problem, which is the main reason to take
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resampling. This problem appears as the likelihood p
(
yt|xit

)
is very narrow or likelihood lies in the tail of the proposal
distribution q

Ä
xt|x(n)t−1, y1:t

ä
. As the observation is more

accurate and the prior distribution is much boarder than
the likelihood (shown in Fig.5), only a few particles have
weights of significant importance, which directly leads to
the particle impoverishment problem.
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Fig. 5: Prior and Likelihood.

The proposal algorithm, called BBO-PF, incorporate the
BBO algorithm into PF to improve the distribution of sam-
ples, speed up the convergence of particle sets, and overcome
the impoverishment of particle filtering. The purpose is to
take samples to move towards regions of the state space
where the posterior probability is significant, which is related
to the prior probability and likelihood. Thus, a weighted
optimization problem arises to balance the contribution of
prior probability and likelihood to the posterior probability.
The optimization problem can be described as follows:

max
x∈S

F (x) = κ1F1(x) + κ2F2(x) (8)

where κ1 and κ2 are non-negative weight with κ1 + κ2 = 1,
S is the search space of particle sampling. Thus, the gen-
erated samples xit, i = 1, · · · , N , are regarded as the initial
SIV in the BBO and moved to maximize the objective
function F (x).

Let ωt and vt be zero-mean Gaussian white noise with
variances Q and R, respectively. Considering that (3) and (5)
are nonlinear model with additive noise, the first objective
consists of the function maximized at high prior regions as
follows:

F1 = e−
1
2 (xk−x̂k)Q

−1(xk−x̂k)
T

(9)

The second objective comprises the function maximized
at high likelihood regions below:

F2 = e−
1
2 (yk−ŷk)Q

−1(yk−ŷk)
T

(10)

Then the objective function of posterior optimization is
given by:

F (k) = −1

2
κ1(xk−x̂k)Q−1(xk − x̂k)T−1

2
κ2(yk−ŷk)Q−1(yk − ŷk)T

(11)
The BBO-PF algorithm can be summarized below:

1.Initialization the particles X =
¶
x
(i)
0 , ω

(i)
0

©N
i=1

from posterior

distribution p(x0) with associated ω(i)
0 = 1/N

2.Initialize the BBO parameters, including the maximum species count
n, the maximum migration rates E and I , and the mutation rate

3.For time steps t = 1, 2, · · · , T
4.Importance Sampling: for i = 1, · · · , N , draw samples from the

importance proposal distribution as follows: x̃(i)t ∼ q
Ä
xt|x(n)

t−1, y1:t

ä
1) Consider each particle as a species of universal habitat.
2) For each habitat, HIS is mapped as the number and mobility

(λk, µk) of species k. Calculate and determine whether
HIS can satisfy the supervision condition.
If HIS dose not satisfy the condition of importance distribution
3) Utilize the immigration rate and emigration rate to restore the
habitat, and then recalculate each HIS.

4) For each habitat, refresh the probability distribution of species,
update the species according to mutation operator, then recalculate
the fitness.

5) Weight update: evaluate the importance weights with (11).
End if

6) End the algorithm cycle according to the termination condition.

5. Normalize the importance weights: ω̃(i)
t =

ω̃
(i)
t∑N

i=1
ω̃
(i)
t

6. Output the statics of the particles.

7. Re-sampling: generate N new particles x(i)t from the set
¶
x̃
(i)
t

©N
i=1

according to the importance weights
¶
ω̃
(i)
t

©N
i=1

Repeat Step 3 to 7.

The BBO moves all particles towards the particles with
the best fitness where is the region of having the maximum
weight particles. As the best fitness value reaches a certain
threshold, the optimal sampling process terminates.

4. Experimental results
To verify the effectiveness and efficiency of the proposed

BBO-PF algorithm, this paper carried out experiments on
urban road. Ideal two-dimensional environments were cho-
sen as the test sites. In addition, the traffic signs stood
on both sides of the road as the landmarks that were
detected by the lidar. At first, we measured the accurate
position of those landmarks using Span/DGPS integrated
navigation system from Novatel. At the same time, the exact
location of UGV was recorded during our experiment, i.e.,
χ (xref , yref , θref ), in order to compare the state estimation
results of various algorithms with such an exact location
of UGV. The BBO-PF algorithm proposed in this paper
was compared to both standard particle filtering (PF) and
unscented particle filtering (UPF). The ideal reference trajec-
tory provided by SPAN integrated navigation system and the
estimation results are shown in Fig.6. Fig.7 and Fig.8 give
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the comparison of eastward and northward errors, respec-
tively. The experimental results indicated that the estimation
accuracy of the proposed BBO-PF algorithm was greatly
improved, compared to that of PF and UPF algorithms. The
statistical distribution of position errors is shown in Fig.9
and Fig.10, respectively.
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Fig. 6: Comparison of reference trajectory with estimation
using PF, UPF, and BBO-PF.
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5. Conclusions
Particle filtering (PF) is sequential Monte Carlo methods

based on the particle representation of probability density. It
can be applied to nonlinear/non-Gaussian system and gen-
eralizes Kalman filtering. One of the main disadvantages of
PF is the particle impoverishment problem, which is caused
directly by the resampling process of the algorithm. We
propose a BBO optimization algorithm to weight the like-
lihood and the prior for balancing the contribution of prior
and likelihood to the posterior estimation. Our experimental
results show that the BBO-PF algorithm can effectively
improve the location accuracy of UGVs. In addition, due to
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the inherent characteristics of BBO algorithm, its efficiency
is higher than other intelligent optimization algorithms such
as PSO in solving high-dimensional optimization problems,
which has provided a guarantee for real-time application of
BBO-PF.
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 Abstract- Control of power transmission and loss 
causes complications in the large power systems. Phase 
Shifter Transformers (PST) according to their 
capabilities can be appropriate devices for power 
controlling in the large power transmission systems. 
Various criteria such as decreasing of loss, saving of 
generator annual economic cost, improving system 
static and dynamic behaviors and reducing of 
congestion have been individually studied in the 
literature to placement problem of phase shifter 
transformers (PST). In this paper, loss reduction, 
voltage profile and congestion improvement indices are 
assessed and the optimal locations of PST devices 
evaluated by using Artificial Bee Colony (ABC) 
algorithm. The effectiveness of the proposed ABC based 
method is demonstrated on IEEE 30-Bus network 
through some performance indices in comparison with 
the genetic algorithm and particle swarm optimization. 
Results evaluation show that the ABC algorithm has an 
excellent capability in loss reduction, voltage profile and 
congestion improvement than the GA and PSO methods. 
 
Keywords: PST, Allocation, ABC; Power Loss 
Reduction. 
 
1. Introduction 
Nowadays, increment of generation quantity becomes a 
necessity relating to the ongoing industrials, electrical 
consumptions growing and consequently the 
consecutive load increasing. On the other hand, 
operating of power system must be closed to its nominal 
capacity considering high development costs of 
networks and their related devices and environmental 
concerns. Liberalization of the electricity market and 
                                                           
*Corresponding Author (hshayeghi@gmail.com) 

utilities tendency in getting more profits also compel 
power systems to operate close to theirs rate capacities 
and sometimes in over load conditions. Moreover, 
variable distribution of load and generation resources 
based on their conditions make network operate in 
heavy congested load conditions in some parts and in 
light load conditions in others. Accurate evaluating of 
power transmission and determining its level is 
investigated in congestion indices concepts. Many 
various indices already have been represented to 
quantifying congestion values of transmission lines [1]. 
Network operation close to its nominal capacity may 
appear as over load state in some sections and can lead 
to partial outages. Continuation of this state results in 
blackout condition possibly. Thus, proper management 
of network power flow is a main necessity along with 
holding the operation constraints. Controlling and 
managing the power flow in network lines can be done 
by using the various methods and some controlling 
actions and devices such as Generation Rescheduling 
(GR), series capacitors, FACTS controlling device and 
suede-FACTS devices [2-4]. Phase Shifter Transformer 
(PST) is one of the suede-FACTS devices which can 
replace the power in related and next lines by changing 
the transmitting power value that may cause to relieve 
congestion [5-7]. Phase shifter transformer installation 
considering its advantages can control the value of line 
power flows obviously. However, because of 
investment limitations, the installation and usage of 
phase shifter transformers only based on their 
advantages will not be economic. 

Proper location and sizing of PST should be noticed 
and studied because its installation at wrong places and 
capacities can cause various problems in the operation 
conditions. In this paper, an Artificial Bee Colony 
(ABC) algorithm is proposed for finding optimal 
location of PST aimed at reducing the power loss and 
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improving voltage profile and power congestion. The 
ABC algorithm is a typical swarm-based approach to 
optimization, in which the search algorithm is inspired 
by the intelligent foraging behavior of a honey bee 
swarm process [12] and has emerged as a useful tool for 
engineering optimization. It incorporates a flexible and 
well-balanced mechanism to adapt to the global and 
local exploration and exploitation abilities within a short 
computation time. Hence, this method is efficient in 
handling large and complex search spaces [13]. 

IEEE 30 Bus network has been used as a test system 
to demonstrate the effectiveness and robustness of the 
proposed ABC algorithm and their ability to provide 
efficient loss reduction and voltage profile 
improvement. To show the superiority of the proposed 
approach, the simulations results are compared with the 
particle swarm optimization and genetic algorithm 
through some performance indices. The results 
evaluation shows that the proposed method achieves 
good robust performance and is superior to the other 
methods. 
 
 
2. PST Model [10] 
An ideal voltage source with voltage Vs and reactance Xs 
that is connected in series between nodes i and j is 
shown in Fig. 1.   

 
Fig. 1. Series voltage source between buses i and j 

 
Vi is an imaginary voltage source which can be defined 
as:  

)1(   +  

)2(   =     and    0 ≤ ≤ 1 
Figure 2 shows a phasor diagram that is used to 
represent the voltage of Fig. 1 with regulating 
magnitude and angle. 

 

Fig. 2. Voltages phasor diagram of Fig. 1 

Figure 3 shows the current source model of PST (the 
Norton model of voltage source) where  and 

. 

 
 

Fig. 3. Norton model of series voltage source 
 

Current source is dependent on the usage of nodes i and 
j for transmitting power, then  and are expressed 
as follows:  

)3(    

 
)4(    

 
After replacing relations (1) and (2) to (3) and (4) 

and simplifying, the injected active and reactive powers 
are calculated using the following equations [10].   

)5( 
 

)6(    
)7(  

 
)8(  

 
The powers injection model of PST has been shown 

in Fig. 4 as a series voltage resource. 
 

 

Fig. 4. Injection model of series voltage source 

By using Eqs. (5) through (8) and applying a phase 
shifter transformer, angle γ can be changed and then the 
value of line power flow will be vary. If a PST is 
installed between buses i and j, the new admittance 
matrix formed considering the impedance Xs in the 
network admittance matrix. The Jacobean matrix is 
given in Table 1 [10]. Powers injection in PST model 
can be added to Jacobean matrix elements by a 
particular sign.  
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Table 1. Modified Jacobian matrix 

  
  
  
  

  

  
  
  
  

 

  
  
  
  

 
  
  
  

 
3. ABC Algorithm 
The ABC algorithm describes the foraging behavior of 
honey-bees for numerical optimization problems. The 
algorithm simulates the intelligent foraging behavior of 
honey bee swarms. It is a very simple, robust and 
population based stochastic optimization algorithm [11].  

The minimal model of forage selection in honey bee 
swarms intelligence consists of three essential 
components: food sources, employed foragers and 
unemployed foragers, and two leading modes of the 
behavior, recruitment to a nectar source and 
abandonment of a source, are defined [12]. A food 
source value depends on many factors, such as its 
proximity to the nest, richness or concentration of 
energy and the ease of extracting this energy. The 
employed foragers are associated with particular food 
sources, which they are currently exploiting or are 
‘‘employed”. They carry with them information about 
these food sources and share this information with a 
certain probability. There are two types of unemployed 
foragers, scouts and onlookers. Scouts search the 
environment surrounding the nest for new food sources, 
and onlookers wait in the nest and find a food source 
through the information shared by employed foragers.  

In the ABC algorithm, the colony of artificial bees 
contains of three groups of bees: employed bees, 
onlookers and scouts. The food source represents a 
possible solution of the optimization problem and the 
nectar amount of a food source corresponds to the 
quality (fitness) of the associated solution. Every food 
source has only one employed bee. Thus, the number of 
employed bees or the onlooker bees is equal to the 
number of food sources (solutions). 

An onlooker bee chooses a food source depending on 
the probability value associated with that food source, 
pi, calculated by the following expression: 

1

i
i SN

nn

fitp
fit

=

=
∑

                                                             (9) 

where ifit  is the fitness value of the solution i 
evaluated by its employed bee, which is proportional to 
the nectar amount of the food source in the position i 

and SN is the number of food sources which is equal to 
the number of employed bees (BN). In this way, the 
employed bees exchange their information with the 
onlookers. 

In order to produce a candidate food position from 
the old one, the ABC uses the following expression: 

( )ij ij ij ij kjv x x xφ= + −                                        (10) 

Where, { }1, 2,...,k BN∈  and { }1, 2,...,j D∈  are 
randomly chosen indexes. Although k is determined 
randomly, it has to be different from i. ijφ  is a random 
number between [0, 1]. It controls the production of a 
neighbour food source position around ijx and the 
modification represents the comparison of the neighbor 
food positions visually by the bee. Equation (10) shows 
that as the difference between the parameters of the xij  
and xkj decreases, the perturbation on the position xij 

 
decreases, too. Thus, as the search approaches to the 
optimum solution in the search space, the step length is 
adaptively reduced. 
 The food source whose nectar is abandoned by the 
bees is replaced with a new food source by the scouts. 
In the ABC algorithm this is simulated by randomly 
producing a position and replacing it with the 
abandoned one. If a position cannot be improved further 
through a predetermined number of cycles called limit 
then that food source is assumed to be abandoned. 

After each candidate source position vij 
is produced 

and then evaluated by the artificial bee, its performance 
is compared with that of xij. If the new food has equal or 
better nectar than the old source, it is replaced with the 
old one in the memory. Otherwise, the old one is 
retained. In other words, a greedy selection mechanism 
is employed as the selection operation between the old 
and the current food sources.  

The main steps of the algorithm are given by [13, 
14]: 

i)   Initialize the population of solutions and evaluate 
them. 

ii) Produce new solutions for the employed bees, 
evaluate them and apply the greedy selection 
mechanism. 

iii) Calculate the probabilities of the current sources 
with which they are preferred by the onlookers. 

iv) Assign onlooker bees to employed bees 
according to probabilities, produce new solutions 
and apply the greedy selection mechanism. 

v)    Stop the exploitation process of the sources 
abandoned by bees and send the scouts in the 
search area for discovering new food sources, 
randomly. 

vi) Memorize the best food source found so far. 
vii) If the termination condition is not satisfied, go to 

step 2, otherwise stop the algorithm. 
It is clear from the above explanation that there are 

three control parameters used in the basic ABC: The 
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number of the food sources which is equal to the 
number of employed or onlooker bees (SN), the value of 
limit and the Maximum Cycle Number (MCN). 
 
4. Problem Formulation 
The main goal of this paper is loss reduction, voltage 
profile and congestion improvements via optimal 
allocation of PST. Decreasing the amount of loss and 
boosting the voltage profile are serious issues in new 
and modern power networks, but the necessity of having 
an acceptable security margin in network operation is 
also very important. For obtaining these purposes, 
utilizing of phase shifter transformers is essentially 
required. Thus, for balancing lines power flow, it is 
necessary to assess congestion problem in relevant 
indices firstly. To investigating the congestion 
parameter of test system, the PIl index proposed in 
reference [15] has been used which is expressed as 
follows:  

)11(  

 

Where, 
σ: Lines power standard deviation from nominal values  

: Equals 70 percent of line nominal power (P.U)  

: Weight factor of line i  
N: Number of lines N 
Pi: Power of each line (p.u.)  

For calculating PIl: ωi and σ is considered 1 and              
0.3, respectively. 

If all lines are loaded at their nominal value, PIl 
index has a low value and if overload condition occurs 
in networks, PIl will be have a large value. Thus, 
optimal location of PST will be evaluated to reduce 
lines loss and improve congestion and voltage profile 
indices by ABC algorithm. The objective function used 
for phase shifter transformers placement is given by: 

) 12(            
Where,  
m: Total number of buses 
Vi: ith bus voltage in p.u. 
PIl: Congestion indices in p.u.  
Ploss: Total value of system losses in p.u 
w1, w2, w3:  Weight coefficients related to congestion, 
loss and bus voltage indices, respectively 

Minimizing the objective function that is composed 
of loss, congestion and voltage profile indices will leads 
to finding PST optimal location. Thus, the allocation 
problem can be formulated as the following 
optimization problem, where the constraints are the 
buses voltage magnitude limits, lines active power 
transmitting capabilities and generated active and 
reactive power of generators limitations [12]: 
Minimize PI                                                                             (13) 

The proposed approach employs ABC algorithm to 
solve this optimization problem and search for optimal 
placement of PST by evaluating the objective cost 
function as given in Eq. (13) using load flow of power 
system. The goal is determining the installation place 
and angle setting of phase shifter transformers. The 
weight factors w1, w2 and w3 are included in objective 
function according the importance and effects of Ploss, 
congestion index PIl and buses voltage magnitudes. It is 
necessary to mention that in this paper they have set to 
20, 1 and 1, respectively. 

5. Simulation Results 
The proposed method is applied to the electrical 
network on IEEE 30 bus including six thermal 
generating units as shown in Fig. 5 to assess the 
suitability of the algorithm. The system data extracted 
from [15]. The MARTPOWER-4 toolbox of MATLAB 
software is used for load flow running.  

 

Fig. 5. IEEE 30 bus power system 
 

The goal is determining the installation place and 
angle setting of phase shifter transformers. The obtained 
results using ABC is compared with PSO and GA 
methods in order to illustrate its robust performance and 
effectiveness for the solution of optimal allocation of 
PST problem.  

Results of the PST placement based on the objective 
function PI, by applying AC power flow using the 
proposed ABC, PSO and GA algorithms are given in 
Table 2. Figure 6 shows the minimum fitness functions 
evaluating process. 
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Table 2. Optimal PST parameters 

The best cost 
Function Angle of PST Optimized Place 

of PST Algorithm 

0.9166 -9.8787 11 GA 
0.9153 -8.7775 14 PSO 
0.9153 -8.7773 14 ABC 

  
It can be seen that from Table 1 installing a phase 
shifter transformer in line 14 between buses 9 and 10 

can be reduced loss and improved voltage profile and 
congestion indices of network clearly than the GA 
method. Table 3 presents the lines and network loss, PIl 
index values before and after installing of PST using 
three methods. It is evident that the ABC and PSO 
based solution is identical. Using the GA the reduction 
at total loss of network is 7.5%, whereas it is 8.5 % 
using the proposed ABC algorithm. 

 
Table 3. The lines and network loss, PIl index values before and after installing of PST 

        GA PSO & ABC  
NO 
# 

From 
Bus 

To 
Bus 

Ploss(MW) 
Without PST 

PIl(p.u) 
Without PST

Ploss(MW) 
With PST 

PIl(p.u) 
With PST 

Ploss(MW) 
With PST 

PIl(p.u) 
With PST 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 

1 
1 
2 
3 
2 
2 
4 
5 
6 
6 
6 
6 
9 
9 
4 

12 
12 
12 
12 
14 
16 
15 
18 
19 
10 
10 
10 
10 
21 
15 
22 
23 
24 
25 
25 
28 
27 
27 
29 
8 
6 

2 
3 
4 
4 
5 
6 
6 
7 
7 
8 
9 

10 
11 
10 
12 
13 
14 
15 
16 
15 
17 
18 
19 
20 
20 
17 
21 
22 
22 
22 
23 
24 
25 
26 
27 
27 
29 
30 
30 
28 
28 

0.026 
0.128 
0.178 
0.018 
0.110 
0.286 
0.066 
0.120 
0.031 
0.128 

0 
0 
0 
0 
0 
0 

0.037 
0.065 
0.008 
0.003 
0.031 
0.097 
0.022 
0.090 
0.052 
0.023 
0.044 
0.062 
0.093 
0.109 
0.078 
0.066 
0.035 
0.046 
0.063 

0 
0.108 
0.127 
0.013 
0.036 
0.001 

0.9995 
0.9998 
0.9878 
0.9872 
0.9866 
0.9741 
0.9670 
0.9682 
0.9677 
0.9400 
0.9327 
0.9180 
0.9124 
0.9050 
0.8988 
0.8817 
0.8668 
0.8604 
0.8342 
0.8175 
0.8000 
0.7823 
0.7650 
0.7503 
0.7350 
0.7200 
0.7062 
0.6915 
0.6717 
0.6540 
0.6373 
0.6200 
0.6025 
0.5855 
0.5879 
0.5626 
0.5350 
0.5176 
0.5030 
0.4882 
0.4667 

0.29 
0.118 
0.163 
0.017 
0.120 
0.326 
0.127 
0.130 
0.028 
0.124 

0 
0 
0 
0 
0 
0 

0.025 
0.018 
0.009 
0.009 
0.001 
0.037 
0.003 
0.020 
0.099 
0.042 
0.045 
0.056 
0.081 
0.142 
0.039 
0.042 
0.003 
0.046 
0.022 

0 
0.108 
0.127 
0.013 
0.043 
0.005 

0.9994 
0.9998 
0.9882 
0.9877 
0.9870 
0.9694 
0.9587 
0.9496 
0.9492 
0.9314 
0.9147 
0.8985 
0.8929 
0.8760 
0.8654 
0.8487 
0.8340 
0.8190 
0.8045 
0.7876 
0.7710 
0.7536 
0.7368 
0.7153 
0.6990 
0.6826 
0.6687 
0.6547 
0.6373 
0.6200 
0.6023 
0.5850 
0.5684 
0.5514 
0.5344 
0.5253 
0.5077 
0.4902 
0.4754 
0.4600 
0.4450 

0.029 
0.118 
0.163 
0.017 
0.118 
0.321 
0.119 
0.129 
0.028 
0.124 

0 
0 
0 
0 
0 
0 

0.026 
0.021 
0.012 
0.008 

0 
0.041 
0.04 
0.018 
0.092 
0.039 
0.044 
0.056 
0.081 
0.138 
0.037 
0.044 
0.001 
0.046 
0.023 

0 
0.108 
0.127 
0.013 
0.042 
0.005 

0.9786 
0.9754 
0.8391 
0.8337 
0.8935 
0.8239 
0.7887 
0.7689 
0.7927 
0.7604 
0.7045 
0.6751 
0.6823 
0.6581 
0.6542 
0.6321 
0.6180 
0.6047 
0.5942 
0.5798 
0.5674 
0.5545 
0.5435 
0.5359 
0.5280 
0.5207 
0.5157 
0.5142 
0.5063 
0.4985 
0.4920 
0.4855 
0.4804 
0.4750 
0.4699 
0.4745 
0.4692 
0.4642 
0.4624 
0.4601 
0.4585 

  TOTAL       2.395                                  2.215                                   2.193 
 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 885



 

20 40 60 80 100
0.915

0.925

0.935

0.945

Number of Iteration

F
it
n
e
s
s

 
Fig. 6: Fitness convergence, Dotted (GA), Dashed (PSO) and 

Solid (ABC). 
 

Figure 7 and 8 show the power loss of network lines 
and PIl index. It can be seen that the proposed ABC 
method has good performance and power loss reduction 
and PIl index improvement is significantly occurred 
after PST placement using ABC and PSO techniques. 
Voltage profile of network before and after PST 
installation is shown in Fig. 9. Using the proposed ABC 
algorithm voltage profile is considerably improved.  
Moreover, it is superior to the GA method. 
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Fig. 8. PIl congestion index, Dashed (without PST), Dotted (with PST 

using GA), Solid (with PST using ABC) 
 

6. Conclusions  
This paper presents an appropriate method based on 
ABC algorithm to improve line loss, voltage profile and 
congestion indices through optimal sitting of a phase 
shifter transformers. Due to consideration to some 
practical issues and by defining a new performance 
index, the optimum allocation of a single PST and its 
controlling phase angles can be determined. . The 

proposed ABC algorithm is easy to implement without 
additional computational complexity. Thereby 
experiments this algorithm gives quite promising 
results. The ability to jump out the local optima, the 
convergence precision and speed are remarkably 
enhanced and thus the high precision and efficiency are 
achieved. The performance of the proposed ABC based 
method is tested on IEEE 30-Bus network and the 
proper location for installing phase shifter transformers 
is obtained by minimizing the objective function in 
short evaluating time. Results evaluation show 
significant reduction in power loss in addition to voltage 
profile and congestion improvement than the GA 
method one. 
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Abstract-The main focus of this research is to develop, 
implement and test a surveillance system for tracking objects 
automatically using multiple camera views. A surveillance 
camera system can be very useful in carrying out tasks like 
security in public areas, road traffic monitoring. More and 
more surveillance cameras are being installed and utilized for 
surveillance task and hence sometimes it becomes difficult to 
remember their locations and their visible areas. Therefore, 
with a large number of surveillance cameras, it is not an easy 
task for people to recognize which camera should be monitored 
and which region of the camera images should be checked so 
that all the activities and/or events in a scene can be examined. 
Also the ability of humans to concentrate on multiple videos 
simultaneously is limited. A system that could automate this 
task would be of great use for safety and security for everyday 
life.   
Keywords- Tracking, multi-perspective video, surveillance, 
camera handoff. 

I.  INTRODUCTION  
Many cameras are required for covering large field of view. 
To track the object successfully in multiple camera one 
needs to establish correspondences among objects captured 
in multiple cameras. Handshaking can be defined as labeling 
the object across multiple cameras. This is accomplished by 
finding the limits of field of view (FOV) of a camera as 
visible in the other cameras. Using this information, when a 
person is seen in one camera, we can predict all the other 
cameras in which this person might be visible. This 
approach is applicable only when there is a significant 
overlap in the field of view of the cameras. 
 
       In the work of Vera Kettnaker and Ramin Zabih [1], 
Bayesian probabilistic approach based multi camera 
surveillance system is developed to predict the appearance 
of an object in a camera after it exits from another camera. 
Jehoon Lee, Shawn Lankton, A. [2] gives an approach based 
on affine transformation. In this approach a simple neural 
network is trained to predict the parameters of the affine 
transformation. P H Kelly et al [3] presents an approach for 
dealing with handoff problem. It proposes the use of 
calibrated cameras and a 3D model of the environment. The 
3D coordinates (voxel) of the object obtained through 
calibration are used during handoff between cameras to 

assign label. The 3D coordinates of an object obtained from 
multiple cameras map [8] to the same point. In Omar Javed 
et al [4] an approach to handle the handoff [10], [11] 
problem is presented. This approach does not require the 
cameras to be calibrated. It uses a model of the relationship 
between FOV lines of various cameras. The FOV lines bind 
the FOV of a camera. When an object enters FOV of a new 
camera it is checked if this person is visible in the FOV of 
another camera [6]. Here the author presents an improved 
technique for object tracking. The captured video frames are 
smoothed by a low pass filter.  This method reduces the 
number of computations and computation time. In addition 
the noise in the signals is suppressed automatically. 
     In [5] authors have given techniques for how to detect 
moving objects from an image sequence, recognize the 
activity of object and behavior understanding. Background 
subtraction is a very popular technique for foreground 
segmentation in a still scene [9], [13].  
   
   The technique used is independent component analysis 
and it is best for indoor surveillance where moving and 
motionless persons must be reliably detected. In [7] author 
has cited about how to deal with the changing background. 
Sometimes it is not possible to take static background and 
we have to do background modeling so that the background 
can be adaptive according to the environment. The work 
[12] presented is based on the GPS system which uses a 
multi-agent system architecture to track moving objects. In 
[14] an automatic method for tracking individual across 
cameras via a surveillance network has been reported.  In 
this work an emerging low computational complexity 
handoff function that can automatically carry out the camera 
assignment and   handoff task has been depicted. 
 

A. Constrains: 
• Cameras are stationary. 
• There must be overlapping regions across the 

cameras. 
• The objects should not be very close to each other. 
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II. METHODOLOGY 

 IN ORDER TO GET  THE MOVING OBJECTS  FROM  IMAGES, 
SOME BASIC  OPERATIONS ARE  REQUIRED SO  THAT  THE  
OBJECT CAN BE SEPARATED FROM THE BACKGROUND. THE 
STEPS USED TO GET FOREGROUND OBJECTS ARE: 

A. Background    subtraction  
Background subtraction method is used for identifying 

changes in the foreground. By this method we separate the 
objects from the background. The background subtraction is 
done by finding the difference between corresponding pixels 
of two images (taking one of them as background). The 
image considered as background should not contain any 
moving objects.  Detection  of  the  foreground [13] objects  
is  done by taking  the  difference  between  the current frame 
and an  image   of  the  scene’s  static  background. 

 
| framei– background| > Th 

 
Background subtraction method is very sensitive to threshold 
(Th). 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1 System Level Diagram  
 
 

B. Erosion & Dilation 
The subtracted image consists of many unwanted tiny 

objects. To remove these unwanted objects erosion and 
dilation operations are used.  In erosion, the local minimum 
is computed over an area of a kernel. In dilation, the local 
maximum is computed over the area of a kernel and the 
pixels are merged. 

 

 
 

 
 

C. Blob detection  
Blob detection creates a box around the detected objects 

in a region. It takes connected points in an image and draws 
the box around them.  Steps are as following  

• Take a 3*3 patch around a point and check if any 
point in that patch has a label. 

• If a point with a label is found, give the same label 
to the point in center. 

• If no point with a label is found, give a new label to 
the point in center. 

• Go to next point and repeat from step 2 until all the 
points are not labeled. 

• Give the same label to the points which are 
connected (but given different label earlier) 

• Draw a rectangular box around all the objects 
(points with same label). 
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To draw rectangular box we take two longest diagonal points 
as (x, y) and (xˊ, yˊ).  Let length is l and distance is d so 

 
 
 

 
Then draw a d*l rectangle around the object. 

D. Approaches   for  handshaking- 

1) Edge of Field of View Method -I (Perpendicular 
distance) 
For tracking across multiple cameras edge of field of view 
method is used. When a person enters the FOV of a camera, 

it should be determined, if this person is visible in the FOV 
of any other camera, and if so, assign the same label to the 
new view. If the person is not visible in any other camera, 
then a new label is assigned to this person.  Let us  suppose a 
person enters through one of the FOV line, as cameras are 
stationary we just draw the FOV lines manually and try to 
find the distance (perpendicular) of all the objects with  
respect to that FOV line. As we know that the object has just 
entered through this line so it will be the nearest among all 
other objects falling in the overlapping region of these 
cameras with respect to that line.  We assign some label to 
that object.  Labels are unique for each object. 

 
Algorithm for handshaking across multiple cameras  
 
 
Repeat for every frame 
For every camera Ci 

      { 
 If new object appears in the middle of the frame 
 { 
  Assign it a new label 
 } 
 Else If object appears from any side l (FOV line) 
 { 
  Find s = set of FOV lines of all the cameras (Cj) in which the object is visible 
  If s = 0 
  { 
   Assign current object new label 
  } 
  Else 
  { 
   For every camera Cj, jˊs 
   { 
    For every object k in Cj 
    { 
     d(j,k) = D(Pk

j,Ll
ij) 

    } 
   } 
  } 
 } 
     } 
For any object in Cj who is nearest to particular FOV line, assign the same label as in Ci. 
  
 
 
 

2) Edge of Field of View Method-II (Distance from 
some point on the EOFOV) 

If some objects are at the same distance from the FOV, 
the situation can be tackled by considering some point on the 
FOV line.  Calculate  the distance  of  all objects from this  
point  and  compare with the distances of the objects from  
the  same point in view of the other camera which already 

contains  these objects.  Using the additional distance 
measure, the objects can be labelled accurately. 

Another technique for tackling the same situation is to 
take a point at the foot of the perpendicular of the object of 
interest  and  calculate  the distance of all the objects from 
the  corresponding  point  in  view  of  the  other camera. The 
distance will be minimum for the same object in the other 
camera and same label can be assigned to that particular 
object. 
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E. Approaches for Tracking 
 

1) Distance Based Tracking 
 
 We first take the centre of the object in the present frame 
and find the distance of all the objects in the next frame from 
this point (centre of the object in the present frame). Now 
assign the label to that object that has minimum distance 

from that point. Euclidean distance is considered. Suppose an 
object is at (x1, y1) and in the next frame it is at a point (x2, 
y2). The distance between them is: 
 

2
12

2
12 )()( xxyyd −+−=       

 

 
  

Fig. 2 Block diagram for distance based tracking 
 
 

    
2) Direction Based Tracking 

 
In this method we find the blob in the direction of the 
motion of the object. If the variation in the direction of the 
blob is within some range; then accept it, otherwise discard 
it. Suppose an object moves from point (x1, y1) to (x2, y2), 
slope is determined by the equation: 

 









−
−

= −

12

121tan
xx
yyθ  

 
3) Shape  Based  Tracking 

 
In the shape based tracking for multiple camera based 
surveillance, an object is selected first. The method for 
finding the variation between the objects in the current 
frame and the object in the last frame is as follows: 

• Take the minimum and maximum coordinates of 
the object, say (x1 ,y1) and (x2 ,y2). 

• Find the height and width of the object as: 
 

12)1( yyhHeight −=  

12)1( xxwWidth −=  

 
• Store these data and find the height (h2) and width 

(w2) of each object in the next frame. 
• Find the variation for each object by the following 

formula: 
 

2
12

2
12 )()()( wwhhvVariation −+−=  

 
• The object with least variation is tracked object in 

the current frame. 
• Repeat the above steps for the next frames.
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III. RESULTS AND  DISCUSSION 
Module wise results are shown below.  Firstly, 

foreground and background separation is demonstrated. 
However, it is observed that the image obtained after 
background subtraction is noisy. As we know that noise in 
the context of image processing is anything which is not 
useful at particular moment though it may be useful for other 
context. To remove this noise we used the technique called 
erosion and dilation. These techniques remove and add the 

unwanted and wanted data from the image. After erosion 
and dilation we have used technique called blob detection to 
find particular object. Handshaking is performed after blob 
detection. In handshaking we try to find the correspondences 
across the cameras.  If an object in one camera is at a 
particular position, its position in the other camera is 
determined. Finally in the process of tracking, we use 
distance based and shape based   features.  

A. Preprocessing Result 

 
 

Fig.3 Original image           Fig. 4 Background subtraction                   Fig. 5 Erosion and dilation                       Fig. 6 Blob Detection 
 

B. Handshaking between two Camera 
 

 
 

Fig. 7 Object selected in camera 1                                                       Figs. 8    Object matched in camera 2 
 

C. Tracking Result:-In camera -1 
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Fig. 9 Tracking in camera-1 

D. Tracking Result:-In camera -2 
 

 
 
 

 
Fig. 10 Tracking in camera-2 
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IV. FUTURE WORK 
When two objects are closer to each other and cameras 

are mounted at different heights and angles with respect to 
ground, 3D co-ordinate mapping combined with direction 
vectors along the length and width of the object blobs can be 
used to give correct results. For 3D co-ordinate mapping, 
height and angle of the mounted cameras are required. Blobs 
can be used to give the direction vector along the length and 
width of the object in both the cameras. 

In the presence of an obstacle, tracking methods used 
sometime fails and we need to consider velocity based 
features of the objects. When single feature is not sufficient 
for efficient result we need to use combination of both the 
methods. It fails when two objects are at the same distance 
from the objects in the previous frame and have the same 
shape. We need to consider direction features of the objects. 

V. CONCLUSION  
2D co-ordinate mapping gives correct result when the 

cameras are mounted at same height and angle with respect 
to ground.  A change in the camera setup would require the 
calculation of all the parameters again. Color based matching 
can be used as an additional feature to match the objects in 
different camera views. It would be inefficient if color or 
lighting effect changes. Under the conditions when 
foreground objects can be separated from the background, 
the results of FOV approach are satisfactory and can be used 
for handshaking between two cameras. We can use the 
EOFOV methods for efficient handshaking & it is giving 
satisfactory results under given constrains.  

Mean shift tracking gives correct result for single object. 
However, it may fail when there are many objects. The 
method (distance & shape based) used in our approach is 
giving satisfactory results. 
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Abstract - In this paper an analysis of the influence of  

generation scheduling when a reconfiguration method is 

applied in order to reduce voltage sag indices in a power 

system is presented. The description of the reconfiguration 

method based on a Tabu Search algorithm is presented. The 

method implemented in Matlab® is applied to analyze several 

case studies in the IEEE-57 bus test system, and different 

conditions of generation demand in the electrical network 

were considered. The obtained results demonstrate the good 

performance of the proposed methodology. 

Keywords: voltage sags, reconfiguration, voltage sag indices, 

tabu search.  

 

1 Introduction 

 Nowadays, voltage sags are one of the principal 

concerns regarding power quality, because a lot of equipment 

used by commercial and industrial users is sensitive to this 

phenomenon of power quality; consequently, industrial 

processes are more sensitive and  companies are less tolerant 

to these phenomena, since they cause malfunction of their 

equipment which results in significant economic losses. The 

most severe voltage sags are usually caused by faults such as 

short-circuits in the electrical system. However, they may also 

be caused by overloads and starting of large motors [1]. 

 A voltage sag is a short reduction in RMS voltage at the 

power frequency with durations from 0.5 cycles to 1 minute. 

At the present time, there are different methodologies to 

estimate and analyze voltage sags, such as stochastic methods 

[2]-[5] and others based on the state estimation concept 

[6][7]. On the other hand, there are indices that define the 

quality of voltage variations, for example, the System Average 

Interruption Duration Index (SAIDI); however, one of the 

most widely used for assessing the impact of voltage sags is 

the SARFIX index (System Average RMS Frequency Index) 

[1][8]. This index indicates the average number of sags and 

swells during an evaluation period (usually a year) per 

customer [8]. 

 Furthermore, the scheduling of generators in a power 

system is constantly changing, and this change represents an 

important factor in the stochastic prediction of voltage 

sags [9]. Several studies have analyzed the influence of 

generation and topology network changes on the voltage sag 

estimation [9]-[11]. 

 Currently, there are several ways to mitigate the 

frequency of occurrence of voltage sags. For instance, the 

installation of mitigation devices can be seen as a possible 

solution for customers; nevertheless, these devices have a 

mitigation capability that is limited by the energy storage 

capacity [12]-[15].  The network reconfiguration constitutes an 

alternate method to improve the system performance. Over the 

years, several investigations applying reconfiguration methods 

have been carried out in order to minimize losses in networks 

subjected to certain restrictions [16]-[18]. 

 In order to improve power quality aspects, in particular 

the occurrence of voltage sags, a network reconfiguration is 

performed in this paper, with the objective of obtaining the 

configuration that best reduces the frequency of occurrence of 

voltage sags [19]. Also, the process to achieve an optimal 

topology that minimizes the voltage sag indices under 

different conditions of generation demand of the network is 

carried out by means of an implemented Tabu Search (TS) 

algorithm. Some case studies in the IEEE-57 test system are 

presented in order to demonstrate the performance of the 

proposed method. 

2 Formulation of reconfiguration 

method 

 The aim of this paper is to obtain the optimal state of 

switches in a network in order to identify a topology that 

minimizes voltage sag SARFIX indices under different 

conditions of generation demand. 

 The SARFIX index represents the average number of 

specified rms variation measurement events that occurred 

over the assessment period per customer served; where the 
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specified disturbances are those whose magnitude is less than 

x, for sags, and greater than x, for swells [8]: 

 SARFI
i

X

T

N

N




 (1) 

where x is the rms voltage threshold; Ni is the number of 

customers experiencing short duration voltage deviations with 

a magnitude above or below x, for sags and swells 

respectively; and NT is the total number of customers served 

from the section of system to be assessed [8].  

 The SARFIx index, when is calculated per single 

monitored point, can also be regarded as the number of 

disturbances in a given measurement point, over a specified 

period of time [8]. In this paper, for purposes of comparison 

between different configurations of the same system, this 

definition is assumed.  

 This paper proposes an automatic reconfiguration 

method of a power system, by applying Tabu Search in order 

to reduce voltage sags, and taking into account different 

generation scheduling.  

 The connection/disconnection state of a transmission 

line is represented by means of a binary vector whose length 

is equal to the number of switches available in the system 

[19]; the number of possible topologies also depends on the 

number of switches. Thus, the number of possible topologies 

will be equal to 2
number of switches

,
 
and every possible topology 

should be evaluated in order to get the best one. However, if 

the number of switches increases the evaluation number will 

also increase, making the computational cost prohibitive. 

 Voltage sags rates can vary depending on the system 

characteristics, such as the operation conditions in an 

electrical system which are constantly changing according to 

energy demand. 

 Generally, statistical data about the occurrence of 

voltage sags in an electrical system can be obtained. These 

values can be considered as typical values for a particular 

node; another aspect to consider is that in a determinate 

network there are particular buses in which, due to the 

contract requirements specifications, there is a maximum 

number of voltage sags allowed in a period of time [13]. The 

typical values or the values specified by contract requirements 

can be considered as reference values of voltage sags for a 

particular bus. Then, when a voltage sags analysis is carried 

out in order to obtain voltage sag indices, and it is found that 

some buses have higher voltage sags rates than the specified 

reference values, this can be considered as an undesirable 

system condition that can be solved through a reconfiguration 

process [19]. 

 Considering a generic electrical system of n buses and l 

lines, it is assumed that lsn lines have switches that can change 

their status (open/close). Every configuration, which is 

obtained by changing the open/close status of the lns lines, can 

be described by a Y vector. The Y vector’s length is equal to 

the number of lsn lines. It is important to note that, in this 

analysis, even lines which regularly contain more than one 

switch were represented by means of a single switch in order 

to specify its open/close status. 

 For instance, taking into account a generic system with n 

buses and a determinate number of sn switches, a possible 

configuration for a given voltage threshold t can be, 

 1 2 3

[ 1 1 0 1 ]

snl l l l

Y 
 (2) 

where l3 is open, which means that line l3 is not energized. 

Therefore, line l3 does not belong to the new configuration. 

Then, a voltage sag evaluation by means of the analytical 

method described in [5] is applied in order to obtain the 

voltage sag number in the electrical system. When some buses 

of the system have a voltage sag number higher than the 

reference value, a reconfiguration process is applied to reduce 

the voltage sag number in those buses, thus ensuring that all 

voltage sag values are equal or lower than the reference 

values. Mathematically this can be written as follows 

   iff
ii refest min  (3) 

subject to  

       
maxmin

iii VVV   

       
maxmin

GiGiGi PPP   

       
maxmin

GiGiGi QQQ   

where: 

fest i is the voltage sags number for the i bus 

fref i is the voltage sags reference value for the i bus 
min

iV  is the minimum voltage at bus i 

iV  is the voltage at bus i 

max

iV  is the maximum voltage at bus i 

min

GiP  is the minimum real generation at generator i 

GiP  is the real generation at generator i 

max

GiP  is the maximum real generation at generator i 

min

GiQ  is the minimum reactive generation at generator i 

GiQ  is the reactive generation at generator i 

max

GiQ  is the maximum reactive generation at generator i 
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 In this paper, the optimal configuration of a system in 

order to minimize voltage sags indices is found by solving the 

optimization problem formulated in (3) by applying TS and 

taking into account the generators schedule. 

3 Implementation of the reconfiguration 

method by applying Tabu Search 

 In this work, a basic TS algorithm and the 

reconfiguration methodology described in section II, 

implemented in Matlab®, are presented [19]. Fig. 1 shows a 

flow chart of the implemented method. 

 This process, which is shown in Fig. 1, is repeated until 

a convergence criterion is satisfied. In this work, the TS 

process can stop in two ways: when it reaches the maximum 

iteration number or when the voltage sag number at each bus 

is equal or lower than the corresponding reference value. 

 

Start

Reading
data

Voltage sags
calculation

Are there
buses with

voltage sags
problems?

Solve
reconfiguration

problem by
applying TS

End

Is the
covergence

criteria
satisfied?

Yes

Yes

No
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The current configuration
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Voltage sag calculation for
the current configuration

A neighborhood is generated
from the current configuration

The neighborhood is
sorted according the

objective function value

The best neighbor is
selected if it does not
belong to the tabu list

Tabu list is updated

 

Fig. 1 Flow chart of the reconfiguration process 

 

4 Case studies 

 The implemented reconfiguration method has been 

applied to the IEEE 57-bus test system in order to reduce the 

occurrence frequency of voltage sags when different 

conditions of energy demand are considered. The cases have 

been analyzed considering that voltage sags are caused by 

balanced three-phase faults. 

 The system consists of 57 buses which are 

interconnected by means of 63 lines, 15 transformers and 7 

generating units [20]. To obtain the reference vector of 

voltage sags (SARFIx, according to the assumed definition 

[8]), the method described in [5] was used and the resultant 

values were randomly fixed for each bus of the system with 

values close to those obtained by the stochastic method. The 

vector shown in Table I is taken as a reference vector (column 

2), and it was obtained considering a voltage threshold of 0.8 

p. u. (SARFI80). 

4.1 Analysis of influence of generation 

schedule 

 The analysis of the influence of generation schedule on 

the reconfiguration of the IEEE-57 bus test system was 

carried out by using the implemented method based on a TS 

algorithm for the following case studies assuming a fault rate 

of 1 faults/year for all system lines: 

Case A1. Base case. Generators data provided in [20] are 

considered. 

Case A2. 20% generation increase, achieved by increasing 

generation at all generation buses. 

Case A3. 20% generation reduction, achieved by decreasing 

generation at all generation buses. 

 Table I shows that, in Case A1, the system has a total of 

31 buses (approximately 54% of the buses) which have values 

of voltage sags/year (that is, SARFI80 index) above the 

reference values (the shaded ones). Table I also shows that the 

total of voltage sags in the electrical network is 2606.44 per 

year, before the reconfiguration process (actual values). When 

the system has been reconfigured, all buses have values under 

the reference ones; therefore, the total of voltage sags is 

decreased by almost 18 %. 

 Table II shows that, in Case A1, the solution process 

requires six neighborhoods to find the solution, that is, six 

iterations of TS are required in order to accomplish that all 31 

buses with values of voltage sags higher than their 

corresponding reference values reach values of voltage sags 

lower than the reference ones. 

In Case A2, when a reduction of generation of 20% is 

considered, the total of buses that have values above the 

reference ones is less than in Case A1. In Case A2 only 15 

buses have values greater than the reference. 

In Case A3, when an increase of generation of 20% is 

considered, the total of buses (with values above the 
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reference) increases to 44, a significant difference when 

compared with Case A1. 

TABLE I.  VOLTAGE SAGS/YEAR CONSIDERING A VOLTAGE THRESHOLD OF 

0.8 P. U. FOR CASE A1 

 

Bus 
Case A1: Voltage sags/year 

 Ref. Actual Reconfig. 

1 30 34.0 26.3 

2 30 34.8 27.3 

3 34 33.6 27.8 

4 32 35.4 11.0 

5 38 36.2 10.6 

6 28 31.4 10.1 

7 42 39.9 19.7 

8 35 37.9 12.7 

9 40 38.4 33.8 

10 33 39.6 32.7 

11 41 42.3 36.0 

12 35 37.6 32.0 

13 39 38.6 36.4 

14 42 43.7 37.4 

15 39 39.0 33.6 

16 36 37.1 30.9 

17 35 33.9 30.2 

18 40 40.3 19.6 

19 45 47.2 40.6 

20 52 50.5 45.3 

21 48 49.6 44.0 

22 50 48.5 42.6 

23 49 48.4 42.7 

24 51 52.9 48.6 

25 51 51.7 48.0 

26 55 52.2 47.0 

27 48 47.9 44.8 

28 42 46.6 36.2 

29 46 44.3 30.7 

30 54 52.2 50.5 

31 56 54.0 50.7 

32 58 57.1 50.1 

33 54 56.0 49.1 

34 53 53.8 47.8 

35 48 52.7 47.4 

36 52 52.0 45.9 

37 50 52.7 46.5 

38 51 49.6 41.8 

39 55 53.7 46.1 

40 51 50.9 45.4 

41 48 51.2 42.1 

42 52 51.0 42.3 

43 46 48.2 40.3 

44 47 48.9 40.7 

45 44 45.1 38.3 

46 45 47.4 40.4 

47 46 48.0 40.8 

48 44 49.0 41.0 

49 48 48.0 39.6 

50 42 47.2 39.2 

51 43 40.6 35.8 

52 42 44.5 38.8 

53 46 44.7 40.2 

54 41 44.3 41.0 

55 40 43.3 38.1 

56 53 52.8 42.5 

57 55 53.8 43.7 

TOTAL 2550 2606.4 2144.4 

TABLE II.  NUMBER OF REQUIRED NEIGHBORHOODS TO ACHIEVE THE 

SOLUTION FOR CASE STUDIES 

Case Required 

Neighborhoods 

A1 6 

A2 3 

A3 7 
 

 

 Once reconfiguration is carried out, all buses have 

values under the reference. Table III shows the switches status 

for the optimal reconfiguration after the optimization process, 

for cases A1 to A3. It can be observed that case A1 requires 6 

lines open, while cases A2 and A3 require 4 and 10 lines 

open, respectively. 

The results for Cases A1 to A3 can be observed graphically in 

Fig. 2 to Fig. 4. It can be observed that in all case studies the 

implemented methodology ensures that all buses have 

SARFI80 values below the values specified by the reference. 

For instance, in Case A2, when a reduction of generation is 

considered, just 15 buses have values above the reference; 

once the reconfiguration process is made, all buses have 

values of voltage sags below the reference ones (Fig. 3). Case 

A2, after reconfiguration process, has a total of voltage 

sags/year of 2044.3 per year. In Case A3, 44 buses have 

values greater (black solid line in Fig. 4) than the reference 

values (gray solid line in Fig. 4); after the reconfiguration 

process is carried out, all buses have values lower than the 

reference values, giving a total of voltage sags of about 1965 

per year. 

 

TABLE III.  SWITCHES STATUS FOR THE OPTIMAL RECONFIGURATION, 
CASES A1-A3 

Switch Lines status 

No. Line A1 A2 A3 

1 6-7 0 0 1 

2 38-48 1 1 1 

3 14-15 0 1 0 

4 10-12 1 1 1 

5 11-13 1 1 0 

6 56-41 1 1 0 

7 8-9 0 0 0 

8 9-13 1 1 0 

9 1-15 1 1 0 

10 3-15 1 1 1 

11 4-6 0 1 0 

12 2-3 1 1 0 

13 38-49 1 1 0 

14 3-4 0 0 0 

15 12-13 0 0 1 

16 7-8 1 1 1 
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Fig. 2 Voltage sags/year for Case A1, considering a voltage 

threshold of 0.8 p.u. 
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Fig. 3 Voltage sags/year for Case A2, considering a voltage 

threshold of 0.8 p.u. 
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Fig. 4 Voltage sags/year for Case A3, considering a voltage 

threshold of 0.8 p.u. 

 

4.2 Analysis of influence of generation 

schedule assuming fault rate variations 

Usually, fault rates in the electrical system are obtained from 

statistical data for a determinate period of time, typically a 

year. However, fault rates have variations throughout the year, 

which can be estimated for seasonal or monthly periods [9]. In 

these cases, the variation of fault rates when the generation 

schedule changes is analyzed. The following case studies are 

presented:  

Case B1. 20% generation reduction, achieved by decreasing 

generation at all generation buses, and a decrease 

of 10% in the fault rate (λ=0.9 faults/year). 

Case B2. 20% generation increase, achieved by increasing 

generation at all generation buses, and an increase 

of 10% in the fault rate (λ=1.1 faults /year). 

Cases B1 and B2 are similar to cases A2 and A3; the 

difference is the consideration of variations of fault rates: in 

case B1 a 10% fault rate decrease is considered, and in case 

B2 a 10% fault rate increase is considered. Before 

reconfiguration process, in Case B1, the system has a total of 

13 buses that have values of voltage sags/year above the 

reference, as can be seen in Fig. 5. In Case B2, the most 

critical, the system has a total of 48 buses that have values of 

voltage sags/year above the reference (see Fig. 6). 

From Fig. 5 and Fig. 6, it can be observed that after applying 

the process to reconfigure the system, all nodes have 

appropriate values, that is, voltage sag values below reference 

values. 
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Fig. 5 Voltage sags/year for Case B1 considering a voltage 

threshold of 0.8 p.u. 
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Fig. 6 Voltage sags/year for Case B2 considering a voltage 

threshold of 0.8 p.u. 
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5 Conclusions 

 In this paper the influence of generation scheduling on 

reconfiguration of power systems to minimize voltage sag 

indices has been analyzed. A methodology based on a Tabu 

Search technique has been implemented to find the optimal 

configuration of the power system to reduce the voltage sags 

number at system buses. In order to demonstrate the 

performance, the methodology has been applied to the IEEE-

57 bus test system, taking into account that voltage sags are 

caused by three-phase faults. 

 In general, the results obtained by using this 

methodology show that generation demand has a meaningful 

impact on the expected number of voltage sags at system 

buses: to lower generation levels correspond higher number of 

sags. Consequently, when the reconfiguration process is 

applied in order to decrease voltage sags indexes in a power 

system, the schedule of generation demand is an aspect that 

must be considered to obtain results as close as possible to the 

actual conditions of the electrical network. 
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Abstract - A key requirement for high-performing part-of-
speech (POS) tagging systems is capable of predicting with 
accuracy the POS categories of unknown words in open-
ended text. However, the topic of unknown word guessing has 
not been much explored for Chinese so far. This is because 
Chinese plain text contains very little explicit clues for 
unknown word guessing. In this paper, we attempt to explore 
morphological features for POS prediction of Chinese 
unknown words. To this end, we first take morphemes as the 
basic units in Chinese word formation, and then decompose 
each unknown word in Chinese sentences into a sequence of 
morphemes associated with their morphological position 
patterns. Finally, we incorporate different word-internal 
morphological clues with contextual information under the 
framework of maximum entropy modeling. Experimental 
results show that our method performs better in unknown 
word guessing than most of the best systems for POS tagging 
closed tracks at the fourth ACL-SIGHAN bakeoff, 
demonstrating that morphological features are of great value 
to POS guessing of Chinese unknown words. 

Keywords: Part-of-speech tagging, Chinese unknown word 
guessing, morphological features, maximum entropy models 

 

1 Introduction 
  Part-of-speech (POS) tagging is a process of labeling 
each word in a sentence with a proper tag indicating its POS 
category. As a fundamental natural language analysis task, 
POS tagging play a key role in many natural language 
processing applications, including machine translation, 
information extraction and text mining.  

 POS disambiguation of known words (viz. in-
vocabulary words) and POS guessing of unknown words 
(also referred to as out-of-vocabulary words) are two key 
issues in Chinese POS tagging. On the one hand, many 
Chinese words have multiple possible POS categories. POS 
disambiguation is thus aiming at finding proper POS 
categories for such ambiguous words according to their 
context. On the other hand, real text in Chinese may contain 
a number of words that are unknown to POS tagging systems 
because they do not occur in the training corpora or the 
system dictionaries. Therefore, a key requirement for high-

performing POS tagging systems is capable of predicting 
with accuracy the POS categories for such unknown words or 
out-of-vocabulary (OOV) words in open-ended texts. 

 Despite significant progress in POS tagging over the 
past years, POS guessing of unknown words is still a great 
challenge for Chinese. As shown in [1], the best POS tagging 
closed tract accuracy at the 2007 ACL-SIGHAN Bakeoff is 
about 93.89%, 96.29%, 95.57%, 96.79% and 97.38% for in-
vocabulary words over the five corpora (viz CityU, CKIP, 
CTB, PKU and NCC), while the counterpart figures for 
unknown words are only 47.33%, 58.75%, 75.22%, 60.36% 
and 60.59%, respectively. This is because in comparison 
with some other western languages like the English 
language, Chinese has several specialties with respect to POS 
tagging. Firstly, Chinese has weak morphology in that plain 
Chinese texts contain very little explicit morphological clues 
such as inflexion and capitalization in English that are of 
great value to correct POS disambiguation of ambiguous 
known words and POS prediction of unknown words. A 
Chinese word can function as different POS categories 
without any changes in its word form. Secondly, the Chinese 
language seems to allow very free word formation. In theory, 
any combination of Chinese characters could be a potential 
Chinese word. Free word formation inevitably introduces a 
great number of unknown words and ambiguities to Chinese 
POS tagging. Take the five POS tagging corpora used for the 
fourth ACL-SIGHAN Bakeoff as an example [1], 33.3-53.5% 
of words in the training corpora have multiple POS tags, 
while 5.2%-9.2% of words in the test datasets are unseen in 
the training corpora.  

 Furthermore, Chinese has a vague definition of words. 
Although a number of criteria have been proposed for word 
definition in Chinese linguistic literature from different 
perspectives, including orthographic, lexical, morphological, 
and phonological criteria [2], there is not a commonly 
acceptable and practically applicable definition for Chinese 
words. The vague definition of Chinese words raises another 
question: What kind of linguistic unit is most suitable for 
POS guessing of Chinese unknown words [3]. The notion of 
character-based tagging takes characters as the basic units in 
word formation [4]. Unknown word guessing based on 
characters is simple and efficient because it does not require 
any additional preprocessing. Within such a character-based 
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framework, however, it is not convenient to make use of 
word-level contextual information for POS disambiguation. 
To avoid this problem, Fu and Luke (2006) [5] suggest using 
lexicon or in-vocabulary (IV) words as the basic component 
tokens for word formation. Obviously, lexicon word based 
approach is capable of capturing both word-level contextual 
information and word-internal features for POS tagging, it 
requires a larger training corpus to achieve a reliable 
estimation for language models. Furthermore, most existing 
dictionaries for Chinese are not compiled in strict 
compliance with a consistent definition of words. While both 
true words and morphologically derived words are included 
in a dictionary, it becomes very difficult, or even infeasible, 
to explore prominent and reliable features for unknown word 
resolution. To address these problems, a more resent study by 
Fu et al. (2008) [6] chooses morphemes as the basic 
components of Chinese words. They have showed that 
compared with the character- or word-based approaches, the 
morpheme-based method provides a more straightforward 
and effective way of capturing both morphological and 
contextual features for Chinese word segmentation. 

 In fact, Chinese contains many implicit morphological 
cues for unknown word guessing, while common sense seems 
to indicate its weak morphology [2][6]. For example, some 
suffixes like 性 xing4 ‘-ity’ and 主义 zhu3-yi4 ‘-ism’ are 
indicators of nouns while some other suffixes such as 化 
hua4 ‘-ize’ are indicators of verbs. In this light, this paper 
attempts to explore such word-internal morphological 
features for POS prediction of Chinese unknown words. To 
this end, we first take morphemes as the basic units in 
Chinese word formation, and then decompose each unknown 
word in a given Chinese sentence into a sequence of 
morphemes associated with their morphological position 
patterns. Finally, we incorporate different word-internal 
morphological features with word-external contextual 
information under the framework of maximum entropy 
models (MEMs). To evaluate our approach, we have also 
conducted several experiments on the fourth ACL-SIGHAN 
Bakeoff data. The experimental results show that the 
proposed method performs better in unknown word guessing 
than most of the best systems for the ACL-SIGHAN Bakeoff 
POS tagging closed tracks, demonstrating that word-internal 
morphological features are of great value to Chinese 
unknown word guessing. 

 The rest of this paper is organized as follows: 
Following a brief review of the related work on POS tagging 
in Section 2, Section 3 describes in detail the morpheme-
based MEMs for Chinese unknown word guessing. Section 4 
reports our experimental results over different datasets for 
the fourth ACL-SIGHAN Bakeoff, with a discussion of the 
effects of different features on Chinese unknown word 
guessing. Finally, section 5 concludes our work and discusses 
some possible directions for future research. 

2 Related work 
 As a fundamental task in natural language processing 
(NLP), POS tagging has drawn much attention within the 
NLP community, and a great progress has made over the past 
decades. Current POS tagging focuses on machine learning 
approaches, including hidden Markov models (HMMs) [7],  
lexicalized HMMs [5], transformation-based error-driven 
learning [8], maximum entropy models (MEMs) [9], 
contextual random fields (CRFs) [10], and support vector 
machines (SVMs) [11].  
 Recent research on POS tagging attempts to resolve the 
problems of unknown word guessing by exploring more 
potential features. Ratnaparkhi (1996) [9] explored multiple 
orthographical features such as suffixes, prefixes, capital first 
letters and hyphens, and incorporated them with local 
contextual information using MEMs. To predict the POS 
categories of Chinese unknown words, Lu (2008) [12] 
developed a set of morphological rules that encode 
knowledge about the relationship between the POS categories 
of unknown words and those of their component morphemes, 
and further integrated such morphological knowledge into 
trigram models. In addition, Qiu et al. (2008) [13] combined 
internal component information with local contextual 
information for Chinese unknown word guessing under the 
framework of CRFs. In addition to local information, 
Nakagawa and Matsumoto (2006) [14] also exploited global 
information to unknown word guessing. More recently, 
Umansky-Pesin et al. (2010) [15] presented a web-based 
technique for POS guessing of unknown words. They 
attempted to acquire knowledge for unknown words from 
web in order to achieve domain-adaptive POS tagging. 
 Motivated by the morpheme-based lexical chunking 
method for Chinese word segmentation [6], the present study 
is aiming at exploiting word-internal morphological clues to 
Chinese unknown word guessing. To this end, we take 
morpheme as the basic components of unknown words, and 
further employ the extended IOB chunk tags to represent the 
position of morphemes within words. Such morphological 
position pattern tags are thus combined with local context 
information for POS prediction of Chinese unknown words 
under the framework of MEMs.  
 

3 Approach 
 Given an input sequence of words, our approach for 
POS tagging consists of three main parts: First, a word 
decomposition module is employed to decompose unknown 
words within the input sentence into a sequence of 
morphemes. To explore word-internal morphological clues 
for POS guessing, the extended BIO tagset is then used to 
represent the position patterns of morphemes within words. 
Finally, MEMs are used to incorporate word-internal 
morphological features with local contextual information for 
POS tagging. The following subsections will detail the 
proposed approach. 
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3.1 Chinese morphemes 

 Packard (2000) [2] has proposed two criteria for 
Chinese morpheme classification: whether a morpheme is 
free or bound and whether a morpheme is function 
(grammatical) or content (lexical). Morpheme classification 
based on the second criterion requires more lexical and 
grammatical knowledge about morphemes. However, such 
knowledge base is still not available for Chinese so far. Thus, 
we have to rest on the first criterion in practice. In particular, 
in the present study we consider two major types of 
morphemes, namely free morphemes and bound morphemes 
(viz. affixes). A free morpheme can stand by itself as a word 
(viz. a basic word), whereas an affix can show up if and only 
if being attached to other morphemes to form a word. In 
terms of their positions within words, Chinese affixes can be 
further subdivided into three groups: prefixes (e.g. 非 fei1 
‘non-’, 伪 wei3 ‘pseudo’), infixes (e.g. 分之 fei1-zhi1 ‘an 
infix used in fractions’) and suffixes (e.g. 性 xing4 ‘-ity’, 主义 zhu3-yi4 ‘-ism’). 

 To explore word-internal clues for POS guessing of 
Chinese unknown words, we employ the extended IOB tagset 
[6] to represent the position patterns of Chinese morphemes 
in word formation. Table 1 presents the detailed definition of 
the extended IOB tags and the correspondence between IOB 
tags and morpheme types. 

Table 1. The extended IOB tagset for the representation of  
component morphemes within Chinese words 

Ta
g 

Definition 
Corresponding 
morpheme types 

O 
A morpheme as a word by 
itself 

Free morphemes 

I A morpheme inside a word 
Free morphemes and 
infixes 

B A word-initial morpheme 
Free morphemes and 
prefixes 

E A word-final morpheme 
Free morphemes and 
suffixes 

 

3.2 Word decomposition 

 Word decomposition is the process of decomposing a 
word to a sequence of morphemes associated with their IOB 
tags defined in Table 1. Here we employ the forward 
maximum matching (FMM) word segmentation technique 
[16] to perform this task. While FMM has the advantage of 
simplicity and efficiency in word decomposition, it does not 
work well for some words such as 非常规 fei1-chang2-gui1 
‘unconventionality’ and 不安全感  bu4-an1-quan2-gan3 
‘insecurity’ that involve multiple possible way of 
decomposition. To resolve such ambiguity, we use a set of 
case-based rules to correct error word decomposition yielded 

by FMM. a case rule for correction have the following form: 
Error FMM-decomposition → correct decomposition.  

 Table 2 presents some typical rules for correcting errors 
in FMM-based word decomposition. These rules can be 
extracted form the training data using the semi-automatic 
strategy proposed by Wang et al. (2000) and Fu et al. (2008) 
[6]. 

Table 2. Some typical case-based rules for correcting FMM-
based word decomposition 

Rules for correcting FMM word 
decomposition 

Unknown words 
Error FMM-
decomposition 

 
Correct 
decomposition 不安全感 

‘sense of insecurity’ 
不安 全 感 → 不 安全 感 不平衡性 

‘ inbalance’ 
不平 衡 性 → 不 平衡 性 古人类学 

‘paleoanthropology
’ 

古人 类 学 → 古 人类 学 总装备部  
‘General 
Armament 
Department’ 

总装 备 部 → 总 装备 部 被服务者 
‘service object’ 

被服 务 者 → 被 服务 者 

 

3.3 Maximum entropy models for POS tagging 

 Let nwwwW L21=  be an input sequence of words, 

and ntttT L21=  be a potential sequence of POS tags 

corresponding to W . From a statistical point of view, the 
task of POS tagging is to find the most likely sequence of 
POS tags T̂  that maximizes the conditional probability 

)|( WTP  of the POS tag sequence given the word sequence 

over all of its possible POS tag sequences {T}. MEMs 
decompose the conditional probability )|( WTP  of a POS 

sequence into a product of conditional 

probabilities )|( ii htP , namely 
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 Where )1( niti ≤≤  is a candidate POS tag of the 

word iw , and ih is the history or context of word iw . The 
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parameters )|( ii htP  can be estimated from the training 

data with Equation (2). 
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 Where Z(h) is a normalization term, andjf is the jth 

binary feature function for the current word w , associated 

with a weight jλ . Its value is 1 if the feature condition is 

satisfied by the tag-history pair and 0 otherwise. 

3.4 Features 

 Feature selection plays a critical role in maximum 
entropy modeling. In the present study, we consider two 
main groups of features for Chinese POS tagging, namely 
contextual features around words and word-formation 
features within words. In particular, we intend to examine 
the effects of word-internal features on POS guessing of 
Chinese unknown words, and thus focus feature selection on 
exploring word-internal clues for POS prediction. As such, 
we utilize a set of relatively simple contextual features for 
POS disambiguation, and define a variety of word-internal 
mono- or multiple-morpheme features for unknown word 
guessing. 

 Table 3 presents the feature templates for Chinese POS 
tagging. Where wi denotes the current word, wi-1 denotes the 
preceding word, wi+1 denotes the following word; pi, pi-1 and 
pi+1 denote their respective POS tags. miB miI and miE stand 
for the prefix, infix and suffix of the current word, 
respectively. 

Table 3. The feature templates for Chinese POS tagging 

Feature types Feature template 

Word external features wipi-1pi+1 = XYZ  &  pi 

miB = X  &  pi 

miI = X  &  pi 
Word-internal mono-
morpheme features 
(atomic features) miE = X  &  pi 

miBmiI = XY  &  pi 

miImiE = XY  &  pi 

miBmiE = XY  &  pi 

Word-internal 
multiple morpheme 
features 

miBmiI miE = XYZ  &  pi 

 

4 Experiments 
 To evaluate our approach, we have conducted several 
experiments on three data sets for the closed tracks of POS 
tagging at the fourth ACL-SIGHAN bakeoff [1]. This section 
reports the related experimental results. 

4.1 Experimental setup 

 The POS tagging task at the fourth ACL-SIGHAN 
bakeoff consists of five closed tracks. Here we use three of 
them, namely CTB, NCC and PKU as the experimental data. 
In particular, we train our system only using the three 
training data sets for the ACL-SIGHAN bakeoff and evaluate 
it using the relevant counterparts for test, respectively. In 
addition, we have also extracted three morpheme dictionaries 
for word decomposition automatically from the training 
corpora using the method presented by (Fu et al., 2008) [6]. 
Table 4 presents the basic statistics of the experimental 
corpora and the extracted morpheme lexica.  

Table 4. Statistics of the experimental corpora and the 
extracted morpheme lexica 

 CTB NCC PKU 

Token 642246 535023 1116754 Training 
data set Word type 42123 45108 55178 

Token 59955 102344 156407 

Word type 9797 17493 17643 

OOV 3794 5392 9295 

Test data 
set 

OOV rate 0.0633 0.0527 0.0594 

Number of 
morphemes from 
training set 

26330 28432 30085 

 
 Furthermore, four measures are employed in ACL-
SIGHAN bakeoffs to score POS tagging performance, 
namely the overall accuracy (denoted by ATotal) and the 
recalls with respect to in-vocabulary words (denoted by RIV), 
OOV words (denoted by ROOV) and multi-POS words 
(denoted by RMT). In view of the fact that our current study is 
concentrated on unknown word guessing, we only use the 
former three metrics in our evaluation. The detailed 
definitions of these metrics can be seen in [1]. 

4.2 Experimental results 

4.2.1 Effects of different features on POS tagging 

 Our first experiment intends to examine the effects of 
different features, particularly word-internal morphological 
features on POS guessing of Chinese unknown words. In this 
experiment, we first use the system only using word-external 
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features as the baseline. In the hereafter runs, we introduce 
different word-internal morphological clues (viz. different 
mono-, bi- or tri-morpheme cues within words) into MEMs, 
and evaluate the yielded outputs of each run over the above 
three test sets. The experimental results are summarized in 
Tables 5-8, respectively. 

Table 5. POS tagging results for the baseline only using 
word-external features 

Test set ROOV RIV ATotal 

CTB 0.4090 0.9304 0.9021 

NCC 0.3238 0.9632 0.9241 

PKU 0.3107 0.9493 0.9107 

 

Table 6. POS tagging results for all runs combining word-
external information and word-internal mono-morpheme 
features 

Test set Feature template ROOV RIV ATotal 

wipi-1pi+1miB = XYZA  &  pi 0.6555 0.9319 0.9169 

wipi-1pi+1miI = XYZA  &  pi 0.5363 0.9306 0.9092 CTB 

wipi-1pi+1miE = XYZA  &  pi 0.6214 0.9319 0.9151 

wipi-1pi+1miB = XYZA  &  pi 0.5428 0.9631 0.9374 

wipi-1pi+1miI = XYZA  &  pi 0.4014 0.9631 0.9288 NCC 

wipi-1pi+1miE = XYZA  &  pi 0.5434 0.9632 0.9375 

wipi-1pi+1miB = XYZA  &  pi 0.5507 0.9554 0.9401 

wipi-1pi+1miI = XYZA  &  pi 0.4904 0.9554 0.9379 PKU 

wipi-1pi+1miE = XYZA  &  pi 0.6106 0.9555 0.9425 

 

Table 7. POS tagging combining word-external information 
and word-internal bi-morpheme features 

Test set Feature template ROOV RIV ATotal 

wipi-1pi+1miBmiI=XYZAB & pi 0.6813 0.9312 0.9176 

wipi-1pi+1miImiE=XYZAB &  pi 0.6583 0.9316 0.9167 CTB 

wipi-1pi+1miBmiE=XYZAB & pi 0.7188 0.9317 0.9201 

wipi-1pi+1miBmiI=XYZAB & pi 0.5547 0.9625 0.9376 

wipi-1pi+1miImiE =XYZAB & pi 0.5854 0.9625 0.9394 NCC 

wipi-1pi+1miBmiE=XYZAB & pi 0.6441 0.9627 0.9432 

wipi-1pi+1miBmiI= XYZAB & pi 0.5760 0.9551 0.9408 

wipi-1pi+1miImiE= XYZAB & pi 0.6213 0.9556 0.9430 PKU 
wipi-1pi+1miBmiE= XYZAB & 
pi 

0.6377 0.9553 0.9433 

 

Table 8. POS tagging results for all runs combining word-
external information and word-internal triple-morpheme 
features 

Test set Feature template ROOV RIV ATotal 

CTB 
wipi-1pi+1miBmiImiE 
= XYZABC & pi  

0.7326 0.9317 0.9200 

NCC 
wipi-1pi+1miBmiImiE 
= XYZABC & pi 

0.6470 0.9620 0.9428 

PKU 
wipi-1pi+1miBmiImiE 
= XYZABC & pi 

0.6500 0.9551 0.9436 

 
 These results reveal that the morphological features 
within words are of great value to POS prediction of Chinese 
unknown words. Take the runs over the CTB data set as an 
example, the POS tagging accuracy for unknown words is 
40.09% for the baseline that only uses contextual features for 
POS tagging. This figure increases to 68.13% or 62.14% 
while introducing prefix or suffix cues, and reach the highest 
value of 73.26% while combining all the three word-internal 
morphological position patterns with contextual information. 
Furthermore, as potential cues, prefix and suffix patterns 
prove to be more informative for Chinese unknown word 
guessing in comparison with infix patterns. 

4.2.2 Comparison 

 To asses the effectiveness of our approach, we also 
compare our system with the best systems for the POS 
tagging closed tracks at the ACL-SIGHAN bakeoff. Note that 
in this experiment we incorporate the triple word-internal 
morphological patterns with contextual features. The results 
are given in Table 9. 

Table 9 Comparison of our system with the best systems in 
the closed track of POS tagging at the 4th ACL-SIGHAN 
bakeoff 

Our system 
The best performance at 
ACL-SIGHAN bakeoff Test set 

ROOV RIV ATotal ROOV RIV ATotal 

CTB 0.7326 0.9317 0.9200 0.7522 0.9557 0.9428 

NCC 0.6470 0.9620 0.9428 0.5998 0.9738 0.9541 

PKU 0.6500 0.9551 0.9436 0.5818 0.9694 0.9450 

 
 From Table 9, we can see that compared with the 
relevant best system at the 2007 ACL-SIGHAN bakeoff, our 
method performs better in unknown word guessing than on 
NCC and PKU data sets, but slightly worse on the CTB 
corpus. However, the POS tagging performance is not 
satisfactory for in-vocabulary words. The reason may be that 
in the present study we focus our current study on explore 
word-internal morphological clues for Chinese unknown 
word guessing, and use a set of relatively simple contexture 
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features (viz. bi-tags), resulting in a limited capacity of in-
vocabulary POS disambiguation. 

5 Conclusions 
 In this paper, we have attempted to explore word-
internal morphological clues within Chinese words, and 
incorporate them with word-external contextual features for 
POS guessing of Chinese words. We evaluated our method 
using some data sets for POS tagging closed tracks at the 
fourth ACL-SIGHAN bakeoff. The experimental results 
show that word-internal morphological information plays a 
key role in correct prediction of POS categories for Chinese 
unknown words. 

 While our system has achieved promising performance, 
there is still much space for improvement. Due to the lack of 
deep morphological knowledge for Chinese, in the present 
study we only took into account surface morphological clues 
for Chinese unknown word guessing, namely the position 
patterns of morphemes in word formation. In future work we 
intend to explore systematically deep morphological 
knowledge, including the POS categories of morphemes and 
morpho-syntactic rules for POS prediction of various 
unknown words in real Chinese texts. In addition, in the 
present study we only used contextual POS features, resulting 
in limited capacity in POS disambiguation. So we are also 
planning to enhance the overall POS tagging accuracy of our 
system by incorporating more complicated contextual 
features such as contextual lexical information with word-
internal morphological features. 
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Abstract - This work examines recent publications in 

forecasting in various  fields, these include: wind power 

forecasting; electricity load forecasting; crude oil price 

forecasting;  gold price forecasting energy price forecasting 

etc. In this review, categorization of the processes involve in 

forecasting are divided into four major steps namely: input 

features selection; data pre-processing; forecast model 

development and performance evaluation. The various 

methods involve are discussed in order to provide the overall 

view about  possible options for development of forecasting 

system. It is intended that the classification of the steps into 

small categories with definitions of terms and discussion of 

evolving techniques will provide guidance for future 

forecasting sytem designers. 

 

Keywords: Forecasting; Prediction; Feature selection;    

Modeling; Performance evaluation 

 

1 Introduction 

  This paper gives a brief overview of forecasting techniques 

published in the last ten years. An attempt has been made in 

categorizing relevant published work into series of steps 

needed for understanding forecasting techniques. 

 Forecasting involve predicting future behavior or value of 

certain phenomena. Forecasting has been applied in various 

fields such as wind power [1,2] ;  electricity load consumption 

[1] ; energy price forecast in power systems [1,2,3] ;  gold 

price forecasting[4] ;  price spike prediction [5] ; financial 

sequence prediction [6] ; fatigue life prediction [7] ;  car fuel 

consumption forecasting [8] and so on.  

 Generally, forecasting activity can be divided into three 

relevant classes, namely short term, medium term and long 

term forecasting.  Short term forecast activity concentrates on 

predicting unknown values of price for a short period of time. 

These periods include few minutes, hours, or days. Monthly 

forecast activity falls into medium term while long term 

forecast activity may cover period of one to few years. Short 

term forecast is informative for profit maximization [1, 2] 

while medium term price forecast is useful for negotiations of 

bilateral contract between suppliers and consumers. Long term 

forecast is a valuable tool for assets expansion [1]. 

 The first difficulty associated with forecasting activity is the 

linearity of data. Forecast activity becomes easier when 

dealing with linear historical data [3]. Linear data normally 

undergo linear changes such as linearly increasing or linearly 

decreasing over certain period of time. On the other hand, 

forecasting activity become very challenging issues when 

dealing with non-linear data [9]. External influence has been 

identified as one of the reasons responsible for non-linearity 

nature of data. Electricity power system, load and demand 

system, crude oil and gold price prediction are some of the 

sectors known for having non-linear data.  

 Lots of forecasting models and techniques have been 

proposed in literature with each achieving various degree of 

success.  Among the reported methods are  Moving Average 

(MA), Linear Prediction (LPC), Auto-Regressive Moving 

Average (ARMA) and the Box-Jenkins approach based on 

Auto-Regressive Integrated Moving Average (ARIMA). These 

methods are preferred by some  researchers when dealing with 

linear  data [5,10].   

 The remaining part of this paper is organized as follows: 

Section II describes the common methodology used for 

forecasting while the last section provides a list of commonly 

used performance metrics.  

 

2 Review of forecasting techniques 

Extensive study of various forecasting techniques have 

shown   four major steps; namely, input features selection, 

data pre-processing, Modelling cum data training and 

performances evaluation. Modelling and data training have 

been the major areas of focus in the literature. Model represent 

the forecast system since it is to receive input data, analyse it 

and produce output called predicted value. Most forecasting 

models are based on assumption of relationship between 

inputs (historical time series data) and outputs (future values). 

A typical forecasting block diagram is shown in Fig. 1. 

 

 

 
 

 

Figure 1: Block diagram of system 

 

 The overall review done in this paper based on the 

forecasting steps consist of (i) Input features selection (ii) 

Data Preprocessing step (iii) Forecasting models development 

step and (iv) Performance evaluation step and their 

Output Input System 
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components in each step are shown in Fig. 2. The details of 

each components are subsequently discussed. 

 

 

Figure 2: Major steps for forecasting 

 

2.1  Input features selection 

 Input data in forecasting consist of collection of historical 

information that used to forecast the future values.  Input data 

are fed into forecasting model for analysis in order to 

determine future output value. Input data can be developed 

through collection of various information that influence the 

data. Therefore, proper selection of input data is of utmost 

importance. Adequate input may give enough information to 

forecasting model to analyze the future trend of data 

accurately, whereas insufficient features in the input data may 

lead to serious error in forecast. Time series historical data is 

mainly used in forecasting system. However, in some 

forecasting field, time series data alone is inadequate to 

accurately forecast the future trends of data. Therefore, 

utilization of historical information base on other features may 

be used to enhance the forecast output. The utilization of both 

types of data is discussed as follows. 

2.1.1 Time series  historical data 

 Information from historical  time series data is very  useful 

for forecasting models to learn the trend of future data. 

Generally, time series data can be obtained from  historical 

documents. The trend of a time series historical data is 

normally assumed to shows certain repetitive pattern. List of 

the time series data were used in lituretures such as Market 

Clearing Price (MCP) for forecasting electricity demand[14, 

15], and previous time electricity price and load price data to 

forecast a day ahead electricity price [16]. In addition, 

utilization of previous three months data in forecasting  

monthly price was reported in [17] and previous  hours data 

were used to forecast next hour data in [18].  

2.1.2  Combination of time series with other features 

data 

  Multiple features input utilization have  been reported in 

[19, 20, 25]. Seasonal factors and weather conditions were 

included as additional as input besides time series data for 

electricity demand forecasting model [19]. Ignoring the 

external factors may lead to inadequate training to the 

forecasting model which may lead to forecast error. For 

example, daily whether information is unignorable in 

electricity forcasting field since people will definitely use 

more electricity during hot days as compare to cold 

weather[19].  Other factors such as added value and number of 

customer were also incorporated as input features in [20], 

while total number of weeks, yearly number of weeks, world 

events impact factor and global demand were used as input 

features in [9,51]. Similarly,  market clearing price (MCP) and 

other influence factors such as previous competitive load, 

competitive generating capacity, system running style, 

previous market have also been considered in forecasting 

electricity price [22].  

 

2.2 Data pre-processing 

 The second stage in forecasting is data pre-processing stage. 

The objective of data pre-processing step is to remove 

abnormalities in the data such as noise. Besides that, data pre-

processing technique is used to regulate the input and output 

range of data. Through this step, original historical data will 

be altered in order to produce new set of input data.  Some of 

the known data pre-processing techniques are (i) 

Normalization, (ii) Correlation and (iii) Data intervention. 

Each of the preprocessing techniques is  discussed as follows. 

2.2.1 Normalization 

 Normalization is the most popular data preprocessing 

technique reported in literature as part of forecasting 

technique [9, 19, 24, 25, and 34]. Data normalization reduces 

data range into smaller scale such as in the range from 0 to 1. 

In other word, normalization process helps to rescale the huge 

number of data to lie between the scaling ranges. 

2.2.2 Correlation 

 The purpose of correlation is to detect non randomness in 

time series data [26]. Informally, correlation technique is used 

to find the similarity between different observations in a given 

time series data. Furthermore, correlation is used for features 

selection from large size of data. Autocorrelation analysishas 

been used for feature selection process by removing irrelevant 

and redundant features and selecting a small set of informative 

features that are necessary and sufficient for good forecasting 

[27,28]. 

2.2.3  Data intervention technique 

 Data intervention technique function is to improve 

forecasting result. This technique removes intervention effects 

such as changes of whether condition or political instability 

that may produce spike to time series data. In [29],  sudden 

high peak in the data is removed from input data since it is 

considered as intervention effect [29].  
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2.3 Forecast Model Development 

 The third stage in forecasting is the development of the 

forecast model. This is the art of the whole process and lots of 

efforts are usually expended in the development of such a 

model. Some of the reported forecast models include: 

 i. Artificial Intelligence model. 

 ii. Linear regressive with Artificial Intelligence 

 mathematical model. 

 ii. Support Vector Machine (SVM) approach. 

 iv. Autoregressive Integrated Moving Average (ARIMA)    

 model. 

 v. Generalized Autoregressive Conditional Heteroskedastic 

 (GARCH) model. 

2.3.1 Artificial Intelligence model 

 Artificial intelligence (AI) model in forecasting field has 

received favourable success in the last few years. Among the 

AI techniques reported in literature are  fuzzy inference[11], 

fuzzy-neural models[12] and  Artificial Neural Network 

(ANN) [13]. The application of ANN approach for nonlinear 

data, such as load forecasting in power system has received 

much attention in recent years, since ANN has the ability to 

learn complex and nonlinear relationships [5]. 

  Modeling using Artificial Neural Network (ANN) plays 

the important role in forecasting field because of its capability 

to learn both linear and nonlinear relationship from a given 

input  data during training process. Different types of learning 

algorithms for training this model has been proposed in 

literature. A list of studies have used Gradient Descent 

learning rule with momentum [19,30,31], Levenberg-

Marquardt (LM) algorithm [15][18], conjugate gradient 

(SCG) algorithm [15] and multi ELM  training algorithm [16]. 

Levenberg-Marquardt (LM) algorithm and scaled conjugate 

gradient (SCG) algorithm are proposed to overcome slow 

convergence of BP algorithm. Genetic Algorithm has been 

used as  an alternative training rules to   BP algorithm in order 

to overcome local minima problem associated with BP 

algorithm[14]. Combination of  Levenberg-Marquardt back-

propagation algorithm(LM-BP) and evolutional algorithm 

approach to train their MLN model was proposed in [18]. 

Similarly, LM-BP and Particle Swarm Optimization is 

reported in  [18]. 

 Radial Basis Network(FBN) is another type of feed forward 

network used as an alternative to Multi Layer Network  in 

forecasting model [25]. RBN use  Euclidean distance  as  

activation function for hidden layer  instead of  linear 

activation function that used in Multi Layer Network (MLN). 

Elman neural network forecasting model with BP learning 

algorithm was reported in [17]. Elman neural network or 

Elman regression neural network (ERN) has an additional of 

one layer compared to MLN, which is the context layer. In 

other words, ERN developed with   4 layers; namely, input 

layer, hidden layer, context layer and output layer. The outputs 

data from hidden layer are stored in the context layer (also 

called accepter layer) before sending it to output layer. 

Therefore, ERN offers the system the capability to adapt the 

time variability by its dynamic character mapping function 

supported via internal status memory [17]. Artificial Neural 

Networks- Quantitative (ANN-Q) Model has been introduced 

in [23]. Hybrid of  ANN and Adaptive Neuro-Fuzzy Inference 

System (ANFIS) has also been proposed to accomplish the 

forecast purpose in [31]. These two model are combined (in 

series) in such a way that one of forecasted data will be fed 

into ANFIS network. 

2.3.2 Linear regressive with artificial intelligent 

mathematical model   

 The objective of regression analysis is to develop 

mathematical model that can forecast the values of  dependent 

variables (e.g. y plane in the data graph) by using independent 

variables (e.g. x plane in the data graph) as input. In the case 

of daily gold price forecasting, the price of the gold will be 

dependent variables, while the date of that price occur will be 

independent variables.  The general form of linear regressive 

model is : 

                        

                                                                                             (1) 

 

Where  y is the forecast value, m is the slope of „best fit‟ line,  

x is prediction date and c is intercept point of  best fit line to y 

axis. In the classical method, the „best fit‟ line is considered as 

linear line that follows the trend of data as illustrated in the 

Fig. 3. 

 

 
 

Figure 3: „Best fit line‟ across historical data of gold price data 

 
 The best fit line is drawn in the way that it not  bias  to any 

points. However, in case of  nonlinear relationship between 

input and output, straight linear line unable to follow the trend 

of graph closely. Consequently, classical linear regressive 

model is not suitable for forecasting non linear data because it 

has tendency to produce high error in forecast value. 

Therefore,  Artificial Intelligent technique is used to find the 

m variable, to be substitute in the linear regressive model for 

forecasting  non-linear data.  For example, in [32], Genetic 

Algorithm is used to find five „best fit‟ coefficients for four 

independent variables. Similarly, Particle Swarm Optimization 

(PSO) algorithm has been used for tuning linear algorithm 

coefficients from electricity consumption data for electric 

consumption forecasting model of the following year [20]. 

y mx c 
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2.3.3 Support Vector Machine approach (SVM) 

 SVM‟s is a supervised learner that used to analyse and 

recognize the patterns of data. SVM is used to constructs set 

of hyperplanes (gap between different classes)  in a high or 

infinite- dimensional space in order to classify data. SVM has 

the advantage of reducing the problem of over-fitting or local 

minima because its learning algorithm is based on the 

structural risk minimization principle compared to ANN, 

which use learning algorithm based on the empirical risk 

minimization principle. The four basic kernel types in SVM 

include Linear Kernel, Polynomial Kernel, Radial, Basis 

Function Kernel (RBF) and Sigmoid Kernel. Kernel is used to 

compute dot product in terms of the variables in the original 

space. SVM with   RBF kernel function has also been 

developed for forecast purpose in [9]. 

 

2.3.4 Autoregressive Integrated Moving Average 

(ARIMA) model 

 ARIMA model can be used to get better understanding of 

time series data and forecast the future points. ARIMA model 

consist of three parts : namely, an autoregressive part of order 

p, moving average part of order q and the first derivative of 

the time series of order d, known as the integrated part. Thus, 

the model is generally referred to as an ARIMA(p,d,q). 

ARIMA model can be called an Autoregressive model 

(AR(p)) whenever the order d and q becomes zero (e.g 

ARIMA(1,0,0)). Similarly, the model may be regarded as 

ARMA model when only the d term is set to zero. SARIMA 

model is developed with addition of seasonal component to 

this model. In [28], two ARIMA models was proposed to 

forecast hourly prices in the electricity markets. Furthermore, 

a model called seasonal autoregressive integrated moving 

Average (SARIMA) was developed to forecast electricity 

price [29]. 

2.3.5 Generalized Autoregressive Conditional 

Heteroskedastic (GARCH) model 

   The GARCH time series model was introduced in [29]. It 

overcomes the ARIMA and linear regression models that have  

limitation to deal with non linear data. This model determine  

the explicit relationship of the nonlinear data series. In order 

to get acceptable accuracy, the formulation of non linear 

model is developed to capture the entire important features in 

the historical data. 

 

2.4 Performance evaluation 

 Performance evaluation is the crucial part to test the 

performance of the newly developed model. Normally, the 

performance of forecasting model is evaluated by using 

standard performance evaluation formula. Once the 

performance of the model is satisfied, the scope of evaluation 

is expanded to compare this newly developed model with 

other existing models. In the following subsections, both 

methods of evaluating the results obtained from the model are 

discussed herewith. 

2.4.1 Modeling and training performance evaluation 

 In order to evaluate the forecast results, the facts or 

empirical results are normally presented. In forecast issue, 

standard performance evaluation metrics include mean square 

error (FMSE)[24], RMS error[16], [23], [33], mean absolute 

percentage error (MAPE) [15], [18], [30], [31], Relative 

absolute error (RAE) [27] and correctly forecasted percentage 

error[9],[16]. MAPE evaluation metric are among of the 

frequently used performance metric. MAPE was used as the 

fitness function for measuring the evolutionary algorithm 

optimization in [15], [18], [30], [ 31]. Percentage error and 

RMS error are used to compare performance between two or 

more forecast models. These metrics are calculated using (2)-

(5) : 
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where N is the data length.  

 Combination of more than one performance metrics have 

been used in some literature. Combination of MAE, RAE and 

MAPE was proposed in [27] while the combination of RMSE 

and NMSE was used in [23]. Dstat is used to evaluate the 

forecasted price movement.  

2.4.2 Performance comparison of different 

methodology 

 The main objective of forecast research nowadays is to 

develop the best and reliable forecast model that will give 

minimal error between the forecasted value and actual value. 

Methodology comparison in term of performance metrics is a 

mean for evaluating any new model performance in order to 

compare the result among existing models. For example, RBF 

performance was compared with autoregressive forecasting  

model in [25]. Similarly, ARIMA and linear regression 

technique performance was compared in [32]. In [10], it was 

shown that ANN method leads to better prediction than time 

series ARIMA method, while GA performance is better than 

linear regression technique   model. The performance of SVM 

and BPNN is compared in [9]. In another study, ANN 

performance was compared with similar day (SD) forecast 

approach[19]. 
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3 Conclusion 

 This paper contains review of some of the forecasting 

techniques that have been published in the last ten years.  The   

steps associated with forecasting are categorized into four 

primary steps: namely, of input features selection (step one) ; 

data preprocessing (step two); forecast model development 

(step three) and performance evaluation (step four). The 

various methodology proposed in each step are highlighted 

and discussed.  
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Abstract 
 

Collaborative filtering (CF) systems have been proven to be very effective for 
personalized and accurate recommendations. These systems are based on the recommendations 
of previous ratings by various users for various products. Since the very beginning of the 
research on Collaborative Filtering, different systems have been developed for different domains 
and application areas. Besides some general features, which are expected to be present in any 
system, Collaborative Filtering Algorithms have their own extra features that make them 
different from other systems. Through a careful study of a large number of Collaborative 
Filtering Algorithms, hierarchies of primary features based on which one can evaluate different 
Collaborative Filtering Algorithms are proposed. The methodology is applied to evaluate Mean 
Absolute Error (MAE) with real data. An evaluation scheme is also derived based on the 
prediction quality for the given features. The results are evaluated through experimental tests and 
results were tabulated to see the effect of different parameters on the performance of the 
algorithm. A comparative analysis has been evaluated with various collaborative filtering 
techniques and found that hybrid collaborative algorithm approach is performs better than other 
collaborative filtering algorithms. 
 
Key words 
Prediction, Collaborative Filtering, Mean Absolute Error 
 

1. Introduction 
The explosive growth and availability of 

data on the World Wide Web (www) has caused 
information overload. Searching for a query is not 
easy in the sources of information available for 
the interest of an individual user. Recommender 
system form a specific type of information 
filtering technique that attempts to present 
information items that are likely of interest to the 
user. A recommender system compares the user’s 
profile to some reference characteristics, and 
seeks to predict the ‘rating’ that a user would give 
to an item that they had not yet considered. These 

characteristics may be from the information items 
or user’s social environment Recommender 
systems are designed to help a user to survive 
with this situation by selecting a small number of 
options to present the user. Recommender 
systems helps to users to overcome information 
overload by providing personalized suggestions 
based on a history of a user's likes and dislikes. 
On-line web portals like Amazon.com [6]; 
eBay.com [7]; Netflix.com [8] etc. are providing 
these recommending services to know about the 
personalized interests. 
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Collaborative filtering recommender 
systems [1] recommend items by identifying 
other users with similar taste and use their 
opinions for recommendation; whereas content-
based recommender systems recommend items 
based on the content information of the items. 
These systems suffer from scalability, data 
sparsity, over specialization, and cold-start 
problems resulting in poor quality 
recommendations and reduced coverage. 
Recommender System is to generate significant 
recommendations to a collection of users for 
items or products that might interest them. 
Content-based filtering and collaborative filtering 
(CF) are two technologies used in recommender 
systems. Content-based filtering systems analyze 
the contents of a set of items together with the 
ratings provided by individual users to conclude 
which non-rated items might be of interest for a 
specific user.  
 
2. Collaborative filtering (CF)  

CF is one of the most frequently used 
technique in personalized recommendation 
systems which is also making predictions about 
the interests of a user based on previous 
preferences by all users based on the idea that 
users who liked similar things in the past will 
tend to favor similar items. CF is the process of 
filtering for information or patterns using 
techniques involving collaboration among 
multiple agents, viewpoints, data sources, etc.  
They are mainly classified into three categories: 
namely, memory- based collaborative filtering, 
model- based collaborative filtering and hybrid 
collaborative filtering techniques [1].  
 
2.1 Memory-based Collaborative Filtering 

Memory-based algorithms utilize the 
entire user-item database to generate a prediction. 
These systems employ statistical techniques to 
find a set of users, known as neighbors. Once a 
neighborhood of users is formed, these systems 
use different algorithms to combine the 
preferences of neighbors to produce a prediction 
or top-N recommendation for the active user. The 

techniques, also known as nearest-neighbor or 
user-based collaborative filtering [1] are more 
popular and widely used in practice.  
 
2.2 Model-based collaborative filtering  

Model-based collaborative filtering 
algorithms provide item recommendation by 
developing a model of user ratings initially. 
Algorithms in this category take a probabilistic 
approach and envision the collaborative filtering 
process as computing the expected value of a user 
prediction, given user ratings on other items. The 
model building process is performed by different 
machine learning algorithms such as Bayesian 
network, clustering, Singular Value 
Decomposition (SVD) [1] and rule-based 
approaches. 
 
2.3 Hybrid Collaborative Filtering (HCF) 

HCF [1] systems combine CF with other 
commendation techniques to make predictions or 
recommendations. Hoping to avoid limitations of 
either recommender system and improve 
recommendation performance, HCF 
recommenders are combined by adding content-
based characteristics to CF models, adding CF 
characteristics to content-based models, 
combining CF with content-based or other 
systems, or combining different CF algorithms. 
 
3. The Characteristics and their Rationale 

Usually, a recommender system providing 
fast and accurate recommendations will attract 
the interest of customers and bring benefits to 
business. For CF systems, producing high- 
quality predictions or recommendations depends 
on how well they address the challenges, which 
are characteristics of CF tasks as well are 
described. 
 
 
3.1 Data Sparsity 

 The data sparsity challenge appears in 
several situations in collaborative filtering, 
specifically, the cold start problem [1] occurs 
when a new user or item has just entered the 
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system; it is difficult to find similar ones because 
there is not enough. New items cannot be 
recommended until some users’ rate it, and new 
users are unlikely given good recommendations 
because of the lack of their rating or purchase 
history. This could reduce the effectiveness of a 
recommendation system and therefore generating 
predictions. 

 Hybrid CF algorithms [1], such as the 
content-boosted CF algorithm, are found helpful 
to address the sparsity problem, in which external 
content information can be used to produce 
predictions for new users or new items. In Ziegler 
et al., a hybrid collaborative filtering approach 
was proposed to utilize bulk information designed 
for exact product classification to address the data 
sparsity problem of CF recommendations, based 
on the generation of profiles.  
 
3.2 Scalability 

When numbers of existing users and items 
grow tremendously, traditional CF algorithms 
will suffer serious scalability problems, with 
computational resources going beyond practical 
or acceptable levels. As well, many systems need 
to react immediately to online requirements and 
make recommendations for all users regardless of 
their purchases and ratings history, which 
demands a high scalability of a CF system [6]. 

 
3.3 Synonymy  

It refers to the tendency of a number of 
the same or very similar items to have different 
names or entries. Most recommender systems are 
unable to discover this latent association and thus 
treat these products differently. For example, the 
seemingly different items “children movie” and 
“children film” are actual the same item, but 
memory-based CF systems would find no match 
between them to compute similarity. The 
frequency of synonyms decreases the 
recommendation performance of CF systems. The 
drawback for fully automatic  methods  is that  
some  added  terms  may have different meanings 
from  intended,  thus  leading to  rapid 
degradation of recommendation performance. 

 
3.4 Gray Sheep 

Gray sheep refers to the users whose 
opinions do not consistently agree or disagree 
with any group of people and thus do not benefit 
from collaborative filtering. Black sheep are the 
opposite group whose individual tastes makes 
recommendations nearly impossible. Although 
this is a failure of the recommender system, non-
electronic recommenders also have great 
problems in these cases, so black sheep is an 
acceptable failure. Claypool et al. provided a 
hybrid approach combining content-based and CF 
recommendations by basing a prediction on a 
weighted average of the content-based prediction 
and the CF prediction.  

 
3.5 Shilling Attacks   

In cases where anyone can provide 
recommendations, people may give tons of 
positive recommendations for their own materials 
and negative recommendations for their 
competitors. It is desirable for CF systems to 
introduce precautions that discourage this kind of 
phenomenon [2]. Item-based CF algorithm was 
much less affected by the attacks than the user-
based CF algorithm, and they suggest that new 
ways must be used to evaluate and detect shilling 
attacks on recommender systems. The item-based 
CF systems have been examined by Mobasher et 
al., and alternative CF systems such as hybrid CF 
systems and model-based CF systems were 
believed to have the ability to provide partial 
solutions to the problem.  
 
 
4. Description of Algorithms Evaluated 

It is proposed to choose the following 
algorithms to evaluate which are frequently 
mentioned in the literature and works on explicit 
ratings data. Further, the algorithms are proposed 
for modification by introducing new approach. In 
some cases, the proposal made for minor 
modifications to existing algorithms in order to 
improve performance. All the tested algorithms 
with basic information are described.  
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Classific

ation 
Name of the 
Algorithm 

Advantages Disadvantag
es 

 
 
Memory
-based 
CF 

User-based 
Collaborativ
e 
Filtering(UB
CF) 

1.easy 
implementation 
2. need not 
consider the 
content of the 
items being 
recommended 
3.scale well 
with co-rated 
items 

1.dependent 
on human 
ratings 
2. cannot 
recommend 
for new users 
and items 
3. have 
limited 
scalability 
for large 
datasets 

K- Nearest 
Neighbor( 
K-NN) 

 
 
Model-
based 
CF 

Apriori 
algorithm 

1.better address 
the sparsity, 
scalability and 
other problems 
2. improve 
prediction 
performance 
 

1. expensive 
model-
building 
2. lose useful 
information 
for 
dimensionali
ty reduction 
techniques 
3. have 
trade-off 
between 
prediction 
performance 
and 
scalability 

Singular 
Value 
Decompositi
on (SVD) 

 
 
Hybrid 
CF 

Content-
boosted 
Collaborativ
e 
Filtering(CB
CF) 

1. improve 
prediction 
performance 
2. overcome 
CF problems 
such as sparsity 
and gray sheep 
3. overcome 
limitations of 
CF and 
content-based 
or other 
recommenders 

1. need 
external 
information 
that usually 
not available 
2. have 
increased 
complexity 
and expense 
for 
implementati
on 

 
Table 1: Summary of the proposed algorithms 
for evaluation 
 
5. Methodology 

In this work (i) user-based collaborative 
filtering, (ii) k-NN algorithm, (iii) item-based 
collaborative filtering (iv) Apriori algorithm, (v) 

singular value decomposition (SVD) (iv) Simple 
Bayesian CF Algorithm and (iiv) content-boosted 
algorithm are implemented and are further 
examined for several combinations of suitability 
for making an effective combination to form a 
hybrid collaborative filtering algorithm by 
reducing the quality of predictions. Based on the 
performance, user-based collaborative filtering,   
singular value decomposition (SVD) and content-
boosted algorithm are modified for further 
reducing the quality of prediction.  

The experimental methodology used for 
computing the different prediction algorithms 
namely CF predictor, Content-based algorithm 
and CBCF are presented and evaluated. Then 
prediction times and the quality of their 
predictions are measured for each evaluated 
algorithm. All the experiments were performed 
on an Intel Pentium-IV Processor, 2 GB RAM 
system and implemented in Java and executed. 
The dataset is stored in database MySQL in the 
same computer. 
 
6. Dataset 

To carry out the research and analysis for 
content boosted collaborative filtering system, the 
GroupLens Research Project agency at the 
University of Minnesota developed Internet 
Movie Database which contains the user-movie 
ratings and the movie details, called the Movie 
Lens dataset [5]. This dataset may be used to 
derive the results. The data set consists of 
100,000 ratings (1-5) from 943 users on 1682 
movies. Each user has rated at least 20 movies. It 
provides demographic data such as age, gender, 
and the zip code supplied by each person. The 
content of the information of every movie is 
considered as a set of slots. Each slot is 
represented by number of words. Further, the data 
has been segregated and discarded for having less 
than 20 ratings or in complete demographic 
information. Now the dataset provides the actual 
rating data provided by each user for various 
movies and used in the implementation process to 
generate prediction values for various algorithm 
systems.     
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7. Experimental Evaluation 

A subset of the ratings data from the 
MovieLens data set is used for the purposes of 
comparison. 20% of the users were randomly 
selected to be the test users.  In the each movie 
data downloaded from grouplens website [9], it 
mentioned that the data sets u1.base and u1.test 
through u5.base and u5.test are 80%/20% splits 
of the u data into training and test data. Each of 
u1, u2, u3, u4, and u5 has disjointed test sets for 
cross validation. These data sets can be generated 
from u.data by mku.sh. Source file u.data 
contained the u dataset by 943 users with 100000 
ratings on 1682 items. Each user has rating at 
least 20 movies.  This is a tab separated list of   
user id, item id, rating and timestamp. 
 
 MAE calculates the irrelevance between 
the recommendation value predicted by the 
system and the actual evaluation value rated by 
the user. The measurement method of evaluating 
the recommendation quality of recommendation 
system mainly includes statistical precision 
measurement method it includes to measure the 
recommendation quality [6]. The generated 
prediction values are stored in an arraylist as 
mentioned above and tabulated.  
 
8. Performance Evaluation and Comparative 
Analysis 

The influence of various nearest 
neighbors set on predictive validity is tested by 
gradually increasing the number of neighbors.  
The dataset predicts item rating of the users are 
evaluated as per the opinions of the users chosen 
ratings. The results are shown in graphical 
representing MAE values Vs respective their 
neighbor set sizes.    MAE values are computed 
using different test data sets and tabulated in table 
2. The Comparative analysis of these computed 
values are presented. 
 
 
 
 

 
Fig.1. Comparing the performance of three 
modified collaborative filtering algorithms i.e., 
UBCF, SVD and CBCF.  
 

The results presented in table 2 shows the 
MAEs for the different NNSs evaluation users 
using test dataset is 32.3% and 19.5%. In most of 
the cases, it is observed modified algorithms are 
performed well and showed increase in the 
quality perdition performance. One thing that it is 
important to notice is the differences between the 
overall performances of the modified UBCF, 
SVD and CBCF. CBCF performs better than the 
other compared algorithms.  
 
10. CONCLUSION 

In this paper, a sequence of collaborative 
filtering algorithms that are known for their 
efficiency, relevant collaborative filtering 
algorithms found in the literature are only 
presented and evaluated. The conclusions that 
presented are based on the results produced by 
the experiments conducted with the different 
algorithms and performance evaluation during the 
development of work.  

As observed from the results obtained in 
the experiment, among all the modified 
collaborative filtering methods, the performance 
of content-boosted collaborative filtering 
algorithm could be proven better, which one is 
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related with traditional collaborative filtering 
algorithms. 
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8.1 MAE values for UBCF, CBCF and SVD   
 

  
  Table 2: MAE values for different neighbor sets       
 

Neighbor  Set Size 4 8 12 16 20 24 28 

 
MAE for UBCF 

 
1.390 

 
1.390 

 
1.390 

 
1.390 

 
1.390 

 
1.400 

 
1.400 

 
MAE for SVD 

 
1.168 

 
1.168 

 
1.167 

 
1.167 

 
1.167 

 
1.167 

 
1.167 

 
MAE for CBCF 

 
0.940 

 
0.940 

 
0.940 

 
0.940 

 
0.940 

 
0.940 

 
0.940 
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Abstract - In the present article a Recursive Multi-Way 

Partial Least Square Regression (RNPLS) algorithm for 

recursive tensor factorization and multi-linear regression is 

considered and tested in the model experiments. The method 

combines the Multi-Way Partial Least Square (NPLS) tensors 

decomposition with a scheme of recursive calculation. This 

recursive algorithm allows treating data arrays of huge 

dimension. In addition, it provides a fast adjustment of the 

regression to changes of the analyzed data. The recursive 

algorithm demonstrates fast and robust convergence in a set 

of experiments with artificial data in comparison with generic 

approach. The algorithm can be applied to solve a wide range 

of problems. 

Keywords: partial least square regression, recursive 

estimation, multi-way analysis, tensor factorization. 

1 Introduction 

 In the variety of tasks several domains must be analyzed 

simultaneously to obtain the proper results (e.g., time-series 

analysis, chromatography, neuronal activity processing, etc.). 

Several multi-model data processing approaches were 

proposed, for instance, Parallel Factor Analysis [1], Multi-

Way Partial Least Square [2], Iterative Multi-Way Partial 

Least Square [3]. Unlike the vector oriented algorithms that 

can be applied to the multi-way (tensor) data after unfolding, 

the multi-way modeling preserves the structure of the data, 

improves robustness of the results as well as allows 

identifying relative impact of each dimension. The specificity 

of the multi-way data is their huge size, which leads to high 

time- and resources consumption of the modeling procedure. 

In addition, in numerous applications, the analyzed signals 

vary significantly in time. Recursive calculations provide a 

fast adjustment of the model to changes of the signals. 

Recently, the Recursive Multi-Way Partial Least Square 

Regression algorithm, uniting the scheme of recursive 

calculation with multimodal data representation, was 

proposed by Eliseyev et al., [4]. This work is devoted to study 

of convergence of the RNPLS approach. 

2 Method 

 The Recursive NPLS method is derived from the NPLS 

and Recursive PLS [5] approaches, thus it unites both the 

multi-way data representation of the first one, and the 

recursive calculation scheme of the second one. In the 

recursive method, the information used for decomposition of 

the tensors of observation of independent variables X  and 

dependent variables Y  is captured by their loading tensors, as 

well as by the coefficient matrix. They are iteratively updated 

according to the new data and are used instead of current 

tensors of observation. The size of the loading tensors and the 

matrix of coefficients are defined by the dimensionality of the 

observed variables and do not depend on the number of 

observations. As a result, the algorithm always keeps the size 

of the processing data. 

3 Computational experiments 

3.1 Data description 

 To test the convergence of the RNPLS algorithm, a set 

of computational experiments were carried out with artificial 

data. The tests were performed for matrix input and binary 

output variables. It leads to the observation tensor of the 3
rd

 

order. The artificial dataset   
1600

100 200

1
, 0,1k k k

y


 x  was 

created in the following way. Binary ky  were randomly 

generated with equal probabilities. Matrices kx  were 

calculated according to  k k ky  x c ε , where 

100 200( )ky c  is set as cos(2.5 ( 0.4 ) 2)ijc i j    if 0ky  , 

and sin(2.5 ( 0.4 ) 1)ijc i j    if 1ky   (Fig. 1). The 

random noise 100 200

k

ε  was drawn from a multivariate 

normal distribution ( , )0 Σ . It was added to the templates 

with parameter   introducing signal-to-noise ratio: 

{0.5;1; 5;10}  . The noise has the same amplitude as the 

signal ( )kyc  in the case of 1  . The entire data set was split 

into training and test data sets of equal size. 

3.2 Results 

 Results of the calibration process of the RNPLS 

algorithm can be represented as the linear regression: 

, ,,
ˆ

i j i ji j
y x c , where   100 200

, ,i j i j
c  C  is a matrix of 

the regression coefficients. To analyze the convergence of the 

set of matrixes  iC  we calculate the distance between two 

matrices iC  and jC  as:  ,i j i j F
  C C C C , where 

F
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is the Frobenius norm. The estimations found by the NPLS 

and the RNPLS approaches are compared with theoretical 

coefficients of regression. Behavior of the mean values and 

the standard deviations of  ,theor RNPLS C C  for the different 

noise levels   over the algorithms iterations are shown in 

Fig. 2 (the statistics calculated for 10 data realizations). In 

parallel, the means and the standard deviations of 

 ,theor NPLS C C  computed for the data generated by the 

NPLS algorithm is represented for every level of noise. As it 

could be seen, the mean value of the distances between the 

RNPLS and theoretical regression coefficients already after 1-

2 iterations (20-40 points) are significantly less than the ones 

between the NPLS and theoretical coefficients computed for 

the whole training sets (800 points). In addition, the standard 

deviations of the RNPLS results are less than those obtained 

by NPLS. Thus, the RNPLS approach demonstrates fast 

convergence and is considerably noise-steady. For all tested 

levels of noise the disturbance in the RNPLS solution was 

appreciably less relatively to NPLS one. 

 

 

Figure 1. Examples of points from the artificial dataset, with different levels of noise. 

 

Figure 2. Comparison of RNPLS and NPLS in terms of approximation of the theoretical regression coefficients. 
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Abstract: To adapt the changing environments and uses and to implement refinements and 

improvements in the art of programming java is chosen for implementing a simple algorithm in 

protecting a Power Apparatus (PA), in which the limiting of damage becomes a by-product of the 

Protection System Function. To interpret the type of fault by analysing the dissolved gases which have 

evolved from the Insulation Media of the Apparatus and dissolved in the oil, a simple algorithm is 

developed and implemented in Java. To interpret the faults occurring in Power Apparatus like Power 

Transformers (PT), Load Tap Changers (LTC) and Bushings from the Dissolved Gas Analysis (DGA) 

data, the Algorithm Hexagon is developed that interprets the faults when the DGA data is imported and 

a visual presentation is reported. This window based Hexagon of applet java developed in java version 

jdk 1.6.0 may be useful for data sets pertaining to DGA of mineral or non mineral oil in PT, LTC or 

Bushings and  to a Control and Protection Engineer in the Electricity Transmission and Distribution 

side .  

Keywords: Applet Java, Hexagon, Dissolved Gas Analysis, Power Apparatus, Power Transformers. 

1. Introduction 

                                                  For the interpretation of the type of fault by analysing the dissolved gases which have evolved 

from the Insulation Media of the Apparatus and dissolved in the oil, a simple algorithm is developed and 

implemented in Java.  An application is a program that runs on computer under operating system of the 

computer. That is an application created by Java is more or less like one created using C or C++. An applet is 

a window based tiny java program. As such its architecture is different from the so called normal, console 

based programs. Applets which are event driven resemble a set of interrupt service routines. In applet the user 

interacts as events to which the applet waits until an event occurs and responds. The important difference is 
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that an applet is an intelligent program, not just an animation or media file. An applet is a program that can 

react to user input and dynamically change. The applet begins with import statements. Applet interacts with 

the user through the abstract windowing toolkit (AWT), not through the console based I/O classes. The AWT 

contains support for a window based, graphical interface. Every applet that is created must be a subclass of 

Applet. The class in the Applet must be declared as public, because it will be accessed by code that is outside 

the program. Once an applet has been compiled, it is included in an HTML file using the APPLET tag. The 

applet will be executed by a Java enabled web browser when it encounters the APPLET tag within the HTML 

file. The AWT notifies the applet about an event by calling an event handler that has been provided by the 

applet. Once this happens, the applet must take appropriate action and then return and then quickly return 

control to the AWT.   

 

The window based Hexagon of applet java developed in java version jdk 1.6.0 may be useful for 

data sets pertaining to DGA of mineral or non mineral oil in PT, LTC or Bushings and  to a Control and 

Protection Engineer in the Electricity Transmission and Distribution side  where the Gas Chromatography help 

the electrical power engineer to device techniques for the identification of fault gases dissolved in transformer 

insulating oil from the early nineteen sixties [1]. An IEEE standard (C57.104-1991) [2] introduced the DGA as 

one of the most accepted methods for detecting incipient fault conditions in PTs. The correlation between the 

DGA and the corresponding fault conditions in the transformers has been well established and formulated and 

for the routine monitoring of in-service transformers it is used over the past five decades [3]. IEC Standard 

60599 and IEEE Standard C 57 provide guidance for the interpretation of DGA results in service [4]. 

In addition to mineral oil non mineral oils like Midel, Silicone, FR3, and BioTemp are increasingly 

used as insulating liquids in electrical equipments because they are less flammable and more environmentally 

friendly. The non mineral oils have high percentage of biodegradability and are more hygroscopic in nature. 

Due to their high percentage of biogradability and more hygroscopic than mineral oils non mineral oils  are 

slowly introduced into applications like PA insulation and cooling purposes in order to replace the mineral oils 

as the non mineral oil also has the same DGA fingerprints as mineral oil [5].  

                          Due to its speciality of arc-quenching ability, non mineral liquids evolve gas only by one-fourth 

of the gas that would have been produced by the regular transformer oil [6]. In this work a  simple algorithm is 

developed in Java platform to interpret faults  

Int'l Conf. Artificial Intelligence |  ICAI'12  | 923



 in Equipments like LTC filled with mineral oil  

 in Equipments filled with non mineral oils 

 in Equipments for low temperature faults where stray gassing of oils [7]may interfere with diagnostics 

and 

 in PT immersed in Mineral oil 

 The number of characteristic faults due to thermal stress and electrical stress are classified as seven by 

Duval by using the relative percentages of three gases namely Methane (CH4), Ethylene (C2H6) and Acetylene 

(C2H2). These three gases correspond to the increasing levels of energy necessary to generate gases in 

transformers in service [8].The gas ratios as well as the relative proportions of gases and the rules from case 

studies are used for fault diagnosis from DGA data of mineral oil [9]. A combination of neural network and 

fuzzy system for enhancing the performance of the diagnostic system has been presented to identify only five 

types of faults [10].Faults have been analysed and compared with the conventional methods but none of the non 

mineral liquids have been considered [11]. Evolving wavelet network methodology have been proposed to 

monitor the condition of only PT immersed in mineral oil [12]. Data from [13-16] and the DGA data samples 

collected from various substations of South India are used to test this algorithm for fault interpretation. Hexagon 

is a single algorithm into which the data of fault gases from various PA evolved from mineral as well as non 

mineral cooling and insulating media is given as input and the type of fault interpreted by the algorithm is 

obtained as output. All the cases of Equipments and Insulating media can be tested using this single Algorithm 

Hexagon. 

                          Visually presented information can be accessed by human perception in a most natural way. 

Complex structures and relation can be perceived in less time in greater number and with fewer errors than in 

any other way. Models of the real world or Models of abstract concepts are hardly dealt with by humans 

without taking resort to visual representations. This is the reason why the prediction of faults by visual 

presentation has been proposed. 

2. Interpretation of Fault Gases 

In the DGA method oil samples are taken from the transformer at various locations. Then, 

chromatographic analysis will be carried out on the oil sample to measure the concentration of the dissolved 

gases. The extracted gases are then separated, identified and quantitatively determined such that the DGA 

method can then be applied in order to obtain reliable diagnosis [17]. The extracted gases meant for analysis 

purpose are Hydrogen (H2), Methane (CH4), Ethane (C2H6), Ethylene (C2H4), Acetylene (C2H2), Carbon 
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Monoxide (CO), Carbon Dioxide (CO2), Nitrogen (N2) and Oxygen (O2). C2H2 and C2H4 are used in all 

interpretation methods to represent high energy faults such as arcing and high temperature faults. H2 is preferred 

in several of these methods to represent very low energy faults such as PDs, where it is produced in large 

quantities. CH4, however, is also representative of such faults and always formed in addition to H2 in these 

faults. CH4 has been chosen rather than H2 because it not only allows identifying these faults, but provides better 

overall diagnosis results for all the other types of faults than when using H2. For the interpretation of faults The 

Duval Triangle was developed by Michel Duval in 1974 using three of these hydro carbon gases in relative 

proportions of percentage. Michel Duval proposed regions to represent seven types of faults [8].                                          

The fault zone boundaries proposed by Michel Duval slightly differ when the insulation media differs with 

different sets of fault gases. The electronic version of the Duval Triangle has to be changed every time when the 

type of Power Apparatus or the type of insulation media changes [18].  

                                         To save time and memory a single algorithm is implemented incorporating all the 

different zone areas for fault interpretation regardless of whether it is a mineral oil or nonmineral oil or any type 

of PA. The Interpretation of Faults in the proposed Algorithm Hexagon is listed in Table1. When the data 

pertains to P3, the algorithm checks for four cases of non mineral liquids, viz. Silicone, FR3, Bio Temp and 

Midel. These polygons uses the same types of fault gases but their zone boundaries slightly differ. So they are 

designated as P3S, P3F, P3B and P3M representing Polygon3 for Silicone, Polygon 3 for FR3, Polygon3 for Bio 

Temp and Polygon3 for Midel respectively. For interpretation of faults in both mineral oil and FR3(Nonmineral 

oil P6) at low temperatures(P4),the fault gases of importance are H2, CH4 and C2H6.As the Polygon4 and 

Polygon6 differ in their inner zone boundaries alone, they are represented by the same polygon with difference 

in zone boundaries.    
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TABLE 1. Interpretation of faults in the proposed Hexagon 

Location of  Point inside the Polygon (Gas Type)/Zone                                                                                   

Interpretation of Type of Fault 
 Polygon Zone 

P1 (CH4,C2H4,C2H2) PD   

D1   

D2   

T1   

T2   

T3   

DT  

Partial Discharge 

Discharges of low energy 

Discharges of high energy 

Thermal faults of temperature  < 3000C  

Thermal faults of temperature  3000C< T < 7000C  

Thermal faults of temperature >7000C. 

Combination of Thermal and Electrical Fault.  

P2 (CH4,C2H4,C2H2) N 

T3 

X3 

T2 

D1 

X1 

Normal 

Thermal faults of temperature >7000C. 

Fault T3 or T2 in progress, or severe arcing D2 

Thermal faults of temperature  3000C< T < 7000C  

Abnormal Arcing D1 

Thermal fault in progress 

P3 P3S (CH4,C2H4,C2H2) 

P3F (CH4,C2H4,C2H2) 

P3B (CH4,C2H4,C2H2) 

P3M (CH4,C2H4,C2H2) 

PD   

D1   

D2   

T1   

T2   

T3   

DT 

Partial Discharge 

Discharges of low energy 

Discharges of high energy 

Thermal faults of temperature  < 3000C  

Thermal faults of temperature  3000C< T < 7000C  

Thermal faults of temperature > 7000C. 

Combination of Thermal and Electrical Fault. 

P4 (H2,CH4,C2H6) PD 

S 

C 

O 

Corona Partial Discharges 

Stray Gassing of Mineral Oil 

Hotspots  T > 3000C 

Overheating T < 2500C 
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P5 (CH4,C2H4,C2H6) PD 

S 

C 

O 

T3 

Corona Partial Discharges 

Stray Gassing of Mineral Oil 

Hotspots  T > 3000C 

Overheating T < 2500C 

Thermal faults of very high temperature >7000C. 

P6 (H2,CH4,C2H6) PD 

S 

C 

O 

Corona Partial Discharges 

Stray Gassing  

Hotspots  T > 3000C 

Overheating T < 2500C 

P7 (CH4,C2H4,C2H6) PD 

S 

C 

O 

Corona Partial Discharges 

Stray Gassing  

Hotspots  T > 3000C 

Overheating T < 2500C 

 

3. Proposed Hexagon in Java Platform 

                                      For speedy and easy interpretation of faults in any type of PA , a window 

based Hexagon is developed in Java, version jdk 1.6.0 to determine visually whether a fault evolves from a 

relatively harmless thermal fault into a potentially more severe electrical one or not. The Hexagon consists 

of number of polygons as shown in Fig.1 with respect to that listed in Table .1. The result of 

implementation of generating the electronic form of hexagon in java platform with the fault coordinates M, 

N, H, I, J, K obtained inside the different fault zones on implementation of the algorithm is presented in 

Fig.2. The user friendly phase to import DGA data in Java applet is presented in Fig.3; the user can select 

the option of his choice by clicking the buttons. 
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FIG. 1 HEXAGON DIVIDED INTO SIX POLYGONS P1, P2, P3, P4, P5, P7 

WITH EACH SIDE OF EACH POLYGON REPRESENTING A GAS VALUE IN %                                                         

 

                                        

                                         

 

.                                                                                       
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                     FIG.2.FAULT CO-ORDINATES M, N, H, I, J, K 
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FIG.3. SAMPLE WINDOW OF PHASE II FUNCTION OF THE SOFTWARE WHICH IS USER FRIENDLY 

 

                The algorithm is implemented making use of the Cartesian Co-ordinate system. The standard co-

ordinate system used on the computer systems differ from that of Cartesian co-ordinate system. The 

abscissa values of rectangular co-ordinate systems remains the same for the Processor Co-ordinate System, 

but the Ordinate values are changed by subtracting from the maximum value of the screen resolution. The 

algorithm developed in this work adopts modular fashion minimizing the number of “goto” statements. 

The notations used in this algorithm are standard notations as per Jean-Paul Tremblay and Paul G. 

Sorenson [19]. 

3.1 Algorithm Hexagon This algorithm when implemented in window based Java first draws the 

Hexagon with polygons and zones inside and then checks the presence of O2 and N2 from the n number of 

DGA data imported to it. If O2 / N2 < 0.3, then the algorithm tests the Total Combustible Gases (TCG) 

value and proceeds for further calculation of co-ordinate values corresponding to gas values in percentages 
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of parts per million (ppm) and interpretation of fault. The DGA data imported are integer values and the 

relative proportions of the gas values are real values. 

With respect to coordinates of B (BX and BY), all the coordinates are computed by letting the length of 

each side of the Hexagon as L. The fault coordinates are calculated taking relative proportions of gas 

values G11, G12 etc in percentage. For the points that lie on the boundary lines, the probability of the type 

of fault is predicted by computing a small circular area around that point and evaluating the maximum 

number of predicted types inside the circle. The fault on the boundary then will be included to the type of 

fault which resulted as maximum cases of prediction. For example in Polygon 5 in Fig.1 (b), if the point 

lies on the zone boundary between C [Hot spot with carbonization of paper (T>3000C)] and T3 [Thermal 

faults of very high temperatures (T > 7000C)], the maximum number of predicted fault around that point if 

computed belong to T3, then the fault point under prediction is included into the maximum predicted case 

of fault i.e. T3.  

1. [Develop Hexagon,Inner polygons and fault zones] 

       g.drawPoint  

       g.drawHexagon 

       g.drawPolygon 

       g.drawZone 

2.[Import DGA Data and Compute O2/ N2 and TCG from DGA Data] ( *Phase I*) 

         [G1, G2, G3, G4]O2, N2,CO,CO2 (*DGA Data*) 

          If G1/ G2 < 0.3          

         Then TCG  ← Sum(CH4,H2,C2H2,C2H4,C2H6) 

         Else Exit. 

         [G11,G21,G33,G42,G52,G71] CH4 

         [G12,G22,G31,G53,G72] C2H4  
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         [G13,G23,G32] C2H2 

         [G41]H2 

         [G43,G51,G73]C2H6  

3.[Check TCG And Report]  

     If TCG < 500ppm ,Exit 

 Else  

               If  500ppm  <TCG<1000 ppm, g.drawString(“Significant Decomposition”) 

                 Else If   

                           TCG >2500 ppm , g.drawString(“Substantial Decomposition”) 

4.[Determine the type of Power Apparatus] ( *Phase II*) 

              If  Mineral Oil , Then 

                    If  (C2H2  = 10 ppm AND C2H4 = 10 ppm) 

                                       Then  Import Data To P2(*LTC*) 

                                 Else Import Data To P1,P4,P5  (*Power Transformer* )            

              Else (P4 ← P6), Import Data To P3S,P3F,P3B,P3M,P6,P7. (*Non Mineral Oil Data*)                                

5.[Compute Fault Coordinates M,N,H,I,J,K] 

(*Taking the gas values G11,G12 and G13,the Cartesian Co-ordinates of MX and MY are calculated by simple 

trignometric calculations,and similarly other fault points.*) 

MX = BX + L*(G12 + G11/2) 

MY=BY + L*(√3/2)G11 

6.[Interpret fault and Output Result] 
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Select case  ((M,N,H,I,J,K) inside (P1-P10)) 

        case  P1 : (Z1 thru Z7) 

        g.drawString (“ fault in Power Transformer immersed in Mineral Oil”) 

        case P2 : (Z8 thru Z13) 

        g.drawString (“ fault in LTC  immersed in Mineral Oil”) 

        case P3 : (Z14 thru Z41) 

        g.drawString (“ fault in Power Apparatus immersed in Nonmineral Oil”) 

        case P4 : (Z42 thru Z45) 

        g.drawString (“ low temperature fault in Power Transformer immersed in  Mineral Oil”) 

        case P5 : (Z46 thru Z50) 

         g.drawString (“low temperature fault in Power Transformer immersed in Mineral Oil with different sets of        

                                  Gases”) 

         case P6 : (Z51 thru Z54) 

         g.drawString (“ low temperature faults in FR3  Oil”) 

         case P7 : (Z55 thru Z58) 

         g.drawString (“low temperature faults in FR3 oil with different sets of Gases”) 

         Default:  Read (r ,fault1,fault2) 

           If (M,N,H,I,J,K)  on (Z1-Z58) boundary lines, g.drawCircle(c,r)   (*C is M,N,H,J,K*) 

           Compute max(fault1,fault2) 

7.[Finished] 

      Exit.               

4. RESULTS AND DISCUSSION 

           Java provides facilities to the programmer to define a set of objects and a set of operations (methods) to 

operate on that objects. All types of data are declared as per standard syntax of java. On compilation of the 

Algorithm Hexagon shown in Section 3.1, the results are visually presented.            

                                                         The software for interpreting the faults in transformers is designed in java 

platform by developing a Hexagon where all the faults are interpreted. This algorithm provides more flexibility  
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in diagnosing the faults occurring in PT, LTC and PA immersed in mineral and non mineral liquids. This 

software is designed in such a way that data obtained from DGA for various PA which differ in insulation media 

employed in them can be used for importing input at an instant of time. The results obtained for few sets of data 

samples listed in Table 2 are presented in Fig.4.The dots display the interpretation of the faults inside the 

respective zones. 

Table 2. Data Samples from Power Transformer Date of Commissioning: 08.11.2005 

HC Values in ppm 
16 MVA,110/11kV 

H2 CH4 C2H6 C2H4 C2H2 CO2 CO Remarks 
By Lab Expert 

Sample I-03.01.2006 46 168 37 286 2 840 - 
Thermal Fault of above 1000C 
 Due to Overheating 

Sample II-17.01.2006 64 224 49 376 2 1164 - 
Sample III-06.02.2006 38 219 52 377 1 1340 - 
Sample IV-16.03.2006 29 189 75 353 2 1454 - 
Sample V-11.04.2008 14 67 42 111 0 1223 - Resample 
Sample VI-07.08.2008 22 94 43 138 3 1823 - 
SampleVII-27.04.2009 25 96 50 158 6 1964 - Satisfactory 

 

FIG.4. (a) Presentation of the results for sample datasets in ppm 

1. CH4,C2H4,C2H2[14] 2. CH4 , C2H4 , C2H2 [13] 3. CH4,C2H4,C2H2[16] 

 
  

Polygon P1 Fault  in Zone T3 Polygon P2 Fault  in Zone T2 Polygon P3 Fault  in Zone D2 

   

4. H2,CH4,C2H6[14] 5. CH4,C2H4,C2H6[15] 6. CH4,C2H4,C2H6[13] 

   

Polygon P4 Fault  in Zone PD Polygon P5Fault  in Zone C Polygon P7 Fault  in Zone S 
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1. CH4,C2H4,C2H2[14] 2. CH4 , C2H4 , C2H2 [13] 3. CH4,C2H4,C2H2[16] 4. H2,CH4,C2H6[14] 

   
Polygon 1 Zone DT 
Thermal and Electrical 
Fault in PT 

Polygon 2 ZoneX1 
Thermal Fault in progress 
in LTC 

Polygon 3 ZoneT3 
Thermal Fault T>7000C 
for non mineral 

Polygon 4 Zone ND Non 
Deterministic 

5. CH4,C2H4,C2H6[15] 6. CH4,C2H4,C2H6[13] 7. CH4,C2H4,C2H2[14] 8.H2, CH4, C2H6 [15] 

    
Polygon 5 Zone C 
Hotspots T > 3000C in PT 
in mineral oil 

Polygon 7 Zone S   Stray 
Gassing in FR3 oil 

Polygon 1 Zone D2 
Discharges of high 
energy 

Polygon 6 Zone PD 
Corona Partial 
Discharges 

 

FIG.4. (b) Visual Presentation of the results for sample datasets in ppm 

  5. CONCLUSION 

              This being a software implementation gives a visual picture of the indication of type of fault and user 

friendly modules and warns the Control Engineer to be caucious to protect the environment before failure takes 

place by analyzing the severety behind the shifting of the fault from less severe thermal into more severe 

electrical one.The effectiveness of the Hexagon Program is verified by DGA data collected from Oil Testing 

Centres in South India and the non mineral liquid data [13-16]. The probability of failure of a transformer due to 

fault in service can be determined by the studies made on the actual fault data reports obtained from the 

Electricity Boards Oil testing Centres in addition to this Interpretation. The Future work is to employ clustering 

algorithms for grouping the data sets. 
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Model free adaptive control with pseudo partial derivative based on
fuzzy rule emulated network.

Chidentree Treesatayapun
�

�
Department of Robotic and Advanced Manufactory, CINVESTAV-Saltillo, Ramos Arizpe, 25900, Mexico

Abstract— In this article, a model free adaptive control with
the estimated pseudo partial derivative (PPD) is introduced
by multi-input fuzzy rules emulated network (MiFREN) for
a class of discrete-time systems. The resetting mechanism
can be relaxed in this adaptation scheme. Human knowl-
edge about the controlled plant is rearranged to define
the IF-THEN rules directly. Those fixed parameters are
designed according to guarantee the convergence related
on the controller performance. All adjustable parameters
inside MiFREN are tuned by the proposed on-line learn-
ing algorithm. The design example and simulation results
demonstrate the performance of the proposed controller
under the nominal system and system with disturbances.

Keywords: Fuzzy logic; Model-free adaptive controller; Pseudo-
partial derivative; Discrete-time

1. Introduction
Model free adaptive control (MFAC) has been continu-

ously developed for several systems with unknown or ill-
defined model especially for a class of discrete-time domain
[1], [2]. With out any mathematic model of the plant, a lin-
earization concept based on pseudo-partial derivative (PPD)
is composed as the equivalent system. Due to the comparison
with other adaptive controllers, only real time measured
data of the controlled plant is necessary to establish MFAC.
Unlike model reference adaptive control based on neural
networks, the off-line tuning phase can be excluded because
the time-varying PPD can be tuned by real time measurement
data only [3].

In general, The control law has been determined by PPD
under some necessary constrains and the resetting technique.
It’s clear that the control system performance depends on
the accuracy of PPD estimation. The compensation system
based on an artificial neural network has been discussed in
[4] by the additional of another control effort. By using the
on-off controller [5], the system dynamic can be considered
as the unknown system when the switching sequence can be
adapted by a feedback controller.

According to the controlled plant, in practice, PPD seems
like the system sensitivity which can be understood by
human knowledge related on input-output behavior. In this
work, this knowledge can be reformulated into IF-THEN
rules for an adaptive network called multi-input fuzzy rule
emulated network(MiFREN) [6]. The on-line adaptation is

developed to tune all adjustable parameters inside MiFREN.
Thus, the time variation of PPD can be directly estimated by
MiFREN according to our proposed cost function. Moreover,
the resetting algorithm, which is needed for tuning PPD
[7], can be relaxed in this work because of MiFREN’s
property [8] which is directly related on the change of input
respectively to the plant’s output. All fixed parameters are
designed to guarantee the convergence which can affect the
performance of controller.

This paper is organized as the follows. Section 2 intro-
duces the problem formulation and some details about the
dynamic linearization equivalent model. The control law is
proposed with the estimated PPD based on MiFREN in
section 3. Section 4 presents the MiFREN configuration
together with the parameters adaptation. The design exam-
ple and simulation results are demonstrated in section 5
including the consideration of disturbance effect. Section 6
represents our conclusions.

2. Problem Formulation
In this work, the nonlinear system for a class of discrete-

time domain can be described by

��� � �� � � �����	 
 
 
 	��� ���	����	 
 
 
 	��� �����	
(1)

where ���� � �
and

���� � �
denote as the time index�

system output and input, respectively with the unknown
orders

�
and

��
. The nonlinear function

� �
� is definitely
unknown. According to the conventional MFAC algorithms,
those following assumptions are stated.
Assumption 1:The partial derivatives of

� �
� are continuous
with respect to the control effort

����.
Assumption 2:The nonlinear system described in (1) is
generalized Lipschitz. That means the positive constant�

must be defined when����� � ��� � ��������, when������� � ����������� and
����� � �����������

.

According to those upper assumptions, the following
lemma can be obtained.
Lemma 1:The nonlinear system (1) satisfied assumption 1
and 2 with ������� �� �

for time index
�
, can be transformed

into the equivalent compact form dynamic linearization
(CFDL) as ���� � �� � ���������	 (2)
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when
���� denotes the pseudo partial derivative (PPD).

Proof: The proof is omitted here. Reader can refer to [3]
for more details and complete proof. �

The parameter PPD can be estimated by several learning
algorithm such as the modified projection. On the other hand,
in this work, PPD is determined by the adaptation network
MiFREN which can be operated under the human knowledge
according to the controlled plant.

3. Control law
In this section, the control effort

���� will be formulated.
Let define the cost function as� ������ � ��������������������������������	

(3)

when
�

is a designed weighting constant. By using (2), the
cost function can be rewritten as� ������ � ���� � �� ����� ������������ � ��������� �

(4)
Differentiating (4) with respect to

����, we have�� ����������� � �	���� � �� ���������� � 	����������
�	������� (5)

Let 
������
��� � �
, thus

����� � �������� � �� ������� ������ �
(6)

The idea control law can be obtained as
���� � ��� � �� � �������� � �� ������� ������ �

(7)

In practice, the output���� can be measured but
���� cannot

be directly determined because of the unknown nonlinear
system

� �
�. To realize this control law,
���� will be

estimated by MiFREN as�����, thus, the control effort can
be generated by

���� � ��� � �� � � ��������� � �� ������� � ������ 	
(8)

when
�

is a step-size constant. Both
�

and
�

are designed
parameters which can be given by the following lemma
to guarantee the convergence of

����. Before the proof of
control effort boundary, the follow assumption is necessary.
Assumption 3:The direction of ����� or sign������� is

unknown but it doesn’t change such as sign������� �
sign����� � ���

.
Remark:This assumption can be existed in several practical
systems such as the chemical process, robotic system and so
on. Moreover, this assumption will be proved again by the
experimental results next.

Lemma 2:According to assumption 2 and the MiFREN’s
property, the maximum of ����� must be existed as��� 	�� � �

and both parameters
�

and
�

are designed
by following this relation

� � � � 	�
��� 	

(9)

thus, the control effort from (8) is bounded.
Proof: Substitute���� � ���� ������� ��������	���

��� � ��
into (8), we have

���� � ��� � �� � � ����� ���� � ���� ��� ��� ��� � ��

� � ������� ������ ���� � �� � ���� � ����� � 	�
���� � ���	

� �������� � �� � �����	 (10)

where ����� � � � � ����� ���� � ��� � ������ 	
(11)

and����� � � ������ � ������ �������� �����������	����������
(12)

Substitute (9) into (13) and use assumption 3, it is clear that����� � ��
(13)�

4. MiFREN for pseudo partial derivative
4.1 PPD based on MiFREN

MiFREN is an adaptive network which can be operated
by human knowledge in the format of IF-THEN rules. The
design of IF-THEN rules is also a key of the performance.
The knowledge based on the controlled plant is roughly
necessary. Due to (2), we can rearrange the relation of�����
as ����� �� ��������� � �� 	 (14)

when
����� �� �

.
According to the upper relation, we can define some

example IF-THEN rules as the followings:� IF
����� is Positive Large and

���� � ��
is Positive

Large THEN ����� should be Positive small,� IF
����� is Positive Large and

���� � ��
is Positive

small THEN ����� should be Positive Large,� � � �
,� IF
����� is Negative Large and

���� � ��
is Positive

Large THEN ����� should be Negative small,� � � �
,
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� IF
����� is Negative Large and

�������
is Negative

small THEN ����� should be Positive Large,� IF
����� is Negative Large and

�������
is Negative

Large THEN ����� should be Positive small.

With this implementation, unlike the conventional algorithms
to determine�����, the sign of ����� is directly determined
by those IF-THEN rules. To simplify, those IF-THEN rules
can be defined by Table 1.

�����
PL PS AZ NS NL

���� � ��
P� P� C�� N�� N	� PL
P	 P
 C�	 N�
 N		 PS�� � ��� �� �	� AZ
N� N� C�� P�� P	� NS
N� N�� C�� P	� P	� NL

Table 1: IF-THEN rules

The linguistic variables PL, PS, AZ, NS and NL denote as
Positive Large, Positive Small, Almost Zero, Negative Small
and Negative Large, respectively. In this case, the number of
IF-THEN rules is 25 and the relation the THEN-part can be
given by other linguistic variable as

�
� for � � �			 
 
 
 		�

.
The variables P, C and N stand for Positive, Close to zero and
Negative, respectively. Unlike the conventional technique,
when

��
nearly reaches to zero or stays in the range to AZ-

membership function, the designed parameter� is defined as
a small positive constant and�� � �� � ��� � ��� � ��� ��. Moreover, the parameters�� can be given by difference
values with the on-line learning algorithm which will be
discussed next.

According to those IF-THEN rule, the network architec-
ture of MiFREN can be constructed in Fig.1. The estimated

�

��

���

��

�����

� ����

���

�	�


��

��

���

��

�	�

���

���

�	�


��

�	�

���

���	��

Figure 1: MiFREN networking structure.

PPD or ����� can be obtained by

����� � ���
��� ��

������	���� � ����� 	 (15)

when
�� is a Linear Consequence (LC) parameter for THEN-

part linguistic variable

�
�. The function��

�
� is the �� 
rule relation determined by membership functions related
on the �� rule. For example, according to Table 1, we
have ��

��� � !"#�������!"# ����� � ���
at rule # 1,

��$
��� � !%& �������!"# ����� � ���

at rule # 16 and

��� ��� � !%#�������!%# ����� � ���
at rule # 25. In

this work, we can set those membership functions and LC
parameters or

�� by the human knowledge based on the
controlled plant. More explanations with example will be
discussed in the next section.

4.2 Parameters adaptation
The on-line learning algorithm will be applied in this work

for LC parameters. Thus, the estimated PPD in (15) can be
rewritten by

����� � ���
��� ��

����� ���	 (16)

when
�� ��� denotes the LC parameter for the�'( rule at time

index
�
. To tune this parameter, the cost function

� �������
can be given as the following:� ������� � �	 ������ � ��������� � ����

�)	 ������ � ���� � ���� 	
(17)

when) is a positive defined constant. Determine the deriva-
tive with respect to

�����, thus, we obtain*� �������*����� � *� �������* �����
* �����*�����

� ��) ������ � ��� ����� �) ���� � ��
���������� � ���

��
���� (18)

According to gradient search, the tuning law can be defined
by ���� � �� � �� ��� � +, *� �������*����� 	

(19)

where
+, is the learning rate which can be designed as a

small positive constant. By using (19) and (18), the tuning
law can be formulated as�� �� � �� � ����� � +, ��) ������ � ��� �����

�) ���� � �� ���������� � ���
��
����
(20)

The designed parameters) and
+, can effect to the con-

vergence of
�

. The following lemma introduces the relation
which guarantees the convergence of tuned parameters

��.
Lemma 3:The LC parameters

�� for � � �			 
 
 
 	-.
,

when
-.

denotes the number of IF-THEN rules, are
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bounded with the tuning law given by (20) when the learning
rate and) are all satisfied this following requirement

� � +, � 	
) ������ � �� � (21)

Proof: Rearrange (20) in vector format, we obtain� ����� � ���+, �)���������� ��� ����������� ����� ���	
(22)

when
� ��� stands for the remain terms which are not related

on
� ���. Let

� � � � +, �) ������ � ��� ��� ������ ���, we
have � �� � �� � �� ��� � � ���� (23)

���
������ ��� is the multiplication of two membership grades,

thus
� � ���

��������� � �
and substitute with (21) it can be

obtained � � ��
(24)�

The relation of the learning rate
+��'� and ) obtained

by this lemma can be used to support the design of both
parameters which will be demonstrated in the next section.
Furthermore, this result can be valid even

���� � �� � �
or the previous control effort is constant.

�����
���	
�����

���

��
��

�
��
�����

��
���
��
�

���������

��
���
��
�

���������

������
� ����

� ���� �� � ����

� �����

� ���

� ���

� �����

Figure 2: Control system configuration.

Furthermore, the block diagram illustrated in Fig. 2 rep-
resents the design concept and signal flow.

5. Design example and simulation results
The nonlinear discrete-time system which is selected to

demonstrate the performance is described as

��� � �� � ��������� � ������� �	������������	 (25)

when���� denotes the output and
���� stands for the control

effort. The desired trajectory���� is given by this following:���� � 	 ����	
���� �� (26)

To design the controller which is suitable for the system
described in (25), in this case, we have the range of

�� and��
in �	

, thus the membership functions can be defined by
Fig. 3 and 4 for

�� and
��

, respectively.
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Figure 3: Membership function of
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Figure 4: Membership function of
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.

According to (9) and (21), those designed parameters can
be given as

� � ����
,
� � ���

,
+, � ���

and) � ���
.

The adjustable parameters
�� can be defined by Table 2

regarding to the IF-THEN rules.
The tracking performance can be demonstrated in Fig. 5

as plots of the desired trajectory���� and the system output����. Finally, in Fig.6, the control effort is shown.
The demonstration of robustness is introduced next. In

this setup, the time varying disturbance����� is added in
the original system (25) as

��� � �� � ��������� � ������� ����� � �	�������������
(27)

such as constant parameters and
�� ��� are same as the

previous test. Fig. 7 represents the tracking performance and
time varying�����. The control effort

���� is illustrated in
Fig. 8.

For more complicity, another disturbance�� ��� is also
included from the nominal system (25) as

��� � �� � �������� � �������������� ����� � �	�������������(28)

With all same initial settings, the tracking performance and
disturbances can be shown in Fig. 9 according the control
effort displayed in Fig. 10.
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����� ��
PL PS AZ NS NL �� � ��

����� ����� ������ ������ �	���� PL� � � ��� � ��� � � � �
�	��� �
��� ��	��� ��
��� �		��� PS� � � ��� � ��� � � � �
����� ���� ������ ����� �	���� AZ� ��� � ��� � ��� � ��� � ���
����� ����� ������ ������ �	���� NS� � � � � ��� � ��� � �
����� ������ ������ �	���� �	���� NL� � � � � ��� � ��� � �

Table 2: IF-THEN rules with initial parameters
�� ���
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Figure 5: Tracking performance���� and ����.
Remark:Any information related on those disturbances is

not necessary to incorporate to the controller. That means the
original controller designed based on the knowledge about
the nominal plant is enough to handle those disturbance.

6. Conclusion
The model-free adaptive controller with the estimation of

pseudo-partial derivation is proposed in this article. The esti-
mation of PPD is implemented by a self-adjustable network
called MiFREN. The initial setting of MiFREN’s structure
can be given by the human knowledge according to the con-
trolled plant and the relation of plant’s input-output within
IF-THEN rules format. Moreover, all adjustable parameters
inside MiFREN are begun by the knowledge of the plant
directly. That can improve the system performance at the
beginning. Other fixed parameters are designed by proved
lemmas to guarantee the convergence. The simulation system
demonstrates the design example and the effectiveness of
the proposed algorithm. Both nominal system and disturbed
plant have been considered to validate the controller perfor-
mance and robustness.
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Abstract - The objective of this study is to minimize 

the drag coefficient of aerodynamics bodies for a 

specified design Reynolds number regime. With the 

aerodynamics model the gradient of the objective 

function (drag coefficient) cannot be determined 

analytically. Furthermore, it is expected that the 

objective function is multi-modal, i.e. it shows more 

than one minimum. Therefore, the optimization 

algorithm must be efficiently applicable to such multi-

dimensional, multi-modal and nonlinear objective 

functions. A powerful optimization procedure called 

Genetic Algorithms (GA) has been combined with the 

aerodynamics calculation to find the optimal shape 

with minimum drag coefficient. The aerodynamics 

calculation of flow field around the body of 

revolution is determined to get accurate drag 

coefficient. An effective numerical calculation called 

the Finite Volume Method is considered. For the 

laminar to turbulent transition locations, the linear 

stability analysis is applied to predict the natural 

transition location. The results were compared with 

those obtained from integral method and also 

experimental results and indicate a good agreement.  

It is concluded that for the purpose of the shape 

optimization of streamline bodies, the Genetic 

Algorithms and the Finite Volume Method with 

natural transition criterion is an essential approaches 

to indicate the optimal shape for various ranges of 

Reynolds number. 

Keywords: Drag Reduction; GA; FVM; Natural 

Transition 

 

1 Introduction 

  Recently there has been a growing interest in problem 

solving system based on principles of evolution and 

heredity: such systems maintain a population of potential 

solutions, and they have some selection process based on 

fitness of individuals and some recombination operators. 

One type of such system is a class of Evolution Strategies 

which imitate the principles of natural evolution for 

parameter optimization problems (Rechenberg, Schwefel). 

Fogel’s Evolutionary Programming is a technique for 

searching through a space of small finite state machines. 

Glover’s Scatter Search technique maintains a population 

of reference points and generates offspring by weighting 

linear combinations. Another type of evolution based 

systems are Holland’s Genetic Algorithms (GAs). For the 

large spaces, special artificial intelligence techniques must 

be employed. Genetic algorithms are a class of general 

search methods, which strike a remarkable balance between 

exploration and exploitation of the search space.  

Drag reduction is important in considering the aerodynamic 

aircraft design. There have been many suggestions for 

reducing the skin friction drag on bodies of revolution, 

including extension of laminar flow regions and 

relaminarization of turbulent flow. For the aerodynamic 

design of three-dimensional fuselages with low skin 

friction drag, laminar bodies of revolution are often used as 

a design basis. 

Laminar flow on a two-dimensional or an axisymmetric 

body can be achieved by designing the geometry so that 

there is an extensive region of favorable pressure gradient. 

This technique is frequently referred to as natural laminar 

flow control and may be implemented on a body of 

revolution by changing the location of the maximum body 

thickness as far aft as possible. A favorable pressure 

gradient and laminar flow may be maintained over a large 

percentage of body length, but this causes the flow 

separation at the remaining part of the body, with 

consequent increase in pressure drag. 

The objective of our study is to find the optimal body 

shape with the minimum drag coefficient for specified 

Reynolds number regimes. For this purpose, an 

optimization process must be employed and linked to the 

aerodynamics calculation program. The combined 

computational program must be able to search through 

several body shapes and to choose those shapes with long 

laminar flow without separation. We also prove that the 

laminar and turbulent boundary layer calculations and the 

determination of the transition location must be extremely 

accurate for getting acceptable optimal body shape. 
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The aerodynamics calculation of streamline bodies is 

usually started from potential flow around the body to find 

inviscid velocity distribution. A numerical calculation 

called Finite Volume Method (FVM) is employed for both 

laminar and turbulent boundary layer calculation and those 

body shapes which show separation in the boundary layer 

domain must be rejected. Laminar to turbulent transition 

location is determined by using natural transition criterion 

based on linear stability theory. The total drag coefficient 

can be calculated directly. 

Numerical shape optimizations were performed first by 

Parsons et al. [1]. In Pinebrook’s study [2], the body 

geometry is not optimized in a direct method. Instead, a 

source and sink singularity distribution on the axis is used 

to model the body contour and to calculate the 

corresponding inviscid flow field. A statistical technique 

derived from Rechenberg’s evolution strategy was also 

applied. In the shape optimizations presented by Lutz–

Wagner [3], a semi-empirical 
ne  criterion based on the 

linear stability theory was applied to determine the natural 

transition location. Nejati and Matsuuchi [4] improved the 

Pinebrook’s work by employing a powerful optimization 

procedure called Genetic Algorithms to find optimal shape 

with the global minimum drag coefficient. 

2 Boundary layer flow  

 For the purpose of numerical shape optimization, high 

computational efficiency is required, and a numerical 

procedure, FVM, which is consistent to the geometry and 

physics of the problem, is applied for solving laminar and 

turbulent boundary layer equations for airship bodies. The 

coordinate system ( yx, ) is curvilinear, where x  is 

parallel to the body surface and y  is normal to it. This is 

illustrated in Fig. 1. 

By assumption that flow is steady incompressible and 

axisymmetric, the governing equations for turbulent 

boundary layer are given as  
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where   is viscosity, )(cos.)(),( 0 XyXryxr  and 

)(0 Xr  is the body radius. It is worth to note that both 

longitudinal and transverse curvatures effects are 

considered in the formulation. The transverse curvature 

effects of solution domain become quite important when 

the radius of the body is small compared with the boundary 

layer thickness.  

In order to model the Reynolds stress term vu   , one 

of the most frequently used two equation models k  is 

employed. According to Launder and Spalding [5], at high 

Reynolds numbers, the final form of the transport equations 

for the turbulence kinetic energy k  and its dissipation rate 

  can be derived and by using Mangler transformation 

thetransport equations adequate for steady and 

axisymmetricturbulent boundary layer flow can be written 

as 
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Figure 1. Curvilinear coordinate system for boundary layer 

on a body surface 

where t  is turbulence viscosity given as 
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Since the boundary layer width is not uniform, the 

curvilinear ( yx, ) system is replaced by the mildly non-

orthogonal (  , ) system. The lateral extent of the mesh is 

boundary layer thickness )(x , which must be computed 

as a part of the solution procedure. 

3 Transition predication 

 The reliable and consistent transition prediction is of 

essential importance for a successful shape optimization of 

laminar bodies. For this purpose a natural transition 

prediction such as linear stability theory should be 

employed. However transition prediction based on a 

complete analysis of stability theory requires too much 

computational effort and laborious calculations for the 

purpose of numerical shape optimization. An alternative is 

offered in the form of a database method.  

The influence of the pressure gradient can be expressed by 

the use of a shape factor of the velocity profile and if this 

tedious calculation is carried out once for any shape factor, 

then a useful database reference can be generated. In this 

study, the exact velocity profile for axisymmetric body 

shape is calculated with the FVM and the dimensionless 

shape factor introduced by K. Pohlhausen can be calculated 

directly. For the determination of the instability point the 

method proposed by Schlichting and Ulrich (see 

Schlichting [6]) is used, and the transition point is 

determined based on the diagram found by Granville [7]. 

4 Genetic Algorithms 

         There are several optimization processes such as 

Rechenberg’s Evolution Strategy (RES) and Genetic 

Algorithms (GA). GA can reach minimum objective 

function faster through a better path compared to the other 

optimization procedures such as RES. Since GA represents 

a special artificial intelligence technique for large spaces, 

it’s one of the best optimization methods for such multi-

dimensional, multi-model and nonlinear objective functions 

[8]. 

Genetic algorithms use a vocabulary borrowed from natural 

genetics. We would talk about individuals (or genotypes, 

structures) in a population; quite often these individuals 

are called also strings or chromosomes. This might be a 

little bit misleading: each cell of every organism of a given 

species carries a certain number of chromosomes (man, for 

example, has 46 of them); however, here we talk about 

one-chromosome individuals only. Chromosomes are made 

of units genes (also features, characters, or decoders) 

arranged in linear succession; every gene controls the 

inheritance of one or several characters. Genes of certain 

characters are located at certain places of the chromosome, 

which are called loci (string positions). Any character of 

individuals (such as hair color) can manifest itself 

differently. 

Each genotype (here a single chromosome) would 

represent a potential solution to a problem; an evolution 

process run on a population of chromosomes corresponds 

to a search through a space of potential solutions. Such a 

search requires balancing two (apparently conflicting) 

objectives: exploiting the best solutions and exploring the 

search space. Hillclimbing is an example of a strategy, 

which exploits the best solution for possible improvement; 

on the other hand, it neglects exploration of the search 

space. Random search is a typical example of a strategy, 

which explores the search space ignoring the exploitations 

of the promising regions of the space. Genetic algorithms 

are a class of general-purpose (domain independent) search 

methods, which strike a remarkable balance between 

exploration and exploitation of the search space. 

For the study we have selected two genetic algorithm 

implementations differing only by representation and 

applicable genetic operators, and equivalent otherwise: The 

binary implementation and floating-point implementation. 

Such an approach gave us a better basis for a more direct 

comparison. Both implementations used the same selective 

mechanism: stochastic universal sampling. 

In particular, for parameter optimization problems with 

variables over continuous domains, we may experiment 

with real coded genes together with special genetic 

operators developed for them. The main objective behind 

such implementations is (in line with the principle of 

evolution programming) to move the genetic algorithm 

closer to the problem space. Such a move forces, but also 

allows, the operators to be more problems specific by 

utilizing some specific characteristics of real space. 

In floating point representation each chromosome vector is 

coded as a vector of floating point numbers of the same 

length as the solution vector. Each element is initially 

selected as to be within the desired domain, and the 

operators are carefully designed to preserve this constraint 

(there is no such problem in the binary representation, but 

the design of the operators is rather simple; we do not see 

that as a disadvantage; on the other hand, it provides for 

other advantages mentioned below). The precision of such 

an approach depends on the underlying machine, but is 

generally much better than that of the binary representing. 

Of course, we can always extend the precision of the binary 

representation by introducing more bits, but this 

considerably slows down the algorithm.  

The operators we use are quite different from the classical 

ones, as they work in a different space (real valued). 
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However, because of intuitive similarities, we will divide 

them into the standard classes, mutation and crossover. In 

addition, some operators are non-uniform, i.e., their action 

depends on the age of the population.  

4.1 Crossover group 

4.1.1 Simple crossover 

 Simple crossover, defined in the usual way, but with 

the only permissible split points between v ’s, for a given 

chromosome x .  

4.1.2 Arithmetical crossover 

         Arithmetical crossover is defined as a linear 

combination of two vector: if 
t

vs  and 
t

ws  are to be crossed, 

the resulting offspring are 
t

v

t

w

t

v sasas ).1(.1 
 & 

t

w

t

v

t

w sasas ).1(.1 
. This operator can use a 

parameter a , which is either a constant (uniform 

arithmetical crossover), or a variable whose value depends 

on the age of population (non-uniform arithmetical 

crossover).  

Here we have some new mechanisms to apply these 

operators; e.g., the arithmetical crossover may be applied 

either to selected elements of two vectors or to the whole 

vectors.  

4.2 Mutation group 

4.2.1 Uniform mutation 

 Uniform mutation, defined similarly to that of the 

classical version: if ),...,( 1 n

t

i vvx   is a chromosome, 

then each element kv  has exactly equal chance of 

undergoing the mutative process. The result of a single 

application of this operator is a vector ),...,,...,( '

1 nk vvv , 

with nk 1 , and 
'

kv  a random value for the domain of 

the corresponding parameter domain.  

4.2.2 Non uniform mutation  

 Non uniform mutation is one of the operators 

responsible for the fine tuning capabilities of the system. It 

is defined as follows: the non uniform mutation operator 

was defined as follows: if ),...,( 1 m

t

v vvs   is a 

chromosome and the element kv  was selected for this 

mutation (domain of kv  is ],[ kk ul ), the result is a vector 

),...,,...,( '

1
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mk

t

v vvvs 
, with },...,1{ nk , and 
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where the function ),( yt  returns a value in the range 

],0[ y  such that the probability of ),( yt  being close to 

0 increases as t  increase. This property causes this 

operator to search the space uniformly initially (when t  is 

small), and very locally at later stages. We have used the 

following function:  
















 b

T

t

ryyt
)1(

1.),( , 

where r  is a random number from [0,1], T  is the 

maximal generation number, and b  is a system parameter 

determining the degree of non uniformity.  

Moreover, in addition to the standard way of applying 

mutation we have some new mechanisms: e.g., non uniform 

mutation is also applied to a whole solution vector rather 

than a single element of it, causing the whole vector to be 

slightly slipped in the space.  

5 Results and Discussion  

 Pinebrook [2] applied Rechenberg’s Evolution 

Strategy for the optimization of the airship bodies. For one 

example with a certain initial set of singularity elements, 

the minimum drag after 9600 generations was reported as 

0.0273. We also carried out this example by employing the 

available computational program, but it could run only up 

to 400 generations. The minimum drag was compared with 

our result obtained from genetic algorithms for the same 

number of generations (also with the same initial 

parameters and Reynolds number). Fig. 2 shows that the 

best drag coefficient for evolution strategy is 0.0283 

whereas the minimum drag in genetic algorithms is 0.0234, 

which is better, even than the reported result. This is 

because Rechenberg’s evolution strategy is a type of 

random search, which explores the search space ignoring 

the exploitation. To show that GA has a remarkable 

balance between exploration and exploitation a 3-

dimensional demonstration of reduction of drag coefficient 

for an example is plotted in Fig. 2 and it indicates clearly 

how GA exploits the best solution.  

In the aerodynamics model presented by Nejati–Matsuuchi 

[4], the integral method and empirical relations are used to 

calculate the laminar and turbulent boundary layers. For 

simplicity, we call this model IM-FT, which is abbreviation 

of Integral Method and Forced Transition criterion. In this 
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study a new model is proposed. To improve the boundary 

layer calculation, IM together with the empirical relations 

is substituted with a powerful numerical method FVM. 

Furthermore the transition prediction is also modified and 

the natural transition criterion is added to aerodynamics 

calculations to get better estimation of the transition 

location. This model is abbreviated as FVM-NT which is 

referred to Finite Volume Method and Natural Transition. 

 

 

 

 

 

 

 

 

 

Fig. 2 Comparison of drag curves 

The aerodynamics calculation is performed for a specified 

body shape with a volumetric Reynolds number 
51039.9Re v
. The boundary layer calculations 

using FVM are carried out for this typical body shape. The 

natural transition point in this calculation is found to occur 

at 45% of the body length. The free-stream velocity 

distribution and the mean velocity profiles for some stages 

on the body surface are plotted in Fig. 3. The velocity 

profiles indicate laminar form up to 45% of the body length 

and exactly before the transition point E, flow approaches 

the laminar separation but transition occurs and flow 

becomes turbulent. It can be seen that around 50% of the 

body length, in point F, the flow becomes laminar one 

which means relaminarization. Downstream of this point, 

flow stays turbulent and near the end of the body at point I 

flow is ready to separate, but flow separation is avoided. 

Figure 3. Free-stream velocity distribution and mean 

velocity profiles for specified body shape 

To show the natural transition location effects on the drag 

coefficient in the various ranges of the Reynolds number 

another example is consideredfor a specified body shape 

used by previous investigators. For this example the airship 

body R101 (see Lutz–Wagner [3]) shown in Fig. 4 is taken 

into account, and present FVM-NT model is used to 

determine the drag coefficient. By increasing the free-

stream velocity the Reynolds number is increased. As a 

validation aspect, the drag curve calculated by other 

investigators for this airship body is also given in Fig. 4. 

The experimental investigations for this shape were 

conducted independently by Jones and Schirmer. Schirmer 

performed his measurements in the wind tunnel of the 

former Zeppelin Company. To find the drag coefficient for 

this example, Lutz and Wagner used the integral method 

with semi-empirical 
ne  method. The calculated drag 

coefficient in this study shows satisfactory agreement with 

the experimental results, but in higher Reynolds number 

there occurs a turbulent separation almost near the end of 

the body and induce higher drag coefficient. 

The shape optimization program is coupled with two 

different aerodynamics models, IM-FT and FVM-NT, in 

order to show the importance of aerodynamics calculation 

for achieving the optimal body shape. Lutz–Wagner [3] 

suggested five design regimes for the Reynolds number as 

shown in table 1. In the present research, we also carried 

out the optimization process for these five design regimes 

0 0.2 0.4 0.6 0.8 1

X/L

A
B C E F HG

Laminar Turbulent 

D

I

Transition

0

0.2

0.4

0.6

0.8

1

1.2

Free-Stream Velocity Distribution
           

0

0.5

1

U/Ue
0 0 0 0 0 0000 1

X
/L

=
0.

45

X
/L

=
0.

83

X
/L

=
0.

72

X
/L

=
0.

50

X
/L

=
0.

28

X
/L

=
0.

45

X
/L

=
0.

17

X
/L

=
0.

06

X
/L

=
0.

40

X
/L

=
0.

98

DC E
FE G H I

A B

Velocity Profiles

0 100 200 300 400
0.02

0.03

0.04

0.05

0.06

Generation

Cd   Drag Curve

 (ReV = 2.72*10
7
)

 Genetic Algorithm
 Rechenberg's Evolution Strategy

Int'l Conf. Artificial Intelligence |  ICAI'12  | 951



105 106 107 108
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Rev

Cd Drag Coefficent for Airship Body R101

 Turbulent
Seperation

  Critical
Seperation

L/D=5.8, Xm ax/L=0.37

 Present theory (FVM-NT Model)
 IM. & e

n
  Method (Lutz-Wagner)

 IM. & FTC (Lutz-Wagner)
 Experiment (Jones)  
 Experiment (Schirmer)

106 107 108
0

0.01

0.02

0.03

0.04

0.05

ReV

Cd      Drag Coefficient 
for Optimized Bodies

I II III IV V

 Lutz-Wagner
 IM-FT
 FVM-NT

to compare our results with those obtained by Lutz–

Wagner. 

 

 

 

 

 

 

 

 

 

Figure. 4 Drag coefficient for airship body R101 

 

Table 1 Design regimes 

Regime Re (min) Re (max) 

I 1.00E+06 3.16E+06 

II 3.16E+06 1.00E+07 

III 1.00E+07 3.16E+07 

IV 3.16E+07 1.00E+08 

V 1.00E+08 3.16E+08 

 

Several optimization processes with IM-FT and FVM-NT 

models are carried out to find the optimal body shape with 

the minimum drag coefficient in each design regime. The 

minimum drag coefficient curves related to these two 

models are depicted in Fig. 5 and the results of Lutz–

Wagner using the integral method with the semi-empirical 
ne  method are also drawn for comparison. Using FTC at 

3% of the body length in IM-FT model gives bigger drag 

coefficient and has different drag curve. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Drag curve for range of VRe  

The drag coefficient obtained by FVM-NT model has a 

curve much similar to that obtained by Lutz–Wagner. 

However in low Reynolds number we get bigger drag 

coefficient because the transition in the optimal body 

shapes occurs earlier. In Lutz–Wagner results for low 

Reynolds numbers, the maximum radius position is located 

very far from the body nose. This means the existence of 

long favorite pressure gradient and long laminar flow on 

the body surface. As a result, much lower drag coefficient 

can be achieved. 

6 Conclusions 

 The Finite Volume Method for boundary layer 

calculation is employed in order to improve the drag 

reduction process and to obtain the reliable optimal body 

shapes. We summarize our study as follows: 

1) Since the Integral Method gives no velocity profile in 

the boundary layer domain, the drag coefficient cannot be 

found directly and is calculated with somewhat poor 

accuracy. On the other hand, in the Finite Volume Method 

the drag coefficient is obtained directly from the boundary 

layer solution. In the Integral Method the separation of the 

turbulent flow is judged according to the value of the shape 

factor and therefore the results showing no separation may 

be unreliable. In contrary to the Integral Method, the Finite 

Volume Method can estimate the separation correctly 

because it evaluates the velocity profiles. Furthermore the 

transverse curvature effects are neglected in the Integral 

Method. The Finite Volume Method can take these effects 

into account completely. 

2) The laminarization plays an important role in the shape 

optimization. It is concluded that the natural transition 

criterion should be used to estimate correctly the region of 
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natural laminar flow. As a result, the body geometry 

changes as the location of the maximum body thickness 

moves as far aft as possible. 

3) Since Genetic Algorithms strike a remarkable balance 

between exploration and exploitation of search space, it 

can reach to minimum objective function faster through a 

better path, whereas Rechenberg’s evolution strategy is a 

random search type method ignoring the exploitation. 

Comparing the two methods, it is concluded that for large 

spaces, with multi-dimensional, multi-modal and nonlinear 

objective functions, GA is more accurate. 
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Abstract—The understanding of several phenom-
ena requires unbounded data collections, called data
streams. These phenomena often present unstable
behavior and are studied by means of unsupervised
induction processes based on data clustering. Cur-
rently, clustering processes have shown serious lim-
itations in their applications to data streams due
to the demands imposed by behavioral changes and
unlimited data collection. However, despite the key
distinctions in between traditional data sets, which
are finite and unordered, and data streams, which are
essentially infinite sequences, studies have overlooked
the dynamic and transient nature of streams, lim-
iting the appropriate understanding of phenomena.
The lack of a theoretical analysis for the problem
of data streams clustering led us to propose, in this
paper, a formalization based on Set Theory. This
formalization made it possible to identify and propose
basic properties for the design and comparison of
data stream clustering algorithms. It is expected to
be a starting point to understand the foundations
of unsupervised induction based on clustering and,
mainly, the modeling of phenomena.

Keywords : Artificial Intelligence; Machine Learning;
Data Mining; Unsupervised Learning; Data Clustering;
Data Streams; Set Theory

I. Introduction

The literature from several research fields has de-
scribed two main types of phenomena that produce
endless sequences of data also referred to as data streams
[11], [12]. The first type is characterized by the need for
data storage space and fast computation. In this situa-
tion, data is stored in secondary memory, which presents
low transfer rates, and usually accessed in a contiguous
manner. The second type is even more computationally
demanding: data is collected at high rates and shortly
afterwards is disposed. In this type, clustering models
must be continuously obtained throughout the endless
data-gathering process, whose dynamical properties, i.e.,
behavior, are expected to evolve over time [7], [12].
Data streams are frequently found in computationally
intensive environments, such as climate and weather

analysis [2], text mining [10], [9], genomic analysis, and
advanced scientific experiments [18], [19].

The typical clustering process has been designed to ap-
proach finite and unordered data sets and, consequently,
does not meet data streams requirements [20]. There
exist great distinctions between clustering requirements
for data sets and data streams. Firstly, a data stream
must be accessed and processed sequentially as it cannot
be completely stored in memory. Secondly, the open-
endedness nature of data streams demands continuous
and automatic analysis. Thirdly, while stable phenomena
can be accurately represented by bounded data sets
and are suitable to traditional data clustering, data
streams, on the other hand, usually represent unstable
phenomena [7], whose characteristics tend to change
over the collection. This tendency indicates the transient
nature of data streams and demands a continuous re-
evaluation of clustering models. Finally, the role of do-
main experts when clustering data streams is different
from clustering data sets. In the latter, specialists are
often required to empirically extract, select and analyze
data features in order to define the clustering algorithm
and the validation criterion. Conversely, in data streams,
the fast and continuous production of large amounts of
data restricts human intervention, due to the limited
capability of specialists to make well-founded decisions
under such constraints.

In order to better understand data set clustering,
Kleinberg [8] formalized three properties, which allow
the analysis of algorithm capabilities independently of
the target application. The formalization of the data-set
clustering problem is an important step towards its deep
understanding. Recently, several studies concerning the
usage and proposition of properties to related problems
have been developed [5], [4], [22]. These studies have
broadened the possibilities to analyze clustering algo-
rithms, although very few of them have been conducted
in the context of data streams.

The lack of formal studies on the problem motived
our formalization of data stream clustering as an ex-
tension of Kleinberg’s approach to data sets [8]. In
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such a definition, data stream clustering is described in
terms of an infinite sequence of partitions, which are
modified along time. The endless and changing nature
of data streams requires properties different than those
proposed by Kleinberg for finite and unordered data sets.
Data streams, as infinite and ordered sequences, need
clustering properties representative of the time evolution
and behavior changing.

We have extended Kleinberg’s properties to repre-
sent clustering partitions evolving according to the data
stream behavior. In addition, we introduce the Coher-

ence property, which states that partitions must conti-
nously evolve over time in order to preserve the meaning
of the clustering process. However, we observed that this
property is incompatible with the Kleinberg’s Richness,
which states that a data-set clustering function must
be capable of generating any partition. This conflict
indicates that trade-off analyses are needed in order
to demand properties from algorithms. Additionally, we
noticed that it is difficult to find an algorithm to comply
with Richness in a data stream context.

The remainder of this paper is organized as follows:
Section II introduces studies on data set clustering;
Section III describes our formalization approach to data
streams; Section IV draws conclusions and present ideas
for future work; and, finally, references are listed.

II. Related Work

Kleinberg [8] considered concepts of Set Theory [14]
to describe clustering algorithms in general terms, i.e.,
without relying on a specific algorithm, objective func-
tion for optimization, or statistical model. This analysis
is important to understand the functioning of algorithms
beforehand, i.e., without the need for experimental trials,
and also to provide design guidelines for new approaches.

The concepts involved in Kleinberg’s formalization are
illustrated in Figure 1. This formalization assumes data
elements are organized in set E, whose measurements
of dissimilarity in between elements are provided in
a square matrix. This matrix, d, is described in the
form of a function d : E × E → R

+, and is applied
to two elements {i, j} ∈ E to obtain a dissimilarity
value d(i, j) in [0,∞). The construction of d determines
the possibility of a clustering algorithm to organize the
elements in E. A cluster is essentially an organization
of elements of E into subsets, so that each element is
contained in one, and only one, subset. This structure is
known as the partition of a set. Partitions are denoted
by uppercase Greek letters, such as Γ (Gamma) and Υ
(Upsilon). A clustering algorithm is, therefore, a function
f(d), which considers a distance matrix d for mapping
elements in E into a partition belonging to the universe
of partitions U .

E d : E × E → R
+

d(♠,♣) = 9

f : d → U

f

f(d) = Γ

i
j

Figure 1. Illustration of concepts of data set clustering

By using this formalization, Kleinberg proposed prop-
erties to data set clustering introduced in the form of
statements of principles or self-evident conditions to a
well-succeeded clustering algorithm. The author initially
proposed three properties: Scale-Invariance, Richness
and Consistency.

Scale-Invariance refers to the ability of algorithms to
abstract the measurement scale of elements, i.e., for
any distance function d and constant α > 0, we have
f(d) = f(α · d). This property reflects the expectation
that the magnitude of the scale of elements should not
change the partition; for example, adapting elements
from centimeters to inches should not modify the parti-
tions obtained.

Richness refers to the ability of an algorithm to in-
duce all possible partitions for a set of elements. When
Richness holds, for any partition Γ of E, there exists a
distance matrix d for which f(d) results in Γ. It applies
the concept of surjection of Set Theory [14], which
defines the image of the surjective function as being
equal to its counter-domain. This property assumes it is
possible to arrange elements by modifying their relative
distances in order to obtain all partitions. A clustering
algorithm complies with Richness if and only if it
permits obtaining all partitions for the elements in E,
otherwise some partitions are impossible to be found.

Ensuring the possibility of finding all partitions for a
data set, as required by Richness, appears, at first, de-
sirable for an algorithm whose data nature is unknown.
However, this property may be difficult to comply with
[8].

Consistency refers to the ability algorithms have to
maintain the same partition when distances among ele-
ments within the same group are reduced while distances
among elements of different groups are increased. For
example, consider a partition Γ generated by a clustering
function f , according to a distance function defined by d.
Also consider changing d into d′ in a way that it increases
the distances among elements of distinct subsets of Γ
and reduces the distances among elements of the same
subset. A consistent clustering function f(d′) always
generates a partition Γ′ equivalent to Γ, in the sense

Int'l Conf. Artificial Intelligence |  ICAI'12  | 955



that f(d′) = f(d).
The previously described Kleinberg’s properties have

proven too demanding for a clustering function to com-
ply with, resulting in the incompatibility among them.
Kleinberg [8] proved, in an impossibility theorem, that
only two out of these three properties could be satisfied
by any algorithm. Although the practical consequences
of the impossibility theorem are limited, mainly because
small adaptations to the properties avoid the impossibil-
ity, Kleinberg’s approach has motived several studies to
further understand data clustering [5], [4], [22]. Among
those studies, very few are relevant to data streams.
To the best of our knowledge, the only exception is
the paper by Ryabko [15]. It deals with the problem
of clustering stationary stochastic processes, in which
the author claims that two elements must be associated
with the same cluster if and only if they are generated
by the same probability distribution. Nonetheless, the
usefulness of this result is limited in the context of data
streams, in which the behavior of sequences changes over
time.

III. Clustering data streams

Data streams differ from other types of data tra-
ditionally considered in Machine Learning. They are
infinite sequences with unknown and unstable behavior
[6]. These characteristics contrast with traditional data
sets, which are finite, have no particular order, and are
characterized by a stable behavior. These distinctions
have motivated the adaptation of Kleinberg’s data set
properties to data streams.

In this context, a data stream is defined as an infinite
and ordered set of elements, that is, a sequence S =
(st

−∞

, . . . , st
−k

, . . . , st0), in which elements are indexed
by t ∈ R. The data collection is performed at time
instants t whose order is given by integers k ∈ (0,∞).
The complete sequence is represented by S, while a

sub-sequence of data collected up to a time instant t

is St. Every element st in this sequence consists of a
vector of values v, i.e., the data features obtained. The
elements in St are comparable by a dissimilarity function
d : S × S → R

+.
The main goal of a data-stream clustering algorithm

f(d, S) is to generate a sequence of partitions Γ̄t0 =
{Γt

−∞

, . . . ,Γt0} for elements in St0 , in which Γt0 =
f(d, St0). The sequence of partitions is created from the
first data-stream element St

−∞

until the most recent
element St0 . Although S is infinite, partitions in Γ̄ have
a finite number of non-intersecting subsets. As a result
of practical requirements of the data streams analysis,
although S is infinite, every partition in Γ̄ may use only a
finite subset of S. Therefore, the design of f can consider
the option of removing a convenient subset of elements R
if they are represented by other elements or even expired.

In summary, the main difference of the problem of
data stream clustering, when compared to data set clus-
tering, originates from the infinite and ordered nature of
such scenarios, which demands a sequence of partitions
over time, instead of a single one.

A. Data-stream clustering properties

The differences between the data-set clustering prob-
lem and the data stream one motivated the adaptation
of Kleinberg’s properties. We observed these properties
do not assure that clustering partitions smoothly evolve
according to the data stream behavior. Therefore, we
introduce the property of Coherence, which states that
a coherent algorithm for data-stream clustering creates
partition sequences in which elements do not drastically
change from one cluster to another. This property en-
sures that clustering algorithms maintain continuity in
between consecutive partitions.

Firstly, the Time-space Scale Invariance property,
equivalent to Kleinberg’s property of Scale Invariance,
suggests that algorithms should produce the same par-
tition if the measurement scale of space or times is
transformed by a multiplicative constant.

Property 1: Time-space Scale Invariance – Consider
the multiplication of distances d by a positive constant
α, α · d, and the time indexes of each element st ∈ S

by another positive constant β, sβ·t. The sequence of
partitions f(d, st) is equal to f(α · d, sβ·t).

Similarly, the properties of Richness in Data Streams
and Time-space Consistency are adaptations of Richness
and Consistency for data sets. Both properties consider a
notion of temporal proximity, and, therefore, differ from
properties to data set clustering in terms of a reference
point in time to conduct comparisons among partitions.

Property 2: Richness in Data Streams – Consider
a reference point in time t0, a sequence St0 =
(s−∞, . . . , st0) observed until t0, and a matrix of dissim-
ilarity d among elements in St. The clustering function
f complies with Richness in Data Streams at instant
t0 through an arbitrary transformation of d and in the
order of elements in St if it is capable of obtaining all
possible partitions for (s−∞, . . . , st0).

The Time-space Consistency property extends Consis-
tency by including the notion of temporal proximity. It
states that if elements in the same cluster are temporal
and spatially closer to each other and, at the same
time, elements of different clusters are farther, then the
partition sequence is maintained.

Property 3: Time-space Consistency – Consider d′

and S′
t are transformations of matrix dissimilarity d

and observation sequence St such that the intervals
of the occurrence of elements within a cluster become
shorter and those of different clusters become longer.
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A clustering function f complies with space-temporal
consistency if and only if f(d, St) = f(d′, S′

t).
The proposed properties are directly related to those

defined for data-set clustering. Nonetheless, the data
stream properties based on Kleinberg’s study do not
oblige a clustering algorithm to obtain a logical sequence
of partitions for data streams. For practical purposes, the
guarantee that an algorithm will not randomly assign
samples to distinct clusters in consecutive partitions is
desirable. For example, in the context of concept drift
[13], the evaluation of clusters over time is required.
However, if consecutive partitions do not share a sense
of continuity, the evaluation becomes meaningless.

The continuity of partitions (Definition 2) is for-
malized by a relation named reach, represented by ⊲,
according to Definition 1. It is inspired in the concept
of refinement by Kleinberg [8], which states that a
partition Γ is a refinement of Υ if and only if each subset
in Γ either belongs to Υ or is contained in one of its
subsets.

Definition 1: A partition Γ reaches another partition
Υ if, for every subset A ∈ Γ, there is another subset B ∈
Υ, such as (A \RΓ) ⊆ (B \RΥ) or (B \RΥ) ⊆ (A \RΓ),
given that operation \ is defined by B \A = {s ∈ B|s /∈
A} and RΓ is the subset of elements in Γ that do not
belong to Υ, and RΥ is the subset of elements in Υ that
are not in Γ. The relation reach is denoted by Γ ⊲Υ.

Continuity (see Definition 2) is relevant to the analysis
of capability of clustering algorithms to capture the
behavior evolution of data streams.

Definition 2: A partition sequence Γ̄t is continuous

if and only if for all consecutive partitions, i.e., Γt−i−1

and Γt−i, in which i ≥ 0, the relation Γt−1 ⊲ Γt is true.
The guarantee of generating continuous partitions is

stated by the Coherence property. The Coherence of a
clustering algorithm allows, for example, employing mea-
surements to evaluate partition sequences and support
the exploratory analysis of phenomena.

Property 4: Coherence – For any d, St, and Γt =
f(d, St), the partition sequence Γ̄t is always continuous.
The time dimension is included in the first three

properties proposed to formalize the data stream clus-
tering. However, these properties do not approach the
generation of an infinite sequence of partitions, which
contrasts with the data set clustering defined only by
one partition. In this sense, the coherence of data-stream
clustering algorithms is probably the most important
property. The main relevance of the Coherence property
relies on the fact it provides a parallel between clustering
continuity and function continuity, allowing to evaluate
differences in clustering models over time. By measuring
such differences, it is possible to better the understand
phenomena represented by data streams. However, as
shown in the next subsections, Coeherence can be in-

compatible with other properties, and, sometimes, is
not respected by some current important algorithms.
For example, the usage of the k-means algorithm for
clustering data streams, whose data are pre-organized in
the form of micro-clusters, as performed by Birch [23]
and Clustream [1] will not guarantee the continuity of
partitions and, eventually, may not represent phenomena
behavior.

B. Analysis of clustering algorithm properties

The formalization we have proposed is aimed at
evaluating and supporting the design of data-stream
clustering algorithms. In a similar approach, Kleinberg
[8] considered the three previously mentioned data-set
clustering properties to prove no algorithm respects
them simultaneously.

Based on Kleinberg’s study, we have observed a similar
impossibility theorem to obtain a data-stream cluster-
ing algorithm for the first three properties proposed.
Furthermore, we have also observed that Properties 2,
Richness in data streams, and 4, Coherence, are mutually
exclusive, because the latter limits the possibilities to
produce partitions. In order to prove it, we show that if
a data-stream clustering function f complies with Rich-
ness, then it necessarily generates sequences of partitions
Γ̄ in which at least a pair of consecutive partitions does
not respect the relation reach; and, also, if f generates
only continuous sequences of partitions, then it does not
complies with Richness. Theorem 1 shows the impossibil-
ity of designing a data-stream clustering algorithm with
the properties of Coherence and Richness in data
streams.

Theorem 1: There is no data-stream clustering func-
tion f that complies with Properties 2 and 4.
Proof:

First part: suppose f complies with Richness in data
streams, then f generates a partition sequence Γ̄t con-
taining consecutive partitions that do not reach each
other.

We will show that there is a sequence Γ̄t with parti-
tions that do not reach each other, regardless of changes
in both distances d and the sequence of elements St. A
partition Γt is unreachable when there is no partition
Γt−1 preceding it, so that the relation Γt−1 ⊲ Γt is not
respected, that is, the set of all possible partitions at
instant t− 1 is empty.

It suffices to provide an example in order to prove
that there is an unreachable Γt. Take a partition at time
instant t, Γt = {{a1, b2}, {a2, b1}}, where elements ai, ∀i
and bj , ∀j in Γt−1 = {{a1, a2}, {b1, b2}} are in different
clusters.

It is known that {{a1, a2}, {b1, b2}} ⊲

{{a1, b2}, {a2, b1}} is not valid, because, according
to the definition of the relation reach, no subset of the
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first partition is contained in a subset of the second one,
and reciprocally. It is also known that, by definition,
any f that complies with Richness in data streams is
supposed to generate such a sequence of partitions.

Second part: if f generates only continuous parti-
tion sequences, then f does not comply with Rich-
ness in data streams. Consider the following partition
Γt−1 = {{a1, a2}, {b1, b2}}, then f cannot generate
Γt = {{a1, b2}, {b1, a2}} in the next time instant t, and,
similarly, if we take Γt−1 = {{a1, b2}, {b1, a2}}, then f

will not generate Γt = {{a1, a2}, {b1, b2}}.
Therefore, no f that generates continuous partition

sequences may comply with Property 2. �

C. Analysis of data stream clustering algorithms

The use of properties for the analysis of clustering
algorithms is incipient. However, such properties allow
the understanding of theoretical principles for the design
and selection of algorithms, taking into account utility
and economic factors inherent to the application domain
[3].

The properties we have introduced are the first to
represent the inherent characteristics of data streams.
In summary, these properties are Time-space Scale In-
variance, Richness in Data Streams, Time-space Consis-
tency and Coherence. We present a comparison among
the most relevant data stream clustering algorithms,
which is summarized in1 Table I based on the proper-
ties proposed. Among the algorithms are Birch [23],
WaveCluster [16], CluStream [1], Olindda [17]
and Starvation Wta [21]. Observe that none of the
algorithms complies with the property of Richness.

Table I
Evaluation of properties for data stream clustering

algorithms

Algorithm T-S Scale T-S Coherence
Invariance Consistency

Birch N N N
WaveCluster N — N
CluStream N N N
Olindda Y N N
Wta Y Y Y

(1) T-S means Time-space.

(2) Value ’Y’ means yes and ’N’ means no.

Usually, to verify that algorithms comply with such
properties, one can prove a theorem or present a coun-
terexample. However, in some cases none of the two
options is possible. On the other hand, there are other
options to check whether an algorithm respects a given
property. For example, when an algorithm limits the

1The symbol ‘—’ represents that it was not possible to achieve
an evaluation. We omit further details on verifying algorithm
properties due to lack of space.

number of groups, it does not comply with the property
of Richness. An algorithm does not comply with Prop-
erty 1, i.e., Time-space Invariance, if it considers any
threshold for accepting elements in clusters as there is
always a scalar constant that, multiplied by the distances
among elements, will modify the partition produced.
Still, an algorithm does not comply with Property 1 and
Property 4 if it does not consider the order of data during
clustering.

Another analytic option considers the evidence pre-
viously established for algorithms used to cluster tra-
ditional data sets, such as k-means and hierarchical
algorithms (e.g., Single-linkage) [1], [23]. For example,
algorithms that use k-means in the clustering process
do not comply with Property 4 because k-means does
not guarantee the continuity in sequences of partitions.
Among such algorithms, Birch and CluStream are
some of the most commonly considered data stream
clustering algorithms.

IV. Conclusions and Future Work

Despite the fundamental differences between data set
and data stream clustering, many studies have over-
looked the infinite, dynamic and transient nature of the
latter. In this paper, we formally tackled the problem of
data-stream clustering as an infinite sequence of parti-
tions. This approach is an extension of Kleinberg’s prop-
erties. Besides adapting Kleinberg’s properties to data
streams, we also proposed a new property referred to as
Coherence, which deals with the infinite and sequen-
tial properties of data streams. This new property was
proven to be incompatible with Richness, evidencing
the trade-off in between both properties when designing
data-stream clustering algorithms. The existence of few
related studies in this theoretical branch indicates that
this is a seminal study and also that there are plenty of
possibilities towards developing a clustering theory.
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Abstract— The network lifetime is one of the important factors in 

wireless sensor networks and is dependent on the network 

energy. Energy source in the network is very limited. In order to 

increase the network lifetime, energy saving should be 

considered. Clustering method is the one of the ways to consume 

energy efficiently that causes uniform load distribution and 

balanced energy consumption. In this essay, a new method for 

optimal selecting cluster head and clustering is presented using 

fuzzy logic. In the proposed method, a radius can be assigned for 

sensor with the help of fuzzy rules and fuzzy variables, energy 

and distance. Then cluster head sensors are elected with the help 

of fuzzy rules and energy and number of neighboring sensors as 

two fuzzy variables. Thus, the best sensors are selected as a 

Cluster head. Furthermore, with the help of obtained radius, 

cluster size is controlled with regard to distance from the base 

station. It means that clusters close to the base station are larger 

than far clusters. Therefore, in the proposed protocol the 

network energy consumption, which is uniformly distributed in 

the network, is reduced. MATLAB simulation results indicate 

that the proposed protocol managed to increase network lifetime 

more than LEACH and EECS protocols. 

Keywords- Cluster head, clustering, fuzzy logic, wireless sensor 

networks, network lifetime, sensor (node) 

I.  INTRODUCTION (HEADING 1) 

     Wireless sensor networks consist of many small, 
inexpensive sensors. Sensors are capable of processing, energy 
and have a limited memory. In wireless sensor networks, they 
collect data related to the environment events and send them to 
the base station [1]. Nowadays, wireless sensor networks have 
many usages in human life. Among these applications, 
monitoring the environment of humans and animals life, fire 
detection, flood, medical applications and military issues can 
be mentioned [2]. 

     One of the most important factors in designing wireless 
sensor networks is energy. It is not possible to recharge or 
replace the sensors energy sources since the energy source in 
sensors is limited (because of the numerous number of sensors) 
and lack of access to them in different geographic 
environments in the network, [3] [4]. 

                                                                                                                                                                                                                                                                                                        
     Therefore, energy is very important in saving wireless 

sensor networks and many researches have been presented on 
the field of optimizing energy consumption and increasing 
network lifetime. Among the protocols presented, hierarchical 
protocols based on clustering are efficient in energy 
consumption.                                                                                                                                                                                                                                                                                                                                      
In these protocols, the network is divided into parts called 
clusters. In each cluster, a sensor is selected as a cluster head. 
Other cluster sensors collect data from the environment and 
send them to cluster head. After data collection, cluster head 
aggregates them in order to delete repetitive data and 
eventually sends them to the base station. In these protocols, 
only cluster heads communicate with the base station and other 
sensors are connected to cluster heads. 

Therefore, in these protocols, selecting a sensor as cluster 
head and aggregating data will significantly result in saving 
energy. Reducing energy consumption can increase the 
network lifetime because of direct connection in wireless 
sensor networks between reducing energy consumption and 
increasing the lifetime of the network. In this essay, a new 
efficient protocol in energy consumption is presented with the 
help of fuzzy logic and considering distance and energy as two 
variables to determine the sensors radial range and considering 
energy and number of the neighboring sensors as two variables 
in cluster head selecting process. 

     As we follow, in section 2 past works are discussed, in 
section 3 the proposed protocol is presented and in section 4 
simulation is performed. 

II.  REVIEWING PAST WORKS 

 
       There have been many researches to optimize energy 

consumption in wireless sensor networks and a lot of clustering 
algorithms have been discussed. LEACH algorithm [1] [7] is 
one of the first cluster routing methods presented for sensor 
networks .In LEACH protocol, time is divided into the parts 
called the round and each round is divided into two phases. The 
first phase is called set-up phase in which clusters are formed 
and the second phase, which is related to normal network 
function, is called the steady-state phase .In the first phase, 
using a probability function, head clusters are selected. Each 
sensor selects a random number between zero and one. If this 
number is smaller than a specified threshold (T), the sensor is 
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selected as the cluster head during the round. This probability 
function is designed so that each sensor is selected as cluster 
head only once within a certain number of rounds, and thus 
energy consumption is spread over the entire network. After 
cluster heads were selected in the set-up phase, each cluster 
head announces the selecting news to the other sensors and 
other sensors select the nearest cluster head as their cluster 
head, then they inform the related cluster head. In the second 
phase, each sensor sends data to its cluster head and cluster 
head combines the received data and sends it to the base 
station. 

LEACH protocol also has disadvantages. For example, the 
cluster head may be placed close to each other. In addition, 
remaining energy of the sensor for selecting cluster head is not 
considered; therefore, a sensor containing very little energy 
may also be selected as cluster head. Similarly, cluster head 
may be placed in one low-density position or be placed on the 
edge of the network. 

 LEACH-C algorithm [1], is the way in which the cluster 
heads are selected based on sensors position data and the 
amount of remaining energy. In the set-up phase, each sensor 
sends information about its status and remaining energy to the 
base station. Then the base station chooses the cluster heads 
based on this information. One of the advantages of this 
method is that by placing the head clusters in the center of 
cluster, the energy consumption will evenly be distributed 
between the sensors. 

   In algorithm [8], a cluster head selecting method is 
presented using fuzzy logic. In this protocol, cluster heads are 
selected with the help of two variables, energy and local 
distance, within a constant radius. Local distance is the total of 
the distances of neighboring sensors within the radius. 

   In [9], a fuzzy algorithm for selection of cluster heads has 
been suggested. In this algorithm, cluster heads are elected by 
the base station. It means at first the sensors send data to the 
base station in the network and the base station selects cluster 
head with the help of three fuzzy variables: energy, 
concentration and centrality. 

   In EECS-M algorithm [10], a clustering method based on 
energy level is presented. In this algorithm for each level of 
networks energy, a competitive radius is taken. Sensors at 
every level within their radius compete to be Cluster Head. 
Sensors within their radius are selected as cluster head based 
on remaining energy. In this protocol, clusters size are different 
from each other in terms of area in which the sensors are 
placed. It means that clusters close to the base station are larger 
than far clusters.  

   In EECS algorithm [11], the author considers a constant 
radius for all sensors. In addition, he/she uses a competitive 
algorithm for the phase in which cluster heads are selected. The 
candidate sensors in the constant competitive radius examine 
that if there is a sensor with more energy, they exit the 
competition and broadcast the exit message. A sensor, which 
has maximum energy in this radius, elects itself as a cluster 
head and broadcast the advertisement message. In this protocol, 
Cluster heads are uniformly distributed in the Network. 

Therefore, the size of the clusters is constant due to the 
constant competitive radius. 

III.  THE PROPOSED ALGORITHM  

     The proposed algorithm is among those clustering 
algorithm. In this protocol, it has been attempted to reduce 
energy consumption and increase network lifetime using fuzzy 
rules .Cluster head energy consumption is different with regard 
to the distance from the base station. Cluster heads, which are 
close to the base station, consume the less energy for sending 
aggregated data than cluster heads far from the base station. 
For this reason, the far cluster heads lose their energy faster in 
the protocols that elect cluster heads without regard to the 
remaining energy and distance. In addition, the size of the 
clusters is effective in the cluster heads energy consumption. It 
means that cluster heads will consume more energy in the large 
clusters. Therefore, in this paper, using fuzzy rules for sensors, 
based on the amount of remaining energy and the sensor 
distance from the base station, a radius is considered. Then for 
selecting cluster heads for sensors, a chance is obtained in 
terms of fuzzy rules and based on remaining energy of the 
sensor and the number of neighbors within the related radius. 
Then the sensor, which has a maximum chance within its 
radius, is selected as cluster head and broadcasts the 
advertisement message to the network.  Thus, the proposed 
protocol with selecting high-energy sensors as cluster head and 
limiting the size of clusters with regard to the distance from the 
base station cause energy consumption to reduce and ultimately 
lead to increasing network lifetime. 

A.  Network Model 

Network is intended with the following specifications: 

 Sensors are homogeneous and are distributed 
uniformly in the square area. 

 Base station and sensors are fixed (static and 
unchanging). 

 The base station is located outside square area. 

 All sensors have the same initial energy. 

 Sensors are aware of their position. 

B.  radio model 

     Radio model is discussed in [12] and used as the 
connecting model among the sensors. Equation (1) shows the 
amount of energy to transfer an L-bit packet to the distance d. 
Eelec, shows the amount of consumption energy of the 
transmitter and receiver circuits. εfs and εmp, shows the amount 
of waste energy to boost the RF at a distance d0 which is 
obtained by using equation (2):  
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   Consumed energy to receive an L-bit packet is also 
calculated by using equation (3): 

                 
elecRX ELE                                                (3) 

      Consumed energy in cluster heads is also calculated 
during a round by using equation (4): 
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K shows the number of clusters and EDA determines data 
combination cost. d

4
 to-bs is the average distance between cluster 

head and the base station. The consumed energy in 
conventional sensors is also calculated by using equation (5): 
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2
 to-bs is the average distance between the cluster member 

sensors and cluster head. 

C. The working process of the proposed algorithm 

     This essay assumes that the sensors calculate their 
distance from the base station by receiving the message from 
the base station. Each sensor is aware of its position and its 
remaining energy. In the proposed protocol like LEACH 
protocol, time is divided into parts that are called the round. In 
each round, there are both set-up phase and steady-state phase. 
In set-up phase, radius and a chance are calculated for the 
sensors. Then cluster heads are selected and clustering is 
performed. In stable phase, data is collected, aggregated and 
sent to the base station by cluster heads. 

1) Determining the radius for sensors with the help of 

fuzzy function 
As previously discussed, each sensor is aware of its 

remaining energy and distance from the base station. In this 
protocol, for reducing energy consumption a radius is 
considered for each sensor in terms of the remaining energy 
and distance from the base station. In the case of electing as a 
cluster head, this radius makes sensor have a clustering limited 
to its radius in order to prevent rapid energy discharge; because 
cluster heads, which are far from the base station, have more 
energy consumption. For determining the radius in fuzzy 
function, fuzzy rules use two fuzzy variables, which are 
defined as follows: 

 Energy: The amount of remaining energy of sensor. 

  Distance: the distance of a sensor from the base 
station. 

Fuzzy function acquires the radius in terms of these two 
variables with the help of fuzzy rules. Thus, if energy is high 
and distance is close, radius will be become larger. Energy 
consumption for data transmission to the base station is low in 
those sensors, so large radius is considered in order to have a 
bigger cluster. On the other hand, if energy is low and the 
distance is far, radius is considered too small. The used fuzzy 
rules to calculate the radius are shown in table 1 and fuzzy sets 
are shown in figure 1. 

TABLE I.   FUZZY IF-THEN RULES FOR RADIUS 

Radius Distance Energy 

Very small 

Very small 
Small 

Small 

Medium 
Large 

Medium 

Large 
Very large 

Far 
Medium 

Close 

Far 
Medium 

Close 

Far 
Medium 

Close 

 

1-low 

2-low 
3-low 

4-medium 

5-medium 
6-medium 

7-high 

8-high 
9-high 

 

1-a) energy 
 

 

1-b) distance 

 

1-c) radius 

Figure 1.  fuzzy sets for radius 

2) Calculating the chance for sensors with the help of 

fuzzy rules 
     After determining the radius for the sensors, the amount 

of chance to be cluster heads is calculated. To calculate the 
chance in terms of fuzzy rules, the following two variables are 
used: 
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 Energy: the remaining energy of the sensor. 

 Neighbor: the number of neighbors in the sensor 
radius.  

   In this protocol, sensors, which contain high-energy and a 
great number of neighbors, have more chance to become 
cluster head, because these sensors are able to manage large 
clusters. Considering the number of neighbors will result in 
minimizing the number of cluster heads. Energy consumption 
is more in cluster heads; therefore, it reduces energy 
consumption in the network. The used fuzzy rules for chance 
calculating are shown in Table 2 and fuzzy sets in Figure 2.  

TABLE II.  FUZZY IF-THEN RULES FOR  CHANCE 

Chance Neighbor Energy 

Very low 

Low 

Rather low 
Med low 

Med 

Med high 
Rather high 

High 

Very high 

Little 

Normal 

Many 
Little 

Normal 

Many 
Little 

Normal 

Many 

1-low 

2-low 

3-low 

4-medium 

5-medium 
6-medium 

7-high 

8-high 
9-high 

 



2-a) energy 

 

2-b) Neighboring sensors 



2-c) chance 

Figure 2.  Fuzzy sets for the chance 
 

3) Eelecting cluster head and clustering 
After determining the radius and calculating the chance 

using fuzzy rules, cluster heads should be elected. A sensor 
with maximum chance is elected as a cluster head. Each sensor 
searches the area within its radius for maximum chance. If 
there is no sensor with more chance, the sensor elects itself as 

the cluster head and broadcasts the advertisement message to 
the network. Other sensors, after receiving the message, inspect 
that if they place within several cluster heads limits, they 
choose the nearest cluster head as their cluster head and send 
the Join message to it. 

IV. SIMULATION 

In this paper, the provided protocol and LEACH and EECS 
protocols have been simulated using MATLAB. For this 
purpose, a 300m × 300m network is considered. Sensors are 
uniformly distributed in the network. The position of the base 
station is in the 150m × 450m in the network. Initial energy is 
0.5 J for each sensor. The test values for Eelec, ε fs, ε mp and E 
DA is respectively considered 50 nJ/bit, 10 pJ/bit/m2, 0.0013 
pJ/bit/m4 and 5 nJ / bit / signal. In Figure 3, the average of live 
sensors (node) in the network is shown with scenarios 
(different cases), 100,200,300,400, and 500 sensors. As we can 
see, the average of live sensors in proposed algorithm is more 
than the LEACH and EECS algorithms because in the 
proposed algorithm, cluster heads and the size of clusters are 
selected in terms of fuzzy rules; as a result, load is optimally 
distributed. 



Figure 3.  the average of live sensors in the network with scenarios, 

100,200,300,400 and 500 sensors 

In Figure 4, the average energy of total network is shown 
with scenarios, 100,200,300,400 and 500 sensors. As we can 
see, the average of the network energy in the proposed 
algorithm is more than LEACH and EECS algorithms because 
in the proposed algorithm the sensors radius is determined in 
terms of fuzzy rules; therefore, the far cluster heads lose their 
energy slower. In addition, the best sensors are selected as 
cluster head. 

 

Figure 4.  Average energy network with scenarios, 100,200,300,400 and 500 

sensors 
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In figure 5, the average number of sent packets to the base 
station in network is shown respectively in the proposed 
algorithm and EECS and LEACH algorithms. 

 

Figure 5.  Average number of sent packets to BS with scenarios, 

100,200,300,400 and 500 sensors 

       In figure 6, number of cluster heads in the network 
with 100,200,300,400 and 500 sensors is shown respectively in 
the proposed algorithm and EECS and LEACH algorithms. As 
we can see, the number of the cluster heads is higher than the 
proposed algorithm. 

 

Figure 6.   number of cluster heads of in the network with scenarios, 

100,200,300,400 and 500 sensors 

In figure 5, the first dead sensor based on number of round 
in the network with 100,200,300,400 and 500 sensors is shown 
respectively in the proposed algorithm and EECS and LEACH 
algorithms. As we can see, in the proposed algorithm, the 
network loses its first sensor slower than the EECS and 
LEACH algorithms. 



Figure 7.  The first dead sensor based on number of round 

V. CONCLUSION 

In this paper, a protocol has been presented for the selection 
of cluster head using fuzzy logic. In this protocol, using fuzzy 
logic, a radius is considered for each sensor. Then with the help 
of fuzzy rules, Cluster Heads are chosen based on the variables 
such as remaining energy and the number of neighboring 
sensors within the related radius. Since energy consumption is 
high in cluster heads, selecting them based on energy will 
result in having enough energy to perform and avoiding rapid 
discharge energy. 

  Determining the radius in terms of fuzzy rules for the 
sensors also helps to obtain the number of neighbors within the 
radius. In addition, the size of the clustering is limited to the 
radius. Therefore, large clusters can be formed nearer than the 
small clusters to the base station. Thus, the proposed protocol 
reduces the energy consumption and increases the network 
lifetime. Simulation results confirm that the proposed protocol 
performs better than the LEACH and EECS protocols in terms 
of energy consumption and lifetime.  
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Abstract - The article presents a method for obtaining the 
contour of an object in real time from not binarized images 
and for objects that can be assembled on line in automated 
manufacturing processes. The contour information is 
integrated into a descriptive vector called [BOFnew], 
which is used by a neural network model of the type 
FuzzyARTMAP to test the feasibility of the method using the 
generated contour to learn of the object and then recognize 
it later To this end, it requires a fast and robust method to 
acquire process and communicate to a robot the 
information about positioning and orientation of an object 
for assembly purposes. The used algorithm and its 
simulation was developed in MatLab 7.0. 
Having this method for object recognition manufacturing 
tasks improves this methodology and allows the 
implementation of these algorithms in FPGA´s, which gives 
in manufacturing cell a real possibility performance 
demanded by industrial environments. 
 
Keywords: robot, vision, manufacture, FPGA 
 

1 Introduction  
 The process of locating and recognizing an object to 
perform fixtureless robotic assembly tasks in line and in an 
intelligent manufacturing cell, is an open research goal, 
since they are obvious advantages with using robots in 
assembly lines, and the automation of industrial processes 
(DeSouza 2002). In order to perform autonomous assembly 
operations in manufacturing processes, requiring high 
levels of accuracy, robustness and speed of operation, this 
vision machines are very useful to the be used as a sensory 
robot capability because they make it possible to close the 
mesh of control for the calculation of the POSE of the end 
effector of a robot (Hutchinson, 1996), the importance of 
the issue is demonstrated in the application performed by 
Bone and Capson (2003) for the assembly of components 
online in the automotive industry. 

 Recognition, tracking in real time and the estimation 
of the POSE of an industrial object using methods based on 
geometric characteristic is shown by Yoon and DeSouza 

(2003), in these applications, the speed and accuracy are 
primordial factors of the order of milliseconds (commercial 
video box) with errors of an estimation of millimeters in 
the operation; as a successful alternative methods based on 
the use of primitive characteristics based on silhouettes 
allow to satisfy these requirements (Miller et. to 
the.)(2003); There are numerous approaches in the area of 
image processing to recognize and locate objects, like 
using descriptors of chain codes  (Bribiesca, 1999), use of 
invariant features of silhouettes (format watery et.al., 
2002), artificial intelligence techniques as neural network 
to implement systems for the classification of patterns 
invariant to scaling, translation, and rotation (Andüceer and 
Oflazer, 1993) and intelligent manufacturing systems 
guided by vision (Langley)(, et.al., 2003). On the other 
hand, much effort has been focused on the development of 
effector right-handers mounted on the end terminals of 
robots manipulators (Bicchi and Kumar, 2001). 

 The article, presents an algorithm which allows to 
obtain the POSE of an object in an assembly line based on 
extracted information of an acquired image in real time, the 
centroid calculation is performed, which in our method is 
basic information for the recognition of the object and its 
orientation obtaining critical points within an image to 
represent the border/contour points border and the centroid 
of the object; a set of numerical sorted pairs, is generated 
by the algorithm, and form the basis for the formation of an 
object descriptive vector (Current Frame Descriptor). 
Descriptor vector is presented to a neural network of the 
type Fuzzy ARTMAP (Carpenter, 1991); This integrated 
process concludes a process of learning online; new vectors 
calculated with new images, refine the learned information 
thereby obtained a process of incremental learning thanks 
to the strength and rapidity of the neural network model 
used; in order to make more robust in terms of lighting and 
speed, the method performs an analysis of the 1D 
histogram to calculate threshold levels of gray scale for 
optimal segmentation of the image with different 
conditions of illumination, 2D histogram might be used to 
obtain the region of interest (ROI) and make the process of 
descriptive vector generation of the object with a lower 
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resolution and therefore faster, the integration of the 
algorithm with neural network, makes the method 
substantially a robust process with characteristics of 
invariance for its real application environments in  
manufacturing processes.  

2 Methodology 
 The process begins with the acquisition of the image 
in gray levels of the object, then the distribution frequency 
of grey levels within the image (histogram 1D, Figure 3), to 
establish the levels of comparison, an "Operator Threshold" 
is used for image segmentation, then a binary image 
process is carried out within a certain dynamic range for 
lighting to obtain a silhouette of the object. In order to 
reduce processing time, the algorithm that generates the 
descriptive vector (CFD), applies only on the region of 
interest (ROI), which can be obtained on the basis of the 
2D histogram. In this way, with the 1D histogram analysis 
are obtained the criteria of segmentation to generate the 
binary image and with the 2D histogram for spatial 
distribution of gray levels information in order to reduce 
the resolution of the image.   

 Once you have an image of the ROI, the method 
proceed to obtain a primitive binary image (PbinIm), which 
serves as a basis for the necessary information for 
calculating the POSE; applying the algorithm, we obtain a 
set of ordered pairs of critical points in the image used to 
generate information of the object containing the properties 
of invariance for rotation, translation and scaling as well as 
the centroid of the upper surface and orientation with 
reference to the NN point (North). 

 This information represents a model as a vector CFD 
vector with the information needed to extract properties 
that allow to recognize the object. 

2.1 1D and 2D histogram  

The 1D histogram shown in Figure 1, allows to know the 
frequency distribution of grey levels of an image 
(probability density function). 

A model of an image is: 

 ),(Im yxf=  (1) 

for a range of grey levels: 

 10 −≤≤ LGl  (2) 

where Gl is the gray level of each point in the image as: 

  ),Im(),( yjxijiGl ∈∃  

where 

 NjiLjiGl ,1,,1,0),( =∀−=  (3) 

 1D Histogram methods, provide a selection of peaks 
or valleys using a Bayesian estimation of the probability 
density function of grey levels in the image or with a 
numerical analysis of the histogram for image 
segmentation (Sahoo et al., 1988); in our case, segmenting 
the image means separating the elements of interest for the 
computation of parametric or not/parametric properties, by 
providing us with the separation of desirable segments in 
the image for the subject and background, and a further 
segmentation separates the parts to acquire orientation 
information. On the other hand, traditionally optimization 
continued to obtain comparison thresholds are based on 
criteria attached to the variance and the entropy of the 
distribution of colors in the image, but they provide greater 
computational consumption in processes (Pun, 1981).  

 Having a grayscale levels image F(x,y) with MxN 
pixels, where lower numeric values represent the most dark 
colors and higher values the clearest colors, a function 
called "1D Thresholding Function" can be obtained as 
follows: 
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Figure 1 - 1D Histogram 

 The 2D histogram is used to represent the probability 
of the co-occurrence of two values of gray levels when 
their corresponding pixels are separate at a specific 
distance. It can be defined as a matrix H2d containing 
information of the grey level of each pixel and the level of 
grey average in the vicinity of a pixel within the scale used, 
i.e.: 

Threshold 
value 
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 where MN is the size of the image, and where the 
local averages values represent the spatial information, 
without having a representation of the precise point of 
information that reflects every pixel, but if it allows to get 
an idea of the spatial distribution of the pixels associated 
with certain regions in the image base for the criterion of 
the definition of the ROI (Ahuja et al., 1978). The value of 
the local average in a window of small dimensions (2w + 
1)2 centered in a pixel (x, and), is defined as:  
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and thus gets a 2D Thresholding Function f(T,S_) defined as: 
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where 

 
 11,,0 −≤≤ LbTbo

 

and (T,S) is a 2D comparison vector. 

2.2 Algorithm [CFD & POSE] 

 The algorithm for the descriptive vector generation, 
called [CFD & POSE] is shown below and is illustrated by 
an example of a 32 x 32 image resolution rectangle showed 
in Figure 2.  

 Of the original image, a data structure is obtained, and 
using the above explained process, to determine of 
comparison thresholds to binary operation and the ROI 
(Figure 3), [CFD & POSE] algorithm is applied that uses a 
transformation we call Weight  Matrix Transformations as 
follows: 

 

 
Figure 2 - 32 x 32 resolution original square image to 

generate a descriptive vector. 

 Apply the Weights Transformation Matrix of (HWf), 
calculation of numerical ordered pairs and generation of 
vector Vx (m) and Vy (m), this process allows boundary 
points and centroid information generation very fast. 

Figure 3 - Binary image 

 

2.3 Weight Factor Matrix Transformation  

 This transformation get an array with numerical 
values in the image according to its weight and on the basis 
of a binary image, each numerical value is related to a 
couple of coordinates to establish its location, the weight 
number is defined as: 

 [ ]natesaircooordinumericalpNWfnumber     →  

Where 

 ∑ ≤≤ max       K   (kxk)    )1́(      min NWfernelensNWf  (8) 

where k = 3 and numbers are obtained between: 

  9        0 ≤≤ NWf  (9) 

32X 

32Y 
 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1 
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 the image shown in Figure 4 is obtained, which is the 
transformation of the binary image to an image with the 
representative of the centroid and contour weights; from 
collection of numbers, we find the Median of Nwfmax 
provides the centroid of the object and the NWf min the 
extreme points of the outline of the object. 

 Numerical ordered pairs and vector Vx (m) and Vy 
(m) calculation 

0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  2  2  1  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  2  4  5  3  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  1  4  7  8  6  3  1  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  1  2  4  6  8  9  8  6  4  2  1  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  1  3  5  7  8  9  9  9  8  7  5  3  1  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  3  6  8  9  9  9  9  9  9  9  8  6  4  2  1  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  1  3  6  8  9  9  9  9  9  9  9  9  9  8  7  5  3  1  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  2  5  8  9  9  9  9  9  9  9  9  9  9  9  9  8  5  2  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  2  5  8  9  9  9  9  9  9  9  9  9  9  9  9  8  5  2  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  1  3  6  8  9  9  9  9  9  9  9  9  9  9  8  6  3  1  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  1  3  5  7  8  9  9  9  9  9  9  9  8  6  3  1  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  1  2  4  6  8  9  9  9  9  9  8  6  3  1  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  1  3  5  7  8  9  8  7  5  3  1  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  1  2  4  6  7  6  4  2  1  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  3  4  3  1  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 
0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0 

 Figure 4 - Image with representative weights for centroid 
and border points. 

Following the algorithm for calculating the numerical 
pairs of coordinates and vectors Vx (m) and Vy (m) is 
showed, image scanning is left-right and top-down 
directions. 

� Find a different number of zero and save it as a 
minimum. 

� Stores X and Y coordinates in vectors Vx (m) and 
Vy (m). 

� Progresses, if new number greater than the 
previous save it as a maximum, and retains the 
minimum. 

� Progresses, if new maximum number greater than 
the largest stored, save it as bigger and if less than 
the smaller stored, save it as a minor. 

� Store the minimum of minimum and maximum of 
maximum as well as the possible number of them. 

 Application of the transformation of matrix of weights 
(HWf) proceeds as follows: 

� Calculation of numerical ordered pairs and obtain 
vector Vx (m) who (m) 

� Border points extraction and centroid. 

� Among the number of maximum´s, get the 
coordinates of the median of the related 
coordinates. 

� Border points and centroid extraction. 

Applying the algorithm, the vectors containing the 
coordinates of X and Y, and the contour points are 
accumulated in vectors that we call: 

{ }

{ } min,...2,1,0)(

: and

 min,.....2,1,0)(

NWfynyyymvectorY

NWfxnxxxmvectorX

=

=

 (10) 

 For the showed rectangle image ROI of 32 x 32, the 
boundary points for the X´s and Y´s are: 

Array  

(Xm)={15,18,14,19,13,20,12,21,11,22,9,23,24,9,24,10,24,11,23,12,
22,13,21,20,14,19,15,18}     
Array 
(Ym)={9,9,10,10,11,11,12,13,14,14,15,16,17,18,18,19,19,20,20,22
,22,23,23,24,25,25,26,26 }  

the calculation of centroid grouping all the maximum 
points for X-Y´s as follows: 

 
[ ]

[ ]∑ −−=

−∑−=

YNWfYNWfNoYc
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   maxmax.
1  

maxmax.
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 (11) 

and for the case example, the centroid is at:  C = (Xc, 
Yc)xy(16,17) (13) 

 outline coordinates in the example are: Contour = 
{(15.9), (18.9),..., (18,26)}, then having the coordinates of 
the  border points and the centroid, border distances are 
calculated, in an order defined in a clock wise direction 
(CW), and we can get a border points function that we call 
Boundary Object Function (BOF) with: 

 grid)gular  tamaño(ann    0    

    )12()12(    22

≤≤∀

−+−= YYXXDn

 (12) 

 The process is illustrated in Figure 5, on the basis of 
the original rectangle image until a BOF table. Is 
generated. 
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Figure 5 - Process for obtaining of the Boundary Object 

Function for the rectangle. 

 The descriptive vector is then formed with the 
previously calculated distances that are normalized to have 
independence of scaling, which defines a grid/angle for the 
border function points BOF, with normalizes n points, and 
where each of these points in the angular grid represents 
the degrees which form the angular increase for each 
standard step. Angular position of the object of 180º 
rotation represents a move of 90 steps on angular grid in 
the direction CW. 

2.4 A new method using an angular scanning 
of the objects obtained from not 
binarized images 

 The descriptor is a vector of values that represent 
certain characteristics of an object as the nth distance that 
exists between the centroid and a border point of the object. 
In such a way that no matter the position, scale and rotation 
of an object, its descriptive vector is always the same. 
Calculate the BOF of an object, is part of a method by 
(Peña and Lopez 2006) for the recognition of objects on 
line for assembly of parts with robotic arms.  

 To calculate the BOF with the new method we have 
the following considerations: 

� image processing is a simulation of an object. 

� set image size is 100 x 100 pixels 

� is a solid and filtered image with values in each 
pixel of 255 for white and 0 for black. 

� The region of interest (ROI) has been established 
to focus on the object in the image. 

 Procedure to calculate the BOF with this method: 

I. Calculate the centroid of the image 

II. From the centroid define a straight line trajectory 

 

y = tan(φn)x +b0  (13) 

where φn is an angle that varies from 0 to π, and b0 is the 
ordered to the source that is based on the angle φn, and x 
are the matrix index of the image and represent the position 
of a pixel (figure 6). 

 

 
Figure 6 - A generated BOF for a square object with 

different grid resolution 

 A tentative resolution, pre, was defined as 0.1; it 
means 22 points. Which give a very low resolution that 
could confuse the ANN. Remember, in time computers 
topic, more points imply more resolution therefore more 
spent computer calculation time. Then variable pre was set 
in 0.01 with 202 points (figure 7). 

 
Figure 7 A generated BOF for a square object with 

different grid resolution  

III. According to the trajectory, each pixel is evaluated and 
if its value is 255 returns to position x - 1 back to calculate 
the coordinate which will be the border pixel. 

IV. The distance of that point border to the centroid is 
calculated with the equation: 
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     )12()12(    22 YYXXDn −+−=  (14) 

grid)ar size(angul n    0    ≤≤∀  

 

V. The distance Dn is storing in the BOF [n] vector 

VI. Φn with precision p increases. 

VII. Repeat steps 2 to 7 until φn reaches the value of π. To 
determine the best accuracy, for our purposes we change 
the variable pre's as shown in Figure 6. 

2.5 FPGA implementation. First 
approximation process 

 Since there are some works around ANN 
implemented on FPGA (Liu, 2005) it is important to 
standardize and format the inputs and outputs. Thus, the 
late described method represents an effortless way to 
calculate BOF in logic design level.  

 A 2D image is a integer matrix with index i and j and 
supposing that the centroid is well known, the 
implementation of equation (13) in VHDL (VHSIC 
hardware description language) is simple. 

3 Conclusions 

 The algorithm presented to calculate the BOF is an 
original idea that seeks to make a proof of concept and an 
assistant to train and qualify RNA for assembly object 
recognition purposes. To tracking pixel to pixel is not 

necessary a binarization process for the image. We realize 
the method is efficient, but might be improved in some 
aspects like due to the possibility that in the border point 
tracing procedure might catch more than one pixel. 
Arriving the 90 and 270 degrees, the slope of the line is so 
great that the advance from pixel to pixel exceeds the 4/1 
ratio in x, which causes that border point found can be far 
away of the border. This was corrected improving the 
algorithm to the limits to 90 and 270 degrees an improved 
figures are shown in figure 8. At the same time, the error 
committed with pixel tracking, specifically on the slopes 
close to 90 and 270 degrees can be minimized increasing 
the resolution of the image. It is also possible to modify the 
algorithm of the BOF following an upward and downward 
trajectory for 90 and 270 degrees respectively. As for the 
RNA stands that largely reaches to recognize images that 
occur when train you with three basic figures. Even though 
it modifies the image resolution to recognize, succeeds in a 
66.6% the only failing is the circle. However it worthwhile 
to perform the experiment again with other figures to 
dispose of the problem of the non-recognition is due to 
intrinsic characteristics of a circle as for example their 
distances to the centroid are constant, but the BoF 
presented here shows some noise Figure 8. 

 
 
 
 
 
 
 
 

  
 

  

 

Figure 8 generated BOF for a triangle, circle and square objects and improved process 
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A sEMG-SKELETAL MUSCLE FORCE DATA FUSION BASED ON 

MINIMUM DESCRIPTION LENGTH CRITERION 
 

Madhavi Anugolu, Chandrasekhar Potluri, Steve Chiu, Alex Urfer, Jim Creelman and Marco P. Schoen 

 

 
Abstract–This paper provides a method of fusing the 

sEMG/skeletal muscle force sensor array data using a 

Minimum Description Length (MDL) data fusion algorithm. 

The sEMG data and the corresponding skeletal muscle force 

data are acquired from a test subject. A nonlinear Bayesian 

Half-Gaussian filter is utilized to filter sEMG data and the 

skeletal muscle force signal is filtered by using a Chebyshev 

Type-II filter. A System Identification Technique is employed 

to derive the mathematical relationship between the sEMG 

(input) and the skeletal muscle force (output) data. We 

implemented linear and nonlinear parametric- Auto-

Regressive with eXogenous input (ARX), Auto-Regressive 

Moving Average with eXogenous input (ARMAX), Output 

Error (OE) and Weiner Hammerstein modeling. The 

estimated model output from the three sensors are combined 

by using a probabilistic based Minimum Description Length 

(MDL) fusion algorithm. The results are thought provoking 

and the overall fused output has better correlation with the 

actual force when compared with the individual sensor 

estimated force. 

Keywords: sEMG, hand prostheses, data fusion, system 

identification, minimum description length criterion 

 

I. INTRODUCTION 

In the United States, there are more that 2 million amputees 

and according to the statistics provided by the National Limb 

Loss information Center, this number will reach 3.6 million 

by 2050 [1].  
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The etiologies of hand amputations include cardiovascular 

disease, congential deformities, nerve injuries, tumors, and 

trauma [2]. Over the past few decades, numerous research and 

clinical studies have concentrated on the field of prosthetics. 

Even today, however, most individuals with upper extremity 

and hand amputations have difficulty acquiring an affordable 

prosthesis which allows for good functional hand motion. [3] 

Due to recent advances in technology, a great interest has 

emerged in the design of a better hand prosthesis controlled 

by integrated Electromyographic (EMG) signaling. In general, 

the EMG signal is a composition of action potentials produced 

by the electrical activity of the muscle groups. This signal 

depends on the flow of ions such as sodium (Na+), calcium 

(Ca++), and potassium (K+). These signals can be measured 

either by inserting the needle electrodes into the muscle 

tissues or by affixing the surface electrodes to the skin.  

 

In this work, we used surface Electromyographic (sEMG) data 

since it does not require any surgical monitoring.  The sEMG 

signals can be used in various engineering and clinical 

applications [4, 5]. One must be careful in analyzing sEMG 

signal [6]. Especially in engineering application, sEMG can 

be used to control the position and force of the prosthetic hand 

[7]. The sEMG signal amplitude varies from person to person 

and it depends on the applied force. Some other factors like 

cross-talk from different muscle groups, and biochemical 

reactions in the muscle fibers influence the sEMG/skeletal 

muscle force relationship. Therefore, these factors contribute 

to randomness and complexity of the sEMG signal.  

 

 

From our particular perspective, it is desirable to combine the 

data from the array of sensors. So, in this work, we 

implemented a Minimum Description Length (MDL) criterion 

to fuse the sEMG/skeletal muscle force data from the three 

sensors. After collecting the data, the sEMG signals are 

filtered using a Genetic Algorithm (GA) based nonlinear 

Bayesian Half-Gaussian filter. The skeletal muscle force data 

is filtered by using a Chebyshev Type-II filter. Considering 

the sEMG as input and skeletal muscle force as output, 

System Identification (SI) technique is utilized to extract the 

dynamic relationship between the sEMG data and its 

corresponding skeletal muscle force data. The estimated 

output models are fused with a probabilistic based Minimum 

Description Length (MDL) criterion. 
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II EXPERIMENTAL DESIGN 

 

For this work, the experiments were conducted on a healthy 

male subject to acquire the sEMG and its corresponding 

skeletal muscle force signal. Prior skin preparation was done 

by following the ISEK standards [8]. A muscle point 

stimulator manufactured by Richmar Corporation™ was used 

to identify the muscle motor point. For this particular 

experiment, the ring finger motor location on the flexor 

muscle was chosen. Fig. 1 illustrates the experimental design. 

Three sensors were placed on the skin surface, one on the ring 

finger  flexor digitorium superficials muscle motor point and 

the other two adjacent to it. A Delsys Banglo-16, was used to 

capture the sEMG signal and the Force Sensitive Resistor 

(FSR) was used to acquire the corresponding skeletal muscle 

force signals. Both the signals were acquired through 

LABVIEW at a sampling rate of 2000 sample/sec. 

 

 
 

 Fig. 1: Experimental Set-up 

 

III. THEORITICAL BACKGROUND 

 

The sEMG data acquired from the surface of the skin is 

rectified and filtered using a GA based nonlinear Bayesian 

Half-Gaussian filter. In our previous work [9] we explored 

different filters for sEMG filtration. We concluded that the 

Bayesian Half-Gaussian filter works better when compared to 

other filters like Butterworth, Chebyshev, Bayesian Poisson. 

As mentioned earlier, sEMG depends on various factors. The 

relationship between the actual force and the resulting sEMG 

after filtration can be given by the conditional probability 

density function (𝐸𝑀𝐺|𝑥) . Under the assumption that the 

conditional probability of the rectified EMG signal is a 

filtered random process at a random rate the Half-Gaussian 

filter is given by: 

   

𝑝 𝐸𝑀𝐺 𝑥 = 2
𝑒𝑥𝑝  

−𝐸𝑀𝐺 2

2𝑥2  

 2𝜋𝑥 2
  ,                                          (1) 

 

where 𝑝(𝐸𝑀𝐺|𝑥) is the conditional probability, 𝑥 is the latent 

driving signal, and EMG is the acquired data. According to 

Fokker-Planck partial differential equation, the likelihood 

function for the rate evolves in time [10]. The discrete time 

Fokker–Planck equation is given by (2) 

 

       

     

, , 1 1 2 , 1

                  , 1 1 , 1

p x t p x t p x t

p x t p x t

  

   

       

     
.

 (2) 

Here, 𝛼 and 𝛽 are two free parameters, where 𝛼 is the 

expected rate of gradual drift in the signal, and 𝛽  is the 

expected rate of sudden shifts in the signal. The unknown 

driving signal x is discretized into bins of width 𝜀. These two 

free parameters ( ,  ) of the non-linear Half-Gaussian filter 

model are optimized for the acquired EMG data using an 

elitism based GA. A Chebyshev Type-II filter with 550 Hz 

cutoff frequency is used to filter to skeletal muscle force 

signal. 

 

Linear and nonlinear System Identification Models: 

 

System Identification uses statistical methods to implement 

the dynamic relationship between the measured input/output 

data. This is done by altering the parameters within a given 

model until its output tracks the measured input, [11]. System 

identification is an alternative to the physical based modeling 

[11]. In this work, linear parametric models- Auto-Regressive 

with eXogenous input (ARX), Auto-Regressive Moving 

Average with eXogenous input (ARMAX), Output Error (OE) 

and nonlinear models- Wiener Hammerstein are implemented 

 

The output error model structure is 

 

𝑦 𝑡 =
𝐵 𝑞 

𝐹 𝑞 
𝑢 𝑡 − 𝑛𝑘 + 𝑒 𝑡                                                (3)     

 

The ARX model is a random process. It predicts the output 

based on the previous output. Its mathematical notation is 

given by equation (4) 

 

𝐴 𝑞 𝑦 𝑡 = 𝐵 𝑞 𝑢(𝑡 − 𝑛𝑘) + 𝑒(𝑡)                                     (4) 

 

 

Based on the given data, the ARMAX model predicts the 

future values in a series. The mathematical notation is given 

by Equation (5). It consists of two parts, the autoregressive 

part and the moving average part. 

 

𝐴 𝑞 𝑦 𝑡 = 𝐵 𝑞 𝑢(𝑡 − 𝑛𝑘) + 𝐶(𝑡)𝑒(𝑡)                            (5) 

 

In Equations (3), (4) and (5), 𝑦 is output, 𝑡 is time, 𝐵(𝑞), 𝐹(𝑞), 

𝐴(𝑞), 𝐶(𝑞), 𝐷(𝑞), are polynomials, 𝑞 is a backward shift 

operator, 𝑢 is input, 𝑛𝑘 is delay and 𝑒 is error 
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Nonlinear Wiener Hammerstein 

 

A model with a fixed nonlinearity at the input is called a 

Hammerstein model. When the nonlinearity is at the output is 

called a Wiener model. The combination of these both is the 

Wiener-Hammerstein model, [11]. The structural 

representation of the Weiner- Hammerstein model is given in 

Fig. 2, [12]. It consists of two nonlinear blocks with a linear 

block in series.  

 

 

 

 

 

 

Fig. 2: Weiner-Hammerstein model structural representation 

 

 

The mathematical depiction of the modeling is given by, 

                              

                          ( ) ( ( ))w t f u t
   ,                                         (6)

 

                            

            

,

,

( )
( ) ( ) ( )

( )

j i

j i

B q
x t w t nk e t

F q
    ,                                  (7)                                                   

                                  ( ) ( ( ))y t h x t    ,                                 (8)                           

where 𝑢(𝑡) is the sEMG signal and 𝑦(𝑡) is the skeletal muscle 

force signal. 𝑓 and ℎ are nonlinear functions, 𝑤(𝑡) and 𝑥(𝑡) 

are internal variables, 𝐵𝑗 ,𝑖(𝑞) and 𝐹𝑗 ,𝑖(𝑞) are polynomials, 𝑞 is 

the back shift operator, and  𝑒(𝑡) is the output error. 

 

Minimum Description Length (MDL) Criterion 

 

In 1978, the Minimum Description Length (MDL) concept 

was introduced by Jorma Rissanen [13]. The fundamental 

idea behind the MDL principle is based on the algorithmic 

complexity of Solomonoff, Kolmogorov and Chaitin [14]. In 

this work, we are inspired by [15] and used the Minimum 

Description Length criterion to fuse the estimated models. It 

is given by 

 

𝑀𝐷𝐿(𝑝𝑖) =
𝑛

2
log 𝜎 𝑖

2 +
𝑝𝑖+1

2
log 𝐹𝑖 + 𝐿𝑖  ,                            (9) 

 

where  𝐹𝑖 = (𝑌𝑇𝑌 − 𝑅𝑖)/(𝑝𝑖𝜎 𝑖
2) ,                                       

 

            𝐿𝑖 =
1

2
log(

𝑛−𝑝𝑖

𝑝𝑖
3 ) ,                                                     

           𝜎 𝑖
2 =

𝑅𝑖
(𝑛 − 𝑝𝑖)

   .                                                       

 

Based on [9 and 15], the following fusion algorithm is 

implemented for sEMG-skeletal muscle models. 

 

 

1. Identify the models 𝑀1, 𝑀2 …𝑀𝑘  using sEMG data (𝑢) as 

input and fingertip force data (𝑦) as output, for 𝑘 number 

of sEMG sensors. 

2. Calculate the residual square norm 

2ˆ ˆR y y yi ii     , where  
1ˆ T T

i i i i
y
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3. Model criteria coefficient is calculated using Equation 

(9). 

4. Compute the model probability as given by 

( | )

1

lie
p M Zi lk j

e
j









, where l is the model selection 

criteria coefficient, i.e. 

5.   Compute the fused model output ˆ ˆ( | )
1

k
y p M Z yi if i




 

  

 

RESULTS AND DISCUSSION 

 

Fig 3. shows the raw sEMG data acquired from the surface of 

the skin Vs the sEMG filtered data by using Bayesian Half-

gaussian filter. 

 
Fig.3: Raw sEMG data Vs filtered Data 

 

Fig. 4 depicts the actual skeletal muscle force data Vs the 

filtered force data using Chebyshev type-II filter. 
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Fig. 4: Actual force and filtered force using Chebyshev Type-

II filter 

 

 
TABLE I: INVIDUAL ESTIMATED LINEAR PARAMETRIC MODELS 

AND THE OVERALL FUSED OUTPUT 

SI Models 𝑀1 𝑀2 𝑀3 𝑌 𝑓  

ARX 12.77 17.57 33.5 43.2 

ARMAX 11.6 14.6 35 46.1 

OE 54.42 60.39 64.96 75.6 

 

Table I gives the individual estimated model correlation 

values (𝑀1 , 𝑀2, 𝑀3) of the three sensors.  

𝑌 𝑓 gives the overall fused force correlation values for the linear 

parametric models. The individual models are computed by 

using the SI technique - ARX, ARMAX, OE. In all the cases, 

the values are high for 𝑀3 which is the estimated model 

output for the sensor placed on the motor unit. All the three 

models are fused by using the above proposed Minimum 

Description Length based fusion algorithm. Even thought, the 

fusion algorithm shows improvement in the overall correlation 

value, the proposed fusion algorithm worked best for the 

linear Output Error (OE) models. 

 
TABLE II: INVIDUAL ESTIMATED NONLINEAR MODELS AND THE 

OVERALL FUSED OUTPUT 

SI Models 𝑀1 𝑀2 𝑀3 𝑌 𝑓  

WH 52.37 56.8 60.35 70.32 

 

Table II gives the individual estimated nonlinear Wiener 

Hammerstein models and the overall fused output using a 

MDL criterion based fusion algorithm. Fig 5 gives the plots of 

the actual skeletal muscle force and the overall fused output 

from the MDL fusion algorithm for OE models. 

 

 
Fig. 5. Actual force and the overall estimated force for the 

Output Error (OE) Models 
 

 

IV CONCLUSION AND FUTURE WORK 

 

In this paper, we addressed a methodology to fuse the 

sEMG/skeletal muscle force data using a Minimum 

Description Length (MDL) criterion based fusion algorithm.  

Compared to the individual estimated models, the fusion-

based output is showing improvement in correlation with the 

actual force. 

 

In the future, we are planning to implement the same criteria 

for the spectral models [17] and to work on larger data sets 

and apply this proposed fusion algorithm to them for 

generalization. 
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Abstract - We study algorithms for distributed collaborative 

multi-agent coalition formation. The focus of our recent and 

ongoing research has been on coalition formation via scalable 

distributed graph partitioning of the underlying agents’ 

communication network topology. In that endeavor, we have 

been analyzing, simulating and optimizing our original graph 

partitioning algorithm called Maximal Clique based 

Distributed Coalition Formation (MCDCF). MCDCF is a fully 

distributed graph partitioning algorithm that was designed in 

a topology-independent manner, the only requirement being 

that the underlying graph be relatively sparse, which is a 

realistic assumption in most applications of our interest. In the 

present paper, we summarize our recent experimental findings 

on the performance of our algorithm on specific types of 

graph and draw some general lessons from those results. In 

particular, we focus on comparison and contrast between the 

MCDCF behavior on small-world networks and on Erdös-

Renyi random graphs. We draw several insights from the 

considerable differences in MCDCF performance on these two 

types of underlying graphs (even when the underlying average 

densities or even node degree distributions are the same), 

identify key areas for further improvement, and outline some 

challenges ahead.  

Keywords: distributed algorithms, distributed AI, multi-

agent systems, coalition formation, graph partitioning 

1 Introduction and Motivation 

We study, devise and analyze scalable distributed algorithms 

for challenging and important coordination problems in 

Distributed Artificial Intelligence (DAI), specifically, for 

medium- to large-scale collaborative multi-agent systems 

(MAS). We are interested in ensembles of artificial agents 

such as softbots, robots, unmanned vehicles or smart sensors 

that are autonomous, capable of sensing the environment, 

acting to affect changes in that environment, and also 

communicating and coordinating with each other. The 

communication and coordination capabilities enable such 

agents to self-organize in order to accomplish complex 

resource-demanding tasks that in general may exceed the 

computational, sensing and/or acting capabilities of the 

individual agents.  

     We have been particularly interested in mechanisms and 

protocols that enable large ensembles of such autonomous 

agents to coordinate with each other in a fully decentralized 

manner. The kinds of agents we have in mind are commonly 

referred to as distributed problem solvers in Distributed AI 

literature (e.g., [2, 21, 28]). 

     Among various interesting problems in distributed 

coordination and control of such agent ensembles, we have 

been extensively studying genuinely autonomous, fully 

distributed, dynamic multi-agent coalition formation [15-18]. 

We have designed a fully distributed, scalable and robust 

coalition formation graph algorithm named Maximal Clique 

based Distributed Coalition Formation (MCDCF) [15].  

      In the present paper, we build on the top of our earlier 

work on MCDCF [15-22], summarize and interpret our recent 

simulation results on the small-world and the random graph 

underlying network topologies, discuss possible reasons 

behind considerable differences in performance of our 

algorithm on these two types of topologies, identify some 

areas for further improvement, and outline future research 

directions. The rest of this paper is organized as follows. In 

Section 2, we motivate the problem of multi-agent coalition 

formation, briefly review the most relevant prior art, and 

describe our specific problem setting. In Section 3, we briefly 

describe how the MCDCF algorithm works. In Section 4, we 

summarize and discuss our simulation results when MCDCF 

is run on three sub-classes of small-world graphs. Section 5 

summarizes and discusses our simulation results on Erdös-

Renyi random graphs. In Section 6, we provide a brief 

comprehensive performance comparison-and-contrast on 

these two types of graphs. Section 7 summarizes the paper and 

outlines some challenges ahead. 

 

2 Distributed Coalition Formation 

Distributed coalition formation in multi-agent domains is an 

important coordination and collaboration problem that has 

been extensively studied by the MAS research community [1, 
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2, 8, 10-12, 15-20]. There are many collaborative MAS 

applications where autonomous agents need to form 

temporary groups or coalitions. Reasons behind multi-agent 

coalition formation may vary. In the context of Distributed 

Problem Solving (DPS) collaborative agents, possible 

motivations include resource sharing, dividing-and-

conquering tasks that exceed the abilities of individual agents, 

and/or to improving some system-wide performance metric 

such as the speed of joint task completion [7, 12, 17]. 

     In most research on multi-agent coordination and coalition 

formation, limitations on local computational and 

communication resources, as well as on each agent’s local 

knowledge of the world around it, have been explicitly 

incorporated into the models and algorithms in order to make 

the proposed approaches realistic and relevant to the real-

world distributed coordination problems; see, e.g., [8, 9]. The 

common formal framework for studying coalition formation is 

that of distributed constraint satisfaction or optimization (DCS 

or DCO, resp.). For a general overview of these important 

techniques, see e.g.  [27, 28]; for a recent DCO-based work on 

coalition formation, see e.g. [23]. We remark that our 

distributed graph partitioning approach can be readily phrased 

in DCS/DCO terms, as well, as discussed in [16, 17]. For 

brevity and simplicity of notation, in this paper (as well as the 

two papers that are the immediate predecessors to the present 

work, [21, 22]), we avoid DCO formalisms and stick to graph-

theoretic terminology and notation.  

     One well-studied general coalition formation domain is a 

collaborative multi-agent environment populated with a 

variety of distinct, mutually independent tasks, where each 

task requires a tuple of resources on the agents’ part in order 

for the agents to be able to complete that task [10 - 12, 17- 

18]. In this distributed task allocation context, agents need to 

form coalitions such that each coalition has sufficient 

cumulative resources or capabilities across the coalition 

members in order to be able to complete the assigned task(s).  

     We study the problem of distributed coalition formation in 

the following scenario. We assume a collaborative multi-

agent, multi-task dynamic and partially observable 

environment. The tasks are atomic (that is, a task has either 

been completed or it has not; we don’t consider partial task 

completion) and mutually independent of each other. In 

general, different tasks may have different values or utilities 

associated with them. Moreover, the utility of a particular task 

may be differently perceived by different agents. This 

problem setting is particularly appropriate for many MAS 

applications involving team robotics and autonomous 

unmanned vehicles [5, 17, 18]. In particular, our agents are 

distributed problem solvers: they are assumed to be strictly 

collaborative. The agents have certain capabilities that may 

enable them to service various tasks. The tasks have certain 

resource or capability requirements, so that no agent or 

coalition of agents whose joint capabilities do not meet a 

particular task’s resource requirements can serve that task [10, 

17]. Each task is of a certain value to an agent. Agents are 

assumed capable of communicating, negotiating and making 

agreements with each other [2, 8, 10, 27]. Communication is 

accomplished via exchanging messages. This communication 

is not free: an agent has to spend time and effort in order to 

send and receive messages [17].  

    An important difference between our problem setting and 

that found in [10] is that we assume that neither an agent’s 

resources nor a task’s utility are transferable to other agents 

[15, 17]. In particular, the only way for an agent Ai to use the 

internal resources of agent Aj for the purpose of servicing 

some task is that Ai and Aj join the same coalition, and then 

jointly complete that task.  

    Our distributed maximal clique-based coalition formation 

algorithm is based on the idea that, in a peer-to-peer  MAS, an 

agent would prefer to form a coalition with those agents that it 

can communicate with directly, and, moreover, where every 

member of such potential coalition can communicate with any 

other member directly. That is, the preferable coalitions are 

(maximal) cliques. However, finding a maximal clique in an 

arbitrary graph is NP-hard in the centralized setting [3, 4]. 

This implies the computational hardness that, in general, each 

agent faces when trying to determine the maximal clique(s) it 

belongs to. However, if the degree of a node is, that is, if the 

number of 1-hop neighbors that an agent can directly 

communicate with, is sufficiently small, then finding some or 

even all maximal cliques that this node belongs to might be 

computationally feasible. If one cannot guarantee that all the 

nodes in a given underlying interconnection topology are of 

small degrees, then the system designer may want to impose 

additional constraints, in order to ensure that coalition 

formation according to the MCDCF protocol is 

computationally feasible [15, 17]. Alternatively, the system 

designer may want to consider modifying the objective 

function, so that the candidate coalitions an agent would 

consider forming need not necessarily be maximal cliques that 

this agent belongs to. The most appropriate design choice 

clearly depends on the application at hand, the nature of 

agents’ tasks, and the agents’ communication and 

computational resources. For a more detailed discussion, we 

refer the reader to our prior work [15 - 21]. 
 

3 Outline of the MCDCF Algorithm 

The MCDCF coalition formation protocol [15, 17, 18] is a 

distributed graph algorithm. The underlying undirected graph 

captures the communication network topology among the 

agents. Each agent is a node in the graph. The necessary 

requirement for an edge between two nodes to exist is that the 

two nodes be able to directly communicate with one another. 

Communication takes place by local or group broadcasts. The 

group broadcast nature of the assumed communication model 

is primarily inspired by the applications that drove the original 

MCDCF design, namely team robotics, autonomous 

unmanned aerial and underwater vehicles -- in particular, 

micro-UAVs [18, 19] -- as well as smart sensor networks. 

     The basic idea behind MCDCF is to partition the 

communication topology graph into (preferably, maximal) 

cliques of mutually connected nodes. These maximal cliques 

would in practice usually also need to satisfy some additional 

criteria in order to form coalitions of desired quality. The 

resulting coalitions are then maintained until they are no 

longer preferred by the agents involved in them.      
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      To ensure overall scalability and computational feasibility 

of the protocol, the candidate coalitions in MCDCF are 

required to be cliques of uniformly bounded sizes. This 

requirement, in practice, means one of the two possibilities. 

One possibility is that it is a priori known that the underlying 

MAS network topology is such that it can be guaranteed that 

there are no cliques that are prohibitively large. Otherwise, the 

system designer, based on the application at hand and the 

available system resources, a priori chooses a threshold K = 

K(n), where n is the total number of nodes, such that only the 

coalitions of sizes up to K are considered.  

     Agents form coalitions in a fully distributed manner as 

follows. Each agent (i) first learns of who are its neighbors, 

then (ii) determines the appropriate candidate coalitions, that 

the agent hopes are cliques that it belongs to, then (iii) 

evaluates the utility value of each such candidate coalition, 

measured in terms of the joint resources of all the potential 

coalition members and how valuable are the tasks that such a 

coalition can complete, then (iv) chooses the most desirable 

candidate coalition, and, finally, (v) sends this choice to all its 

neighbors. An agent also receives similar coalition proposals 

from some subset of its one-hop neighbors. The agent 

compares its current coalition proposal against those received 

from the neighbors. If there is an agreement among all agents 

in the current proposal of our agent, let’s call it Ai, then this 

condition is recognized and a new coalition is formed. Once 

this happens, Ai’s other neighbors, namely, those not in the 

newly formed coalition (if there are any such neighbors left), 

are notified of the formation of the new coalition. If there is 

no agreement, meaning, if at least one agent in the current 

proposal of Ai does not agree with that proposal, then the 

process continues and the protocol moves to the next round.  

    The basic procedure outlined above is repeated, together 

with all agents updating their knowledge of (a) what are the 

preferred coalitions of their neighbors, and (b) what coalitions 

have already been formed – until eventually every agent has 

joined some coalition. Note that, when an agent has no 

available coalition partners left, the agent is basically forced 

to form the trivial, “singleton coalition” (with itself as the only 

member). Hence, it is guaranteed that each agent will join 

some coalition eventually, i.e., after finitely many rounds.  

     Detailed description, communication and computation 

complexity analysis, and pseudo-code for the MCDCF 

algorithm can be found in [16, 17]. Considerable algorithmic 

and software optimizations and improvements are 

summarized in [20]. Among the main goals of our recent 

experimental investigations [21, 22] was to determine, just 

how effective these optimizations are when MCDCF is 

applied to (i) small-world-like underlying topologies and (ii) 

random (Erdös-Renyi) graphs. 

 

4 Running MCDCF on Small-World Graphs 

We have conducted extensive experiments to investigate how 

well MCDCF performs on small-world graphs [21], and also 

to verify theoretical predictions related to scalability [16, 17]. 

The two key parameters for the MCDF algorithm are the 

number of nodes n and the average node degree avg_deg. In 

this section, we briefly summarize the main findings of that 

study. We considered three subclasses of small-world graphs. 

The first subclass were the regular k-rings, with no random 

edges; strictly speaking, k-rings aren’t “small-world” 

networks but were used as the starting point from which 

genuine small-world topologies were obtained, as well as the 

“yardstick” for MCDCF performance on highly structured 

graphs. We recall that MCDCF design was topology- and 

structure-oblivious, the only requirement being that the 

topology has to be relatively sparse [15-18].  

     The second and third subclasses were genuine small-world 

networks, with different probabilities of some of the local 

edges of a k-ring being replaced by random (hence, in general, 

non-local) edges. In the second subclass, 10% of the total 

number of edges were random edges, implying that up to 10% 

of all edges in the graph were non-local (but the exact fraction 

of non-local edges would of course vary from one randomly 

generated graph with p = 0.10 of a regular ring edge being 

replaced by a random edge to another). In the third subclass, 

with p = 0.20 a ring edge would get replaced by a random 

edge, meaning, up to 20% of all edges were non-local.  

     In summary, the regular k-rings, which are not truly small 

world networks, were used as the “yardstick” to see how 

would the MCDCF performance get affected with an increase 

in non-local network connections. We were also interested in 

quantifying the speed of convergence of MCDCF as the 

probability of random, non-local edges increases. 

     We considered two basic scenarios. In the first scenario, 

we maintained the number of nodes as a constant and varied 

the average node degree. In the second scenario, the average 

node degree was held constant and we varied the total number 

of nodes.  
 

Scenario 1: 

     The varying parameter in this scenario was the average 

node degree, whereas the number of nodes remained fixed    

(n = 200). We have incremented the average node degree in 

multiples of 2, from avg_deg = 4 up to avg_deg = 20. We 

briefly summarize the main lessons learned from the 

simulation results for this scenario and their statistical 

analysis. Details can be found in our WorldComp ICAI-2011 

paper [21]. 

     Insofar as the rates of convergence are concerned, the 

increase in graph density only mildly affected the speed of 

convergence on the regular k-rings. However, genuine small-

world networks (with non-zero probabilities of random edges) 

were considerably affected: the average number of rounds 

until convergence, in general, showed exponential increase 

with the increase in average node degree for both subclasses 2 

and 3. Not surprisingly, subclass, which has a higher 

percentage of non-local edges, was affected more drastically, 

that is, the increase in the average number of rounds until 

convergence was steeper than for the subclass 2. For details, 

we refer the reader to Fig. 1 in [21] and related discussion.  

     The number of formed coalitions showed a gentle increase 

with the increase in the total graph density. Interestingly, the 

maximum size of coalitions that MCDCF was able to find did 

not show any clear trend. In particular, the fact that higher 

density implied expected larger maximum coalition sizes did 

not imply that our protocol would be able to effectively find 
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those larger cliques. Therefore, the optimizations discussed in 

detail in [20], while considerably improving the quality of 

found coalitions (as well as the convergence times) for certain 

types of underlying networks, did not result in desirable 

improvements for the genuine small-world networks. 
 

Scenario 2: 

     In this scenario we varied the number of nodes and the 

average node degree remained constant: avg_node = 10 

throughout. We incremented the number of nodes each time 

by 20, starting from n = 40 up to n = 200 nodes. As in 

Scenario 1, for each pair of values (n, avg_deg), we ran 

MCDCF on ten different, randomly generated graphs. We 

summarize the most important observations and lessons 

learned from this scenario below.  

      When the graph density is held constant, the number of 

rounds to reach convergence increases approximately linearly 

with the total number of nodes; see Figure 4 and related 

discussion in [21]. According to theoretical predictions [15-

17], how long it takes for MCDCF to converge on an arbitrary 

graph primarily depends on the neighborhood sizes, not the 

total number of nodes in the graph.  

      Insofar as how many coalitions get formed and what their 

average and maximal sizes tend to be (as a function of the 

total number of nodes), it turned out that the number of 

coalitions was a monotonically increasing function of n as 

well as of the probability of random rewiring. This was in 

accordance with our expectations. In particular, the fixed 

average node degree implies that we should not expect more 

larger-sized coalitions as n increases; rather, we tend to get 

more coalitions of roughly the same average sizes as for 

smaller n. We also note that, for rewiring probabilities of 0.1 

and 0.2, due to random nature of our test graphs, most nodes 

ended up in singleton and doubleton coalitions basically 

irrespectively of n and avg_deg (see Figures 3 and 5 in [21]). 

In particular, as the number of nodes and the probability of 

random rewiring increase, the total number of formed 

coalitions also tends to increase – but not the coalition sizes. 
 

5    Running MCDCF on Random Graphs 
 

In the context of Erdös-Renyi (E-R) random graphs, we 

essentially performed the same sets of experiments as with the 

small-world graphs. In particular, we considered two 

scenarios. In the first scenario, we maintained the number of 

nodes as a constant and varied the average node degree. In the 

second scenario, the average node degree was held constant 

and we varied the total number of nodes. The results for the 

two scenarios are summarized in this section. For much more 

details on MCDCF performance on random graphs, we refer 

the reader to [22]. 

     We remark that we are well aware that Erdös-Renyi 

graphs, while often considered “the default” type of random 

graphs, are not a kind of network topologies frequently 

encountered in practice in general, or in any of the 

collaborative MAS applications of our interest, in particular. 

There are two main reasons why we have been studying 

MCDCF performance on these random graphs. One, E-R 

random graphs are a good choice of the baseline topology 

structure on which to test our algorithm to establish the 

“ground truth” on how scalable and efficient MCDCF really is 

in practice, as opposed to theory [15-17]. Various aspects of 

performance (such as the speed of convergence and the 

average sizes / quality of the resulting coalitions) on these 

random graphs therefore serve as a benchmark to better 

understand and appropriately calibrate the MCDCF 

performance on more realistic types of underlying topologies 

of the same or comparable sizes and/or densities. Two, the 

design of MCDCF was utterly oblivious with respect to the 

underlying graph structure: when originally designing and 

prototyping this algorithm [15, 16], we only cared that the 

node degrees be appropriately bounded – but no aspect of the 

original protocol, or the subsequent modifications and 

optimizations of it [20], made any attempt to take advantage 

of any local or global structural property of the underlying 

topology. Hence, we felt it was appropriate to first test such a 

structure-oblivious algorithm on a kind of underlying graphs 

that are, arguably,  as structure-free as communication 

network topologies can be [22]. 

     While our experimental results on Erdös-Renyi graphs in 

[22] are admittedly based on a fairly small statistical sample, 

we have tried to identify some general trends and properties of 

the MCDCF performance that, based on our experience with 

graph algorithms in general and MCDCF in particular, we 

would expect not be too significantly affected even had we 

performed thousands (instead of only dozens) of runs for each 

set of parameter values. We acknowledge that, in the future 

work, it is recommendable to include confidence intervals or 

another measure of statistical significance. We summarize the 

main findings below, and refer the reader to [22] for the 

performance plots and detailed analyses and discussion. 
 

Scenario 1: 

    The varying parameter in this scenario is the average node 

degree, while the number of nodes remains constant (n = 100). 

We have incremented the average node degree in multiples of 

two, from avg_deg = 2 up to avg_deg = 20.  

     The speed of convergence shows the same general trend as 

in the case of small-world networks. In particular, the number 

of rounds required in order for all agents to join coalition 

clearly grows exponentially with the average node degree, in 

accordance with theoretical expectations [15-17]. We recall 

that, as the average node degree increases, so does the average 

size of a node’s neighborhood list, and hence the number of 

candidate coalitions to consider. Moreover, the number of 

candidate coalitions grows exponentially with the number of 

neighbors. This general behavior, based on theoretical 

analysis [15-17], has been observed experimentally on all 

types of graphs that we have experimented with to date, 

including the small-world graphs and the Erdös-Renyi graphs. 

     However, unlike with the small-world networks, in case of 

the random graphs the total number of coalitions formed 

stayed roughly the same. However, the average size of 

coalition showed a clear trend of growth with the increase in 

average graph density. In particular, MCDCF is capable of 

finding increasingly larger maximal cliques on presumably 

structure-less Erdös-Renyi random graphs as the graph density 

(and therefore, the expected max. coalition size that a typical 
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node belongs to) increase; see Figure 2 in [22]. In contrast, 

MCDCF showed unsatisfactory performance in finding 

relatively large cliques in non-trivial small-world graphs as 

those graphs’ densities grew. We were initially surprised with 

these findings, as MCDCF was not designed or optimized for 

any particular underlying structure or type of network 

topology. We suggest some possible explanations in the next 

section.   
 

Scenario 2:  

     In this scenario, we varied the number of nodes n while the 

average node degree re-mains constant: avg_node = 10 

throughout. We incremented n each time by 10, starting from 

n = 10 up to n = 100 nodes.  The purpose of this second set of 

experiments was to validate our prior theoretical predictions 

that MCDCF’s performance, in general, should be affected 

very mildly by increase in the overall graph size, as long as 

the average neighborhood sizes are held fixed. Some general 

observations and the main lessons learned from this scenario 

fare summarized below; more details can be found in [22]. 

     We observed a very modest increase in the number of 

rounds until convergence as a function of the total number of 

nodes (see Figure 4 in [22]. Namely, how long it takes for a 

node to agree with some subset of its neighbors on which 

coalition to form is primarily controlled by the neighborhood 

size and hence the size of both the initial candidate coalition 

and the total number of candidate coalitions that may be 

considered during the protocol’s execution. However, the 

overall number of rounds can be generally expected to 

relatively slowly increase with n, since the total number of 

rounds is determined by the “slowest negotiators” among the 

agents. Hence, with an increase of the number of nodes, and 

given the random nature of underlying graphs, the variability 

in convergence speeds of different nodes can be expected to 

gently increase, thereby resulting in an average increase in the 

total number of rounds until every node in the graph joins a 

coalition. 

     Insofar as the relationship between the number of nodes 

and the total number of coalitions formed, it turned out that 

the number of coalitions is a monotonically increasing 

function of n, as expected. Moreover, this dependence turned 

out to be approximately linear (see Figure 6 in [22]). We think 

that the reason behind this is that, due to random nature of our 

graphs, most nodes end up in singleton and doubleton 

coalitions basically almost irrespectively of n and avg_deg. 

Therefore, as the number of nodes increases, the total number 

of formed coalitions increases – while the average coalition 

size remains roughly the same (around or below two).  

 

6   MCDCF on Small-World vs. Erdös-Renyi 

Random Graphs: Comparison-and-Contrast  
 

We summarize the key findings and insights from the 

comparative analysis of MCDCF performance on the two 

types of network topologies studied in [21, 22] and discussed 

in the previous two sections of the present paper. We focus on 

those aspects where the MCDCF behavior has turned out to be 

considerably different depending on whether the underlying 

graph was of the small-world variety or of the random (in the 

Erdös-Renyi sense) variety. 

    Insofar as the scenario where the total number of nodes n 

was held fixed but the number of edges, and hence overall 

connectivity and density, were gradually increased, the 

convergence times showed an exponential increase with the 

average node degree for both network topologies. That much 

was in accordance with theoretical predictions and our 

expectations. The difference is that, whereas MCDCF was 

fairly successful in finding cliques of relatively larger sizes in 

the random E-R graphs (whenever such larger cliques 

existed), our algorithm was not very successful in identifying 

such cliques in genuine small-world networks. (By “genuine” 

we mean, those that aren’t mere regular k-rings.) This is at 

least in part due to the tie-breaking mechanisms in MCDCF, 

in situations where an agent needs to pick one among two or 

more “equally preferable” candidate coalitions. While 

MCDCF design is indeed topology-blind, the tie-breaking 

mechanisms are heavily based on the lexicographic ordering 

(that is, indexing) of different nodes. Even with the 

optimizations (and, in particular, some randomizations, to 

escape the curse of lex-based indexing) introduced in [20], the 

small-world graphs obtained from regular k-rings still have a 

considerable correlation between the probability of two nodes 

being adjacent (that is, connected by an edge) on one hand, 

and having indices close to each other (that is, small |i – j|), on 

the other. In contrast, by their very definition, the Erdös-Renyi 

random graphs (to within the quality of the underlying 

pseudo-random random generator) have no correlation 

between indices of the nodes and the likelihood of node pairs 

being connected by an edge.  

    While some randomization introduced in the process of 

selecting which candidate coalitions of a size one less than the 

most recent proposal (that has not been accepted by peers) an 

agent would consider in the future rounds has diminished the 

correlation between |i – j| and probability of Ai and Aj being 

adjacent, that correlation still exists. Moreover, some of the 

optimizations in the traversal of the lattice of candidate 

coalitions of a given node [20], while making this traversal in 

general faster than in the original, unoptimized MCDCF [15-

17], may also have undesirable side-effects on the ability of 

MCDCF to find relatively large cliques when index proximity 

and likelihood of being connected are positively correlated 

yet, due to introduced randomness, it isn’t the case (informally 

speaking) that “my neighbor is also likely my neighbor’s 

neighbor”. These observations also provide a hint why 

MCDCF converges very fast on regular k-rings even as the 

graph density is increased, whereas the rates of convergence 

drop very significantly once random edges are introduced.  

    When it comes to the second scenario, where the average 

node degree is held fixed but the total number of nodes is 

varied, we see less dramatic difference between the 

performances on the two types of topologies. However, the 

speed of convergence is still more affected in the small-world 

than the E-R random graphs. Interestingly, while among 

small-world-like graphs the convergence on regular k-rings is 

the fastest (which is to be expected), this difference is not very 

pronounced – quite unlike the drastic difference between the 
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regular rings and the genuine small-world topologies when it 

comes to the speed of convergence as a function of average 

node degree (that is, graph density). In particular, the increase 

in graph size appears to slow down coalition formation 

convergence more on highly structured k-rings than it does on 

structure-free E-R random graphs for the same total sizes and 

densities. This is another indication that the tie-breaking 

mechanisms and the selection of candidate coalition(s) strictly 

smaller than the current choice, with their dependencies on 

node labels (that is, indexing), have a considerable impact on 

the overall effectiveness of MCDCF – even after the 

considerable optimizations and even some randomization 

have been introduced into those processes (see [20] for details 

on those optimizations).  

    When it comes to the limited ability of MCDCF to form 

relatively large coalitions (which, in our context, means triples 

or larger) on regular k-rings and small-world graphs derived 

from k-rings, one needs to distinguish between the protocol 

failures to identify larger coalitions that actually are present in 

the graph, and the lack of existence of such coalitions due to 

randomization in edge “re-wiring”. We recall from [21] 

however that k-rings are deterministic and, for relatively high 

k, contain multiple what we consider to be sizable cliques. 

That MCDCF in general fails to find those cliques effectively 

is perhaps the single most important indication that, in spite of 

all our efforts as discussed in [20], our protocol needs to be 

considerably further fine-tuned and optimized.  
 

7 Conclusions and The Road Ahead 

We have applied our distributed coalition formation algorithm 

to small-world and random graphs. In particular, we studied 

our MCDCF algorithm’s performance on the network 

topologies that, to various extents, exhibit small-world 

structure. We have tested our algorithm on random small-

world graphs with up to 200 nodes. Our simulations have 

produced several generally expected results, which partly 

validate the claim that our approach to distributed coalition 

formation is applicable to a broad variety of underlying 

topologies. However, we have also obtained some rather 

unexpected and, in some instances, disappointing results. One 

lesson learned is that the optimizations of MCDCF reported in 

[20], while very helpful when the algorithm is run on random 

graphs [22], appear inadequate when MCDCF is run on small-

world graphs [21]. Therefore, one immediate objective of our 

ongoing research is to improve inter-agent coalition 

negotiation as well as individual agent’s candidate coalition 

search mechanisms, in order to ensure faster convergence, as 

well as better resulting coalition structures, when our 

algorithm is run on small-world-like underlying networks. We 

also need to investigate in more depth what properties of 

small-world graphs cause subpar performance of MCDCF 

with respect to some of the metrics discussed in this paper and 

its predecessor [21]. 

        We have generally found that, most of the time, MCDCF 

successfully identifies larger cliques when those are indeed 

present in the underlying random graph. We acknowledge that 

further experimental validation is needed  – especially on 

graphs that (a) exhibit some type of structure and (b) are 

important from an application standpoint (i.e., are more likely 

to arise in practice than the Erdös-Renyi graphs). Examples of 

such graphs include scale-free graphs, power-law graphs, and 

social network graphs with the assortativity property. For 

instance, we would expect MCDCF to be able to efficiently 

find relatively sizable cliques / coalitions in social network 

graphs with node degrees and total number of nodes 

comparable to the graphs in our experiments to date, yet with 

the property that above-average connected nodes tend to be 

predominantly connected to each other. 

     Moving forward, we will explore MCDCF performance on 

small-world networks when the node indices are scrambled in 

order to eliminate the correlation between proximity and 

being connected by an edge. Furthermore, from the lessons 

learned in the context of small-world networks, we will also 

study MCDCF performance on other types of interesting 

topologies (power-law graphs, social networks, etc.) both with 

and without pre-processing step that scrambles the node 

indices. That way, we will be able to quantify to what extent 

the tie-breaking mechanisms, as discussed in [15-18, 20], that 

are in part based on index ordering, have an impact on our 

algorithm’s overall speed of convergence and effectiveness in 

finding non-trivial cliques.       
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Abstract— Autonomous Underwater Vehicles (AUVs) have 
gained importance over the years as specialized tools for 
performing various underwater missions in military and 
civilian operations. This study presents the on-line system 
identification of AUV dynamics to obtain the coupled 
nonlinear dynamic model of AUV. This proposed model has 
an input-output relationship based upon neural fuzzy network 
(NFN) model technique to overcome the uncertain external 
disturbance and the difficulties of modelling the hydrodynamic 
forces of the AUVs instead of using the mathematical model 
with hydrodynamic parameters estimation. Initially the 
models’ parameters are generated randomly and tuned by 
Differential Evolution algorithm (DE) with a set of real input-
output data.  Secondly, the back propagation algorithm based 
upon the error between the identified model and the actual 
outputs of the plant are used to adopt the model’s parameters. 
The proposed NFN model adopts a functional link neural 
network (FLNN) as the consequent part of the fuzzy rules. 
Thus, the consequent part of the NFN model is a nonlinear 
combination of input variables. Simulation results show the 
superiority of the proposed adaptive neural fuzzy network 
(ANFN) model in tracking of the behavior of the AUV . 

Keywords: AUV dynamic model, fuzzy modeling, adaptive 
fuzzy system, system identification, neural fuzzy model, 
FLNN. 

1 Introduction 
 Autonomous Underwater Vehicles (AUVs) have gained 
importance over the years as specialized tools for performing 
various underwater missions in military and civilian 
operations. The autonomous control of underwater vehicles 
poses serious challenges due to the AUVs’ dynamics. AUVs 
dynamics are highly nonlinear and time varying and the 
hydrodynamic coefficients of vehicles are difficult to estimate 
accurately because of the variations of these coefficients with 
different navigation conditions and external disturbances. 

 According to [1] the two most significant technological 
challenges in AUV’s design are power and autonomy. Power 
sources limit the mission time of the vehicle and autonomy 

limits the degree to which an AUV can be left unattended by 
human operators. 

 Reference [2] presented a simple model identification 
method for UUV and applied this method to the underwater 
robot GARBI. The system identification was aimed at 
decoupling the different degrees of freedom in low speed 
vehicles. Least Square techniques were used to estimate the 
UUV dynamics. Experiments in lab and real underwater 
environments were carried out.  A neural fuzzy system based 
on modified differential evolution for nonlinear system 
control is discussed in [3]. The proposed controller adopts a 
nonlinear combination of input variables to the consequent 
part of fuzzy rules and uses a differential evolution to 
optimize the system parameters. This controller is  applied to 
the planetary-train-type inverted pendulum system and the 
magnetic levitation system in the VisSim solving nonlinear 
control problems. 

 The FLNN is a single-layer neural structure capable of 
forming arbitrarily complex decision regions by generating 
nonlinear decision boundaries with nonlinear functional 
expansion. The FLNN [4] was conveniently used for function 
approximation and pattern classification with faster 
convergence rate and less computational loading than a 
multilayer neural network. Recently, genetic fuzzy systems 
[5,6]   have received increasing attention mainly because they 
combine the approximate reasoning method of fuzzy systems 
with the learning capabilities of evolutionary algorithms. 
However, the search is extremely time-consuming, which is 
one of the basic disadvantages of all genetic algorithms 
(GAs). Similar to GAs, differential evolution (DE) has 
emerged as a robust numerical optimization algorithm and has 
been successfully applied to solve various difficult 
optimization problems [7, 8]. Basically, DE is fast, easy to 
use, and not only astonishingly simple, but also performs 
extremely well in a wide variety of test problems. The basic 
strategy employs the difference of two randomly selected 
individuals as the source of random variations for a third 
individual. However, DE usually explores too many search 
points before locating the global optimum. In addition, 

984 Int'l Conf. Artificial Intelligence |  ICAI'12  |

mailto:o.hassan@adfa.edu.au�
mailto:s.anavatti@adfa.edu.au�
mailto:s.anavatti@adfa.edu.au�


although DE is particularly simple to work with, having only 
a few control parameters, the choice of these parameters is 
often critical for the performance of DE [8, 9]  

 This study proposes an online system identification of 
AUV dynamics as a black box which has an input-output 
relationship instead of using the mathematical model with 
hydrodynamic parameters to obtain an accurate dynamic 
model to overcome the uncertaininaty, nonlinearity and the 
difficulties of modelling the AUVs. The only information 
required for generating and tuning the neural fuzzy  systems 
is the input -output data without any prior knowledge of the 
physical relationship inside the system and it offers a ‘black 
box’ modelling tool. ADFA AUV has been developed and 
built in UNSW@ADFA. The hydrodynamic coefficients of 
this AUV are calculated under certain conditions using CFD 
method to derive the exact mathematical model. Simulation 
program is built up to simulate the dynamic behaviour of the 
AUV based upon the calculated mathematical model of the 
AUV. 

 The general dynamic equation describing the 
mathematical model of the ADFA AUV is provided in 
Section 2. The design details of identification of AUV using 
adaptive neural fuzzy network (ANFN) techniques are 
presented in section 3. The optimization and tuning 
techniques for the system identification are provided in 
section 4. Moreover, Numerical simulation results are 
presented in section 5.  Finally, the paper is concluded in 
Section 7. 

2 AUV’s mathematical model 
 Fig. 1 shows a typical UNSW@ADFA AUV during one 
of the experiments. One electrical thruster powers the vehicle 
for forward motion. Two electrical pumps are used for 
maneuvering in the horizontal plane. In addition, two 
electrical pumps help the AUV to navigate in the vertical 
plane. The middle box is used for carrying the sensors, battery 
and the electronic accessories.  

 The hydrodynamic forces per unit mass acting on each 
axis will be denoted by the uppercase letters X, Y and Z. u, v 
and w  represent the forward, lateral and vertical velocities 
along x, y and z axes respectively. Similarly, the 
hydrodynamic moments on AUV will be denoted by L, M 
and N acting around x, y and z axis respectively. The angular 
rates will be denoted by p, q and r along x, y and z axes 
respectively.  

 Dynamics of AUVs, including hydrodynamic 
parameters uncertainties, are highly nonlinear, coupled and 
time varying. According to [10], the six degrees-of-freedom 
nonlinear equations of motion of the vehicle are defined with 
respect to two coordinate systems as shown in Fig. 2.  The 

dynamic models of thrusters and pumps have been included 
in the present study. The AUV model is simulated by a 
mathematical model based on physical laws and design data 
of the ADFA AUV. 

3 NFN System Identification of AUV 
 The NFN uses a nonlinear combination of input 
variables (FLNN) [11] with the fuzzy system. Each fuzzy rule 
corresponding to the `FLNN comprises a functional 
expansion of input variables. The FLNN, initially proposed 
by [4], is a single-layer ANN structure capable of forming 
complex decision regions by generating nonlinear decision 
boundaries. In a FLNN, the need of hidden layer is removed.  

 
Figure 1.  Australian Defence Force Academy AUV. 

 

 
Figure 2.   Six degrees of freedom of an AUV. 

 In this study, the functional expansion block comprises 
of a subset of orthogonal polynomials bases function. The 
FLNN has been inserted to the consequent part of the fuzzy 
rules. The local properties of the consequent part in the NFN 
model enable a nonlinear combination of input variables to be 
approximated more effectively. 

3.1 Functional link neural network structure 
(FLNN) 

 The FLNN is a single-layer network while the input 
variables generated by the linear links of neural networks are 
linearly weighted, the functional link acts on an element of 
input variables by generating a set of linearly independent 
functions, orthogonal polynomials for a functional expansion, 
and then evaluating these functions with the variables as the 
arguments. Therefore, the FLNN structure considers 
trigonometric functions. In the FLNN structure as shown in 
Fig. 3, a set of basis functions Φ and a fixed number of 
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weight parameters W represent 𝑓𝑊(𝑘). The theory behind the 
FLNN for multidimensional function approximation has been 
discussed in [12]. Consider a set of basis functions 𝐵 =
{𝜑𝑘 ∈ 𝛷(𝐴)}𝑘∈𝐾, K = {1, 2, . . .}. Let 𝐵 = {𝜑}𝑘=1𝑀  be a set of 
basis functions. The FLNN comprises M basis 
functions{𝜑1,𝜑2, … … … ,𝜑𝑀} ∈ 𝐵𝑀. The linear sum of the jth 
node is given by  

y�j =  �wkjφk(X)
M

k=1

 (2) 

where 𝑋 ∈ 𝐴 ⊂ ℜ𝑁 ,𝑋 = [𝑥1, … . . , 𝑥𝑁]𝑇 is the input vector and 
𝑊𝑗 = [𝑤𝑗1, … … . ,𝑤𝑗𝑀]𝑇 is the weight vector associated with 
the 𝑗𝑡ℎ output of the FLNN. 𝑦�𝑗 denotes the local output of the 
FLNN structure and the consequent part of the 𝑗𝑡ℎfuzzy rule in 
the NFN model. The m-dimensional linear output may be 
given by 𝑦 � = 𝑊𝛷, where 𝑦� = [𝑦�1,𝑦�2, … . , 𝑦�𝑚]𝑇 , m denotes 
the number of functional link bases, which equals the number 
of fuzzy rules in the NFN model, and W is an (m×M)-
dimensional weight matrix of the FLNN given by 𝑊 =
[𝑤1,𝑤2, … … ,𝑤𝑀]𝑇. 

 
Figure 3.  FLNN structure. 

3.2 NFN model structure 
 The NFN model uses a nonlinear combination of input 
variables (FLNN). The structure of the NFN model is 
presented in Fig. 4. The ANFN model changes a fuzzy IF–
THEN rule in the following form. 

R(l): IF �x1 is F1l  and … … … . and xN is FNl � THEN 

y�j =  �wijφk(X)
M

i=1

 

     =  w1jφ1 + w2jφ2 + ⋯+ wjMφM 

(3) 

where 𝑥𝑖 and 𝑦�𝑗 are the input and local output variables, 
respectively; 𝐹𝑁𝑙  is the linguistic term of the precondition part 
with Gaussian membership function, N is the number of input 
variables, 𝑤𝑖𝑗 is the link weight of the local output, 𝜑𝑀 is the 
basis trigonometric function of input variables, M is the 
number of basis function, and rule j is the jth fuzzy rule. 

 In this study, each degree of freedom of underwater 
vehicle dynamics is represented by one NFN model. 
Therefore, there are six SISO NFN models to represent six 
degrees of freedom of AUV. In the precondition part, the 
input is represented by five Gaussian membership functions 
(mean five means and variance).  In the consequent part, the 
output is generated by FLNN. The function expansion in 
FLNN uses trigonometric functions, given by 
[1, x�1, sin(πx�1) , cos(πx�1)] for one input variable. 

 
Figure 4.  NFN structure 

 
4 Tuning the NFN model 
 Sets of real input-output data with different operation 
conditions and disturbance are the only the information 
required for tuning the model. 

 The proposed technique consists of two phases. The first 
phase is the off-line procedure and the second one is the on-
line procedure. The target of the off-line phase is to tune and 
optimize the model’s parameters using an optimization 
technique according to a set of real input-output data. The on-
line procedure aims to identify the model of the process 
online by using the input-output measurements from the 
mathematical model, set of real input-output data or a real 
system. 

4.1 OFF-LINE procedure 
 This section presents the off-line stage as a first step in 
optimizing and tuning the model.    

4.1.1 Parameter optimization phase 
 After the NFN structure has been established, the model 
enters the parameter-optimization phase based on Differential 
Evolution (DE) to adjust the parameters of the network 
optimally based on a different input-output training data set.  

 DE is known as a powerful algorithm for real parameter 
optimization. In DE, an initial population is generated and, for 
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each parent vector from the current population (target vector), 
a mutant vector (donor vector) is obtained. Finally, an 
offspring is formed by combining the donor with the target 
vector. A tournament is then held between each parent and its 
offspring with the better being copied to the next generation 
[13, 14]. The DE learning algorithm consists of four major 
steps— the initialization step, the evaluation step, the 
reproduction step, and the mutation step.  

A. Initialization step: The first step in DE is the coding of the 
neural fuzzy network model parameters into an individual. 
Equation (4) shows the way of the individual coding of NFN 
parameters, where i and j represent the 𝑖𝑡ℎ input variable and 
the 𝑗𝑡ℎ rule, respectively. In this study, a Gaussian 
membership function is used with variables that represent the 
mean and variance of the membership function. 𝑚𝑖𝑗  𝑎𝑛𝑑 𝜎𝑖𝑗  
are the mean and variance of a Gaussian membership 
function, respectively, and  𝑤𝑀𝑗  represents the corresponding 
link weight of the consequent part that is connected to the 𝑗𝑡ℎ 
rule node. 

  Individual = m1j, m2j, … … . . mij, w1j, … . wMj (4) 

B. Evaluation step: The objective function is used to provide a 
measure of how individuals have performed in the problem 
domain. In the minimization problem, the fit individuals will 
have the lowest numerical value of the associated problem 
objective function. This raw measure of fitness is usually only 
used as an intermediate stage in determining the relative 
performance of individuals in a DE. Another function, the 
fitness function, is normally used to transform the objective 
function value into a measure of relative fitness.  

𝐹(𝑥) =  𝑔(𝑓(𝑥)) (5) 

where 𝑓(𝑥) is the objective function, g transforms the value 
of the objective function to a non-negative number and F is 
the resulting relative fitness. The cost function that attempts 
to optimize the whole NFN model parameters keeping the 
interaction between the different degree of freedom is ITSE 
(Integral Time of Square Error) over the total simulation time. 

𝐼𝑇𝐴𝐸 = � 𝑒2
𝑡2

𝑡1
𝑑𝑡 (6) 

𝐽𝐸1 = 𝑀𝑎𝑥(𝐼𝑇𝐴𝐸) (7) 

𝐹𝐸1 =  1 𝐽𝐸1⁄   (8) 

where 𝐽𝐸1 is the objective function of each degree of freedom 
separately for all population. 𝐹𝐸1  is the overall fitness 
function of that degree of freedom. The objective function 
using fitness produces distribution in the range (0, 1).  

C. Mutation and crossover step: This operation enables DE to 
explore the search space and maintain diversity. The simplest 
form of this operation is that a mutant vector is generated by 
multiplying an amplification factor, 𝐹, by the difference 
between two random vectors and the result is added to a third 
random vector (DE/rand/1) [9] as: 

V��⃗ z,t = x�⃗ r1,t + F × �x�⃗ r2,t − x�⃗ r3,t�  (9) 
where 𝑟1, 𝑟2, 𝑟3 are random numbers (1,2, ..., PS), 𝑟1 ≠ 𝑟2 ≠
𝑟3 ≠ 𝑧, x is a decision vector, PS is the population size, F is a 
positive control parameter for scaling the DE and t the current 
generation. For more details, readers are referred to [8].  

D. Reproduction and selection step: To keep the population 
size constant over subsequent generations, the next step of the 
algorithm calls for selection to determine whether the target or 
the trial vector survives to the next generation, i.e., at G = G + 
1. The selection operation is described as 

X��⃗ i,G+1 = U��⃗ i,G  if f�U��⃗ i,G�  ≤ f�X��⃗ i,G�  

            =  X��⃗ i,G  if f�U��⃗ i,G�  > f�X��⃗ i,G�  
(11) 

where 𝑓(𝑥) is the objective function to be minimized.  

4.2 ON-LINE procedure 
 The learning algorithm is using the back propagation 
technique. The back-propagation algorithm minimizes a given 
cost function, Eq (13), by adjusting the parameter of the 
membership in the antecedent part of the NFN system as 
mentioned in Eq (15, 16) and the link weight parameters of 
the FLNN in the consequent part of the NFN system as 
mentioned in Eq (18, 19). 

4.2.1 Parameter learning phase 
 After the NFN parameters have been tuned in the 
optimization phase according to a certain input-output 
training data set, the network enters the parameter-learning 
phase to adjust the parameters of the network based on a 
different real input-output data, mathematical model 
simulation or real system. The final output of the NFN model 
is given by equation (12) with 𝑐𝑖

𝑗  and 𝜎𝑖
𝑗 representing the 

centre and width of Gaussian memberships for input variable 
𝑥𝑖 for the rule 𝑖, 𝑗 and 𝑛 being the number of rules of fuzzy 
model and number of inputs respectively. 

    ym(k + 1) =  
∑ y�j�∏ exp�−0.5�

xi−ci
j

σi
j �

2

�n
i=1 �R

j=1

∑ �∏ exp�−0.5�
xi−ci

j

σi
j �

2

�n
i=1 �R

j=1

  (12) 

 The adaptive neural fuzzy network model is a neural 
fuzzy network model with a training algorithm where the 
model is synthesized from a bundle of fuzzy If-Then rules. As 
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shown in Figure 5, the fuzzy model is placed in parallel with 
the process to be identified. This process could be a real 
system, set of input-output data or mathematical model. It 
aims to identify the model of the process online by using the 
input-output measurements of the process based on a training 
algorithm. The learning process involves determining the 
minimum of a given cost function (13). The gradient method 
is used to adapt the model parameters based on the following 
objective function 

 E(k) =  1
2
�ym(k + 1) − yf(k + 1)�2 (13) 

where E(k) is error between the NFN model and the actual 
plant outputs. If Z(k) represents the parameter to be adapted 
at iteration k in the NFN model, the back propagation 
algorithm seeks to minimize the value of the objective 
function by [15]. 

z(k + 1) = z(k) −  α
∂E
∂Z

 (14) 

To train ci
j; 

ci
j(k + 1) = 

 ci
j(k) −  α ym−yf

b
(y�j − ym)zl 2(xi−xj(k))2

σi
j2(k)

 (15) 

 

Figure 5.  Figure 5. Tracking of error function between the process and 
ANFN model. 

To train σi
j; 

σi
j(k + 1) = 

 σj(k) −  α ym−yf
b

(y�j − ym)zl 2(xi−xj(k))2

σi
j3(k)

 (16) 

where  

b = ∑ ZlM
i=1 ;        Zl =  ∏ exp �−0.5 �xi−ci

l

σi
l �

2
�n

i=1  (17) 

 By following the same sequence, the equation for 
adapting parameter w is derived as shown in the following 
equations. 

wij(k + 1) = wij − αw
∂E
∂wij

 (18) 

∂E
∂wij

= e �
b φj
zj
� (19) 

where 𝛼𝑤   is the learning rate parameter of the FLNN weight. 
The learning rate α in equation (15, 16 and 18) [10] has a 
significant effect on the stability and convergence of the 
system. A higher learning rate may enhance the convergence 
rate but can reduce the stability of the system.  A smaller 
value of the learning rate guarantees the stability of the 
system but slows the convergence. The proper choice of the 
learning rate is therefore very important.  

 In this technique, the fuzzy network is adapted through 
two ways. The back propagation algorithm is applied to tune 
the membership function parameters in antecedent part. The 
consequent part of the fuzzy rules is adapted through the 
FLNN. In addition, the back propagation algorithm is used for 
tuning the parameters of FLNN as well. 

4.3 Convergence analysis of ANFN system 
 Each learning rate parameter of the weight, the mean, 
and the variance, α, has a significant effect on the 
convergence. To ensure a quick and stable convergence of 
fuzzy controller parameters a convergence analysis of the 
learning rate α will be considered according to the following 
theorem. 

 Theorem [16]: Let α be the learning rate for the 
parameters of fuzzy controller and gmaxbe defined as 
gmax: = maxk‖g(k)‖ where g(k) =  δy(k) δz(k)⁄     and ||.|| is 
the usual Euclidean norm in ℜn and let S = δym δu⁄  . Then 
the convergence is guaranteed if α is chosen as 

0 < 𝜎 <
2

S2gmax2  (20) 

5 Simulation Results 
 This study demonstrated the performance of the NFN 
model for nonlinear system modeling. This section simulates 
the AUV system behavior and compares the performance of 
the NFN model with the mathematical model of the AUV.  

 Fig. 6 shows the motion of the AUV in square trajectory 
in XY plane, which means the yaw angle control. It is 
obviously seen that DE has a good job to tune the model’s 
parameter from initial values and get them close enough to 
the original behavior of the vehicle and it makes the job easier 
for the online tuning to get the model track successfully the 
behavior of the vehicle. The motion of the AUV with NFN 
model with online tuning algorithm does a better job 
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compared to the performance of the same model without 
adaptive algorithm in terms of accuracy as well as the speed. 

 Fig. 7, Fig. 8 and Fig. 9 provide an example of the 
performance of NFN model and its tracking capability of the 
mathematical model. These figures show the angular velocity 
in pitch motion, q, the error between the mathematical and 
NFN model in pitch motion, q, and the error between the 
mathematical and NFN model in yaw motion, r, respectively. 
It is clearly seen that the behavior of the NFN model has same 
as the mathematical model. The NFN system identification 
has the capability to track the plant successfully whatever the 
change in the operation condition. 

 The learning rates, for all models were initially set to 1 
to train the model parameters. Then the convergence 
conditions were verified at every sampling time. In the 
present work, the learning rate belongs to the range [0.009, 
0.236] was always within the limit of convergence for 
parameters in NFN model. 

5.1 Open loop accuracy evaluation of AUV 
model 

 The most widely used method for measuring 
performance and the accuracy indicators of the system is the 
root mean square error (RMSE). Table 1 shows the RMSE 
values of the modeling error in velocity in each degree of 
freedom. Those errors are the error between the actual 
velocities generated from the mathematical model and 
velocities generated from NFN model with and without online 
adaptive.  

 

TABLE I.  THE RMSE VALUES FOR AUV ANFN MODEL AND FUZZY 
MODEL IN EACH VELOCITY COMPONENT. 

Velocity Error NFN Model without 
online adaptive 

NFN Model with online 
adaptive 

u 0. 0539 3.4493e-004 

v 0. 1072 0.0048 

w 0.0214 1.5662e-006 

q 0. 0361 4.3173e-006 

r 0. 1288 9.8547e-007 

 

 

Figure 6.  AUV square motion in XY plane with NFN model with and 
without online Adaptive. 

 

 

Figure 7.  The angular velocity of the mathmatical model in pitch mption, q. 

 

 

Figure 8.  The error between mathematical model and adaptive NFN model 
in q. 
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Figure 9.   The error between mathematical model and ANFN model in r. 

 
6 Concluding Remarks 
 The paper presents the numerical simulation results of 
the online adaptive NFN modeling with and without online 
adaptive as system identification of the mathematical 
modeling of the AUV. System identification with the NFN 
with FLNN structure is found to be quite effective for the 
coupled nonlinear, six degree of freedom dynamic model. It is 
shown that the overall performance of a suitably chosen NFN 
structure is superior to an adaptive fuzzy structure for 
identification of nonlinear dynamic systems.  

 NFN modeling is used to identify the model of the AUV 
using input-output data. The back propagation as a training 
algorithm for the system proves the fast convergence of the 
NFN model identifier successfully achieved a similar 
performance of the process.  
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Abstract-- In recent years image classification has 

emerged as the most significant area of research in 

the field of remote sensing. Image classification 

helps us to acquire the geo-spatial information 

from the satellite data which can be useful to 

industries like defence, intelligence, natural 

resources etc. There exist various techniques like 

Biogeography Based Optimization (BBO), Ant 

Colony Optimization (ACO) etc for image 

classification. Here, we are applying a 

metaheuristic approach called Cuckoo Search in 

the area of image classification. The main 

advantage of this algorithm over other 

metaheuristic approach is that its search space is 

extensive in nature. The proposed methodology is 

applied to the Alwar region of Rajasthan. The 

image used is a 7 band image of 472 X 546 

dimensions from Indian Remote Sensing Satellite 

Resiurcesat. This algorithm has captured almost all 

the terrain features and showed high degree of 

efficiency for almost all the regions (water, 

vegetation, urban, rocky, and barren) with a 

Kappa coefficient of 0.9465. 

 

 
Keywords-- Cuckoo Search, image classification, 

artificial intelligence, natural computation, Multi 

spectral dataset. 

 

I. INTRODUCTION 

 
Remote sensing [3] is the acquisition of 

information about an object or phenomenon, 
without making physical contact with the object. 
Now a day’s sensor technology is also being 
used to detect and classify the objects by the 
means of signals propagated by satellites. Image 
classification plays an important role in the area 
of remote sensing. The intent of the classification 
process is to categorize all the pixels of a Multi 
spectral image into one of the several land cover 
classes; the resultant data can then be used to 
create thematic maps which are used for digital 
image analysis. At present there exist several 
traditional classifiers such as Minimum Distance 
Classifier (MDC), Maximum Likelihood 

Classifier (MLC) and natural computation 
techniques (or nature inspired algorithms) such 
as BBO [1], ACO [2], Particle Swarm 
Optimization and Artificial Neural Networks 
which are being applied in the field of image 
classification. Thus, the decision about the 
classifier to be used for a particular task is to be 
taken by the analyst. Though various Natural 
Computation techniques have already been 
introduced as a classifier, Cuckoo Search which 
also comes under Natural Computation was very 
recently introduced in this category. 
 

Cuckoo Search (CS) [4] is a new nature inspired 

metaheuristic algorithm which hardly has any 

footprint in any of the application. And it  is 

different from other existing metaheuristic 

algorithms (such as PSO, GA) in the following 

ways [5]: 

 

 CS is a population based algorithm as 

similar to GA and PSO but the selection 

mechanism is different and it is more 

similar to harmony search. 

 The randomization is more efficient as 

the step length is heavy tailed and thus 

any large step is possible. 

 Number of parameters in CS is less than 

GA and PSO and thus it is more general 

and it can be adapted to wider class of 

optimization problems. CS can even be 

extended to meta-population algorithm. 

 

CS satisfies two crucial characteristics of modern 

metaheuristic algorithm: intensification and 

diversification [6]. Intensification refers to the 

fact that the problem initially searches for current 

best solution and then finally for global solution 

while diversification means the algorithm 

explores the search space efficiently. 

We have worked on Alwar region of Rajasthan, 

India. The aim of this paper is to capture the 

natural terrain features like water, vegetation, 
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urban, rocky, and barren from the satellite image 

using Cuckoo Search. The image of Alwar 

region is shown in figure 1. 

 

 
 

Figure 1: Alwar Region image 

 

The organization of this paper is as follows: - 

Section II represents the basic concepts of 

Cuckoo search. Section III represents the 

proposed methodology. The sub-sections are 

organized as- problem definition, flowchart, 

algorithm, dataset. Section IV represents 

experiment and results. Section V represents 

conclusion of our proposed work. 

 

II. UNDERLYING TECHNOLOGY 

 

A. Cuckoo Search (CS) 

 

Cuckoo Search proposed by Yang and Deb 

[4] is a nature inspired algorithm that is based on 

their aggressive reproduction strategy i.e. some 

species of cuckoo lay eggs in other bird’s nest in 

a parasitic manner. There are three basic types of 

brood parasitism [7]: 

 

 Intraspecific brood parasitism. 

 Cooperative breeding 

 Nest takeover. 

 

 Some species such as Ani and Guira cuckoos 

lay their eggs in the communal nests, though 

they may remove others’ eggs to improve the 

hatching probability of their own eggs [8]. 

In cuckoo search three idealized rules [4] are 

formalized as follows: 

 Each cuckoo lays one egg at a time, and 

dumps its egg in randomly chosen nest. 

 The best nest with high quality of eggs 

will carry over the next generation. 

 The number of available hosts is fixed 

and the egg laid by the cuckoo is 

discovered by the host nest with a 

probability pa Є [0, 1]. In this case, the 

host bird can either throw the egg away 

or abandon the nest so as to build a 

completely new nest in a new location. 

 

The fraction pa of n nests is being replaced by 

new nests. For a maximization problem, the 

quality or fitness of a solution can simply be 

proportional to the objective function. Based on 

the above three rules an algorithm of cuckoo 

search is given by Yang and Deb [4]. This 

algorithm is shown in the form of flowchart in 

figure 2. 

 

B. .Algorithm 

 

Main steps involved in the process of Cuckoo 

search are given below: 

 Compare the cuckoo’s egg with the set 

of available hosts. 

 Randomness is added to it by using 

Levy flight to choose host nests. 

 The above steps produce a set of quality 

solutions and a set of discarded 

solutions. 

 Based on the Ranking function best 

solution is obtained from the set of 

quality solutions while discarding the 

worst nests. 

 

When a new solutions is generated x
(t+1)

 for, say, 

a cuckoo i, a Levy flight is performed [4] as : 

 
Where α > 0, it is the step size which should be 

related to the scales of the problem taken under 

consideration. In most cases, we use α = 1. The 

Levy flight essentially provides a random walk 

while the random step length is drawn using 

Levy distribution given by the equation given 

below [4]: 

 
It has an infinite variance with an infinite mean. 

The steps form a random walk process with a 

power-law step-length distribution with a heavy 

tail. Some of the new solutions are being 

generated by Levy walk nearby the best solution 

obtained so far, this helps to speed up the local 

search. However, some fraction of the new 

solutions is generated by taking into 

consideration the randomization concept. But, 

whose locations should conceptually be far 

enough from the current best solution, this 
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ensures that the system does not get trapped in a 

local optimum. 

 

 
 

Figure 2: Cuckoo Search algorithm 

 

 

III. PROPOSED METHODOLOGY 

 
A. Problem Definition 

 

The main aim of this section is to describe 

our problem domain along with the algorithm 

proposed to obtain a solution. Experts have 

provided us with the database of cases. Each of 

the case is a tuple of the form C={R, G, NIR, 

MIR, RD1, RD2, DEM} where C represents the 

case, R represents the value of the pixel for Red 

band, G represents the value the pixel for Green 

band, NIR represents value of the pixel for Near 

Infra-Red band, MIR represents the value of the 

pixel for Middle Infra-Red band, RD1 represents 

the value of the pixel for Rdarsat-1, RD2 

represents value of the pixel for Radarsat-2, 

DEM represents the value of the pixel for Digital 

Elevation Model band (i.e. each of the pixel 

contains 7 band information obtained from the 

multi-spectral image of Alwar region of 

Rajasthan). Analyzing this case base we have to 

obtain the class to which the query pixel will 

belong using the 7 band values of the query 

pixel. The output classes (to which the pixel will 

belong) can be one of the following: water, 

vegetation, urban, rocky, and barren. 

 

B. Dataset Used 

 

We have taken a multi-spectral, multi 

resolution and multi-sensor image of size 472 X 

546 pixels of Alwar area in Rajasthan, India. The 

satellite image is taken for 7 different bands. 

These bands are Red, Green, Near Infra-Red 

(NIR), Middle Infra-Red (MIR), Radarsat-1 

(RD1), Radarsat-2 (RD2), and Digital Elevation 

Model (DEM). The ground resolution of these 

images is 23.5m and is taken from LISS-III 

sensor. The 7-band satellite image of Alwar area 

in Rajasthan is given in figure 3. 

 

 
Figure 3: Band satellite image of Alwar region in Rajasthan, 

India 

 

C. Algorithm 

 

Input: Training set that consists of pixels (host 

nests) of different classes and other input is the 

image to be classified. 

Output: classified image 

 

1- Initialization 

a. Generate initial population. Calculate the 

objective function value for all these host nests 

using the 7 band values.  

 

b. Read the image to be classified. Each of the 

pixels of this image is to be classified. 
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2-Find Best Solutions 

Begin Outer Loop repeat until all the pixels of 

the image are being classified 

a. Find quality solutions 

Begin Inner Loop to take into consideration all 

the host nests in the training set. Point the 

counter to the first host nest in the case base. 

 

 Find similarity b/w host nest & 

cuckoo egg (pixel).(for this 

calculate distance between two 

pixels) 

 Store similarity value in a database. 

 Increment counter. 

 

 End Inner Loop 

 

b. Sort the above evaluated database to find the 

top quality solutions. 

 

c. The top k (taken as the square root of number 

of pixels in the training set) solutions are stored 

in a database and the worst nests are discarded. 

 

d. Loop for the above obtained quality solution  

 

Do the ranking of the quality solutions 

by calculating Pearson correlation b/w 

cuckoo egg & a quality solution. (Value 

of the coefficient varies between -1 to 

+1. If the value is positive it means both 

the quantities are positively correlated. 

If it’s negative then the quantities are 

negatively correlated. But if the value is 

between -0.09 to +0.09 that means there 

is no relation between them)     
 

End this Loop 

 

e. Sort the quality solutions on the basis of 

correlation value. The one with the highest 

correlation value is the best solution or the 

required solution. The best solution is the one 

that matches our cuckoo egg to great extend. 

 

f. Find the class to which best solution belongs 

based on the expert data. The query pixel will 

also belong to the same class to which the best 

solution belongs. Hence the query pixel is 

classified.  

 

 End Outer Loop 

 

 

 

 

D. Flowchart 

 

 
 

Figure 4: Flowchart of the proposed algorithm 

 

994 Int'l Conf. Artificial Intelligence |  ICAI'12  |



IV. EXPERIMENT & RESULTS 

 

To determine the efficiency of our algorithm 

we need to find the error matrix. Error matrix [3] 

compares, on category-by-category basis, the 

relationship between known reference data and 

the results obtained from an automated 

classification [9]. For the validation process we 

have taken into consideration following number 

of pixels: 

 

 68 water pixels. 

 109 vegetation pixels. 

 139 urban pixels. 

 96 rocky pixels. 

 63 barren pixels. 

 

Using the training set the classification is 

performed and based on the result error matrix is 

calculated which is shown in table 1. The 

diagonal elements are representing number of 

properly classified pixels while non-diagonal 

elements are representing number of wrongly 

classified pixels. 
 

Table1. Error Matrix when Cuckoo Search is applied 

 

 Water Vegetation Urban Rocky Barren Total 

W a t e r 6 8 0 0 0 0 6 8 

Vegetation 0 1 0 9 1 0 0 1 1 0 

U r b a n 0 0 122 0 3 1 2 5 

Rocky 0 0 0 9 6 0 9 6 

Barren 0 0 1 6 0 6 0 7 6 

T o t a l 6 8 1 0 9 139 9 6 6 3 4 7 5 

 

The above table shows that with water, 

vegetation and rocky pixels 100% efficiency, in 

case of urban pixels almost 88% efficiency and 

with barren pixels almost 95% efficiency is 

obtained. 

 

The Kappa coefficient (K) also [3] is usually 

considered for evaluating and analyzing the 

accuracy of the proposed approach in remote 

sensing domain. The Kappa coefficient of the 

Alwar image when Cuckoo search was applied is 

0.9465. Comparing this value with the Kappa 

coefficient of MDC, MLC, BBO [9] and 

Membrane Computing (MC) [10], we deduced 

that Cuckoo search has shown best results for 

image classification since it has obtained the 

highest Kappa coefficient. The comparison is 

shown in figure5.  

0 0.2 0.4 0.6 0.8 1

MDC

MLC

BBO

MC

Fuzzy set

CS

K

Figure 5: Classification comparison 
 

The image showing the 257,712 classified pixels 

of Alwar image using Cuckoo Search is shown 

in figure6. The blue colour represents water 

region, green colour represents vegetation 

region, red colour represents urban region, 

yellow colour represents rocky region and black 

colour represents barren region. The output can 

be compared with the original image of Alwar 

(given by experts) shown in figure1. We 

analyzed that Cuckoo search has almost perfectly 

classified all the 5 land cover features of Alwar 

region. 

 

 
Figure 6: Classified Alwar image 

 

V. CONCLUSION 

 

A large numbers of soft computing 

techniques have been used for the classification 

of multi-spectral satellite image. All these 

techniques classified the terrain features but 

suffered from some uncertainties. In this paper 

we have presented a Cuckoo Search based search 

algorithm for efficiently classifying the remote 

sensing image. Our proposed implementation is 

pixel by pixel and hence overcomes the 
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disadvantages of the previous techniques like 

BBO, ACO which were implemented as cluster 

based approaches [1, 9]. From figure 5 we can 

see the higher performance for Cuckoo based 

search. The Kappa coefficient obtained is 0.9465 

which is considered to be highly accurate as 

compared the Kappa coefficient of MDC, MLC, 

BBO, Fuzzy set and Membrane Computing 

which were 0.7364, 0.7525, 0.6715, 0.913 and 

0.68812 [9, 10] respectively. The result of the 

experiment shows that the water, vegetation and 

rocky regions are classified with 100% 

efficiency while urban region with almost 88% 

and barren region with 95% of efficiency. Thus 

our proposed method for the classification of 

pixels was successfully able to extract the land 

cover features from the given dataset and also 

maintained high levels of classification accuracy. 
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Abstract - Studies have shown that computations of visual 

kinematics relations are highly complicated and do require a 

considerable amount of time.   This is due to dependent on 

Jacobians and massive inter-related relations.   This hinders 

even complicated visual servo algorithm for real-time 

applications.  In this respect, the proposed methodology is 

based on approximating the highly nonlinear relations and 

epipolar geometry relating changes of object visual features to 

changes in joint space of a robotics arm system,  which are 

usually expressed in terms of kinematics relations, in addition 

to time-dependent Jacobian matrix.   Artificial Neural system 

have been proposed for that purpose.  A supervised learning 

artificial neutral network have been employed for learning the 

visual nonlinear kinematics relations.   For validation,   the 

concept  have been applied to the well known Rives visual 

servo algorithm [1],  with Two Scenes Epipolar Geometry. 

Results have shown that, highly accurate visual serving was 

achieved,  while considerable amount of time has been 

reduced with the proposed methodology 

Keywords:   Mobile Visual Navigation,  Epiploar Geometry.  

 

1 Introduction 

  Visual servoing aims to control a robotics system 

through artificial vision in a way as to manipulate an 

environment, comparable to humans actions.  Intelligence-

based visual control (e.g. neural or fuzzy systems) has also 

been introduced by research community as a way to supply 

robotics system even with more cognitive capabilities, [2].   

There have been few number of research on the field of 

intelligent visual robotics arm control.   For instant,  an Image 

Based Visual Servoing using Takagi-Sugeno fuzzy neural 

network controller has been proposed by Miao et. al. [3].   In 

this paper,  a Takagi-Sugeno Fuzzy Neural Network 

Controller (TSFNNC) based Image Based Visual Servoing 

(IBVS) method is proposed.  Firstly, the eigenspace based 

image compression method is explored, which is chosen as 

the global feature transformation method.  After that,  the 

inner structure, performance and training method of T-S 

neural network controller are discussed respectively.   

Besides,  the whole architecture of the TS-FNNC is 

investigated.  Panwar and Sukavanam in [4] have introduced 

Neural Network Based Controller for Visual Servoing of 

Robotic Hand Eye System.  In [5], Gilles et. al. have proposed 

neural networks organizations to learn complex robotic 

functions. The study considers a general problem of function 

estimation with a modular approach of neural computing.   In 

[6]  an approximate for exploring motion control for eye-in-

hand visual servoing was presented by Mariko and Masaaki. 

Their study proposes a visual servo control method for 

exploring motion of eye-in-hand robot to recognize a three-

dimensional object. In [7]  an adaptive visual servo regulation 

control for camera-in-hand configuration with a fixed camera 

extension was presented by Chen, et. al.  In this paper,  image-

based regulation control of a robot manipulator with an 

uncalibrated vision system is discussed.  To compensate for 

the unknown camera calibration parameters, a novel 

prediction error formulation is presented.  To achieve the 

control objectives, a Lyapunov-based adaptive control 

strategy is employed.   
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Fig.  (1) :  Camera image frame and Epipolar Geometry for the 

PowerBot AGV. 
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The control development for the camera-in-hand problem is 

presented in detail and a fixed-camera problem is included as 

an extension.  The EGT (Epipolar Geometry Toolbox) [8],  

was also created to grant MATLAB users with a broaden 

outline for a creation and visualization of multi-camera 

scenarios. Image Based Visual Servoing Using Takagi-

Sugeno Fuzzy Neural Network Controller has been proposed 

by Miao et. al. [9].  In their study,  a T-S fuzzy neural 

controller based IBVS method was proposed.  Eigenspace 

based image compression method is firstly explored which is 

chosen as the global feature transformation method. Inner 

structure,  performance and training method of T-S neural 

network controller are discussed respectively.  Besides that, 

the whole architecture of TS-FNNC is investigated.  For 

robotics arm visual servo,  this issue has been formulated as a 

function of object feature Jacobian.  Feature Jacobian is a 

complicated matrix to compute for real-time applications.  For 

more feature points in space, the issue of computing inverse 

of such matrix is even more hard to achieve.  
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Fig.  (2) :   Neural system based Visual servo 

 

 

2.  Double Camera Scene Analysis  

    Epipolar Geometry 

 

 In this section,  we shall consider an image resulting from 

two camera views.   For two perspective views of the same 

scene taken from two separate viewpoints 
1

  and 
2

 ,  this is 

illustrated in  Fig .1.   Also we shall assume that (
1

m  and 
2

m ) 

are representing  two separate points in two the views.   In 

other words, perspective projection through 
1

  and 
2

 , of 

the same point 
w

 , in both image planes 
1

  and 
2

 .   In 

addition,  by letting (
1

c ) and (
2

c ) be the optical centers of 

two scene,   the projection 
1

E  (
2

E ) of one camera center 

1
 (

2
 ) onto the image plane of the other camera frame 

2
 (

1
 ) is the epipole geometry.   We can expressed such an 

epipole geometry  in homogeneous coordinates  in terms 
1

E
~

 

and  
2

E
~

:  

                                       T
y1x11

1EEE
~

    and     

                                       T
y2x22

1EEE
~

                        (1) 

One of the main parameters of an epipolar geometry is the 

fundamental Matrix   (which is 33 ).     conveys 

most of the information about the relative position and 

orientation ( R,t ) between the two different views.  Moreover, 

the fundamental matrix   algebraically relates corresponding 

points in the two images through the Epipolar Constraint.   For 

instant,  let the case of two views of the same 3-D point 
w

 , 

both characterized by their relative position and orientation 

( R,t ) and the internal,  hence   is evaluated in terms of  
1

K  

and 
2

K  (extrinsic camera parameters),  [8] : 

                                                                                            

                                  
1

1x

T

2
RK]t[K


                               (2) 

 

In such a case,  a 3-D point  (
w

 ) is projected onto two image 

planes,  to points ( m2 )  and ( m1 ),  as to constitute a conjugate 

pair.  Given a point ( m1 ) in left image plane,  its conjugate 

point in the right image is constrained to lie on the epipolar 

line of ( m1 ).   The line is considered as the projection through 

C2  of optical ray of m1 .    All epipolar lines in one image 

plane pass through an epipole point.    This is the projection of 

conjugate optical centre : 
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 Parametric equation of  
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 .    In image 

coordinates this can be expressed as  :  
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here m~PP 1
1

22v~   is a projection operator extracting the i
th

 

component from a vector.    When (
1

c ) is in the focal plane of  

right camera, the right epipole is an infinity, and the epipolar 

lines form a bundle of parallel lines in the right image.  

Direction of each epipolar line is evaluated by derivative of 

parametric equations listed above with respect to  (  ) : 
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The epipole is rejected to infinity once    0E
~

32
 .   In such a 

case,  direction of the epipolar lines in right image doesn't 
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depend on  any more.   All epipolar lines becomes parallel to 

vector     T
2212

E
~

E
~

.  A very special occurrence is once both 

epipoles are at infinity.  This happens once a line containing   

(
1

c ) and  (
2

c ),  the baseline,  is contained in both focal 

planes, or the retinal planes are parallel and horizontal in each 

image as in  Fig.  (1).  The right pictures plot the epipolar 

lines corresponding to the point marked in the left pictures.  

This procedure is called rectification [8].  If cameras share the 

same focal plane the common retinal plane is constrained to 

be parallel to the baseline and epipolar lines are parallel.  

 

 

3. Neural Net Based Image-Based Visual   

    Servo Control (ANN-IBVS) 
 

Over the last section we have focused more in single and 

double camera scenes,  i.e.  representing the robot arm visual 

sensory.   In this section,  we shall focus on Image-Based 

Visual Servo (IBVS)  which uses locations of object features 

on image planes (epipolar) for direct visual feedback.   For 

instant,  re-consider   Fig. 1, and  Fig. 2,   where it is desired to 

move a robotics arm in such away that camera's view changes 

from (initial) to (final) view,  and feature vector from ( 0  )  to  

( d ).     Here  ( 0 )  may comprise coordinates of vertices,  or 

areas of the object to be tracked.   Implicit in ( d ) is the robot 

is normal to,  and centered over features of an object,  at a 

desired distance.    Elements of the task are thus specified in 

image space.   For a robotics system with an end-effector 

mounted camera, viewpoint and features are functions of 

relative pose of the camera to the target, ( t

c
).  Such function 

is usually nonlinear and cross-coupled.  A motion of end-

effectors DOF results in complex motion of many features.   

For instant,  a camera rotation can cause features to translate 

horizontally and vertically on the same image plane,  as 

related via the following relationship : 
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Fig.  (3) :   Learning neural system 
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Equ (7) is to be linearized.   This is to be done around an 

operating point : 

                                      xxJ t
c

t
c

c
f )(                                   (8) 
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                                  (9) 

In Equ (9),  )( xJ t
c

c
f   is the Jacobian matrix,  relating rate of 

change in robot arm pose to rate of change in feature space.  

Variously,  this Jacobian is referred to as the feature Jacobian,   

image Jacobian,  feature sensitivity matrix,  or interaction 

matrix [10].   Assume that the Jacobian is square and non-

singular, then : 
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c )x(Jx

1

c
f
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                              (10) 

from which a control law can be expressed by  : 

                            ))t(ff](t
c][K[

d

1

c
f

t
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                    (11) 

 

will tend to move the robotics arm towards desired feature 

vector.   In Equ (11),  fK  is a diagonal gain matrix,  and (t) 

indicates a time varying quantity.    Object posture rates  x t
c   

is converted to robot end-effector rates.   A   Jacobian , 

)( xJ t
c

c
f   as  derived from relative pose between the end-

effecter  and camera, )( x t
c  is used for that purpose.   In this 

respect, a technique to determine a transformation between a 

robot's end-effector and the camera frame is given by Tsai and 

Lenz [11] .    In turn, an end-effector rates may be converted 

to manipulator joint rates using the manipulator's Jacobian 

[12], as follows  : 

                                      xc
6t16t

t
)(J   


                              (12) 

t
  represents the robot joint space rate.    A complete closed 

loop equation can then be given by  : 

                                                                               

                          ))t(ff(JJ)(JK
dt

c1

c

f6t16t
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For achieving this task,  an analytical expression of the error 

function is given by : 

                                  



  2

61
)(               (14) 

Here,     and   is  pseudo inverse of the matrix  ,  

)J()( T

1

Tnm    and J  is the Jacobian matrix of 

task function as 



J .    Due to modeling errors,  such a  

closed-loop system is relatively robust in a possible  presence 

of image distortions and kinematics parameter variations of 

the Puma 560 kinematics.   A number of researchers also have 

demonstrated good results in using this image-based approach 

for visual servoing.    It is always reported that,  the significant 

problem is computing or estimating the feature Jacobian,  

where a variety of approaches have been used [12].     The 

proposed IBVS structure of Weiss [13,14],  controls robot 

joint angles directly using measured image features.  Non-

linearities include manipulator kinematics and dynamics as 
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well as the perspective imaging model.    Adaptive control was 

also proposed,  since )(J c1f 


 ,  is pose dependent.   In this 

study,  changing relationship between robot pose,  and image 

feature change is learned during the motion via a learning 

neural system.   The learning neural system  accept s a 

weighted set of inputs (stimulus) and responds.    The four-

layer feedforward neural network with (n)  input units,  (m) 

output units and N units in the hidden layer,  is shown in the 

Fig. (3).   

 

Fig. (3).  exposes a one possible neural network architecture 

that have been used.   In  reference to the Fig. (3), every node 

is designed in such away to mimic its biological counterpart,  

the neuron.   Interconnection of different neurons forms an 

entire grid of the used ANN that have the ability to learn and 

approximate the nonlinear visual kinematics relations.   The 

used learning neural system composes of four layers.   The  

input, output layers, and two hidden layers.   If we denote 
c

w   

and 
c

w  as the camera’s linear and angular velocities with 

respect to the robot frame respectively,   motion of the image 

feature point as a function of the camera velocity is obtained 

by  : 
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Instead of using coordinates 
c

x P   and  
c

y P  of the object 

feature described in camera coordinate frame,  which are a 

priori unknown,  it is usual to replace them by coordinates  (u)  

and (v)  of the projection of such a feature point onto the 

image frame. 

 

 

4    Simulation: A Case Study  
 

In this section the presented visual servoing is verified and 

discussed.    The simulated system is presented in  Fig. (2).  

During simulations the task has been performed using 6-DOF 

Puma manipulator with 6 revolute joints and a camera that can 

provide position information of the robot tip and the target in 

the robot workplace.   The robot direct kinematics is given by 

the set of  equations of Puma 560 robotics system, as 

documented in [15].   Kinematics and dynamics equations are 

already well known in the literature.  For the purpose of 

comparison,  the used example is based on visual servoing 

system developed by Rives [1].   The robotics system are has 

been servoing to follow an object that is moving in a 3-D 

working space.   Object has been characterized by (8-features) 

marks,  this has resulted in 24,  38 size, feature Jacobian 

matrix. 

     

INITIAL PHASE: FREE RUNNING SYSTEM, ANN 

DESIGN, AND LEARNING : 

   

The foremost ambition of this visual servoing is to drive a 6-

DOF robot arm,  as simulated with Robot Toolbox [14],  and 

equipped with a pin-hole camera, as simulated with Epipolar  

Geometry Toolbox, EGT [8],  from a starting configuration 

toward a desired one using only image data provided during 

the robot motion.  For the purpose of  setting up the proposed 

method,  Rives algorithm has been run a number of time 

before hand.   In each case,  the arm was servoing with 

different object posture and a desired location in the working 

space.  
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Fig.  (4) :  Top view: Actual object position and desired position. 

 

Large training patterns have been gathered and classified, 

therefore.   Gathered patterns at various loop locations gave an 

inspiration to a feasible size of  learning neural system.   Four 

layers artificial neural system has been found a feasible 

architecture for that purpose.    The net maps 24 (38 feature 

points) inputs characterizing object cartesian feature position 

and arm joint positions into the 6 differential changes in arm 

joints positions.   The network is presented with some arm 

motion in various directions.   Once the neural system has 

learned with  presented patterns and required  mapping,  it is 

ready to be employed in the visual servo controller.   Trained 

neural net was able to map nonlinear relations relating object 

movement to differentional changes in arm joint space.   

Object path of motion was defined and simulated via Rives 

Algorithm, as  given in [1],   after such large number of 

running and patterns, it was apparent that the learning neural 

system was able to capture such nonlinear relations.  

Execution starts primary while employing learned neural 

system within the robotics dynamic controller (which is 

mainly dependent on visual feature Jacobian).   In reference to 

Fig. (2),  visual servoing dictates the visual features extraction 

block.  That was achieved by the use of the Epipolar Toolbox.   

For assessing proposed visual servo algorithm, simulation of  

full arm dynamics has been achieved using kinematics and 

dynamic models for the Puma 560 arm.   Robot Toolbox has 

been used for that purpose.   In this respect,  Fig.  (4)  shows 

an aerial view of actual object posture and the desired one.   

This is prior to visual servoing to take place.  The figure also 
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indicates some scene features.   Fig.  (5) shows the Robot arm-

camera servoing  and  approaching towards a desired object 

posture.   ANN was fed with defined pattern during arm 

movement.  Epipolars have been used to evaluate visual 

features and the update during arm movement.   Fig. (6) shows 

error between the Rives Algorithm and the proposed ANN 

based visual servo.  Results suggest high accuracy of identical 

results,  indicating that a learned neural system was able to 

servo the arm to desired posture.   Difference in error was 

recorded within the range of (2.510
7

)  for specific joint 

angles.  Finally,  Fig.  (7)  show migration of the eight visual 

features as seen over the camera image plan.  Just the once the 

Puma robot arm was moving,  concentration of features are 

located  towards an end within camera image plane.  
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Fig.  (5) :    Robot am-camera servoing towards a desired 

object posture. 
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Fig.  (6) :  Error between the Rives Algorithm results and the 

proposed ANN based visual servo 

 

 

 

 

Fig.  (7) :   Migration of eight visual features,  as seen over the 

camera image plan. 

 

 

5   Conclusions  
 

This article has been focused towards approximating 

complicated nonlinear kinematics and feature Jacobian 

matrices relating a robotics arm system movement in reference 

to an object displacement,  as profoundly appear in closed 

loop visual servos systems.  The presented approach avoids " 

heavily computed " kinematics relations.   That was achieved 

whilst using a leaning artificial neural system,  resulting in 

reduced computation time,  usually a cumbersome for real-

time applications. In addition, the proposed methodology 

depends on mergence of three MatLab-based Toolboxes 

together,  the Robotics Toolbox,  ANN toolbox,  and the 

Epipolar Geometry Toolbox.  While learning closed-loop 

visual and kinematics relations,  a  multi-layer neural net 

structure has been used for that purpose.  The proposed 

methodology has proven to be an effective approach of 

approximation,  and has reduced computational time usually 

needed to update visual feature Jacobian matrix as robotics 

system in motion.     
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Abstract-This paper focuses on the design and 
implementation of the analytical hierarchy process (AHP) 
using Fuzzy inference techniques. This AHP-FUZZY 
approach is a multi-criteria combination system. The 
nature of the AHP-FUZZY approach is pair-wise 
comparison, which is expressed by the fuzzy inference 
techniques, to achieve the weights of the attributes. The 
hierarchy structure of the AHP-FUZZY approach can 
greatly simplify the definition of decision strategy and 
represent the multiple criteria explicitly, and the fuzzy 
inference technique can handle the vagueness and 
uncertainty of the attributes and adaptively generate the 
weights for the system. Based on the AHP-FUZZY 
approach, a simulation system is implemented in the route 
guidance system and the process is analyzed. 

Keywords: fuzzy inference, analytical hierarchy process 

1 Introduction 
Route choice mechanism is the key technology of 

the route guidance system providing path planning 
strategy for the travelers. However, most of the route 
guidance systems usually give the shortest distance path 
or shortest time path based on the historical average traffic 
data, which easily cause traffic congestion. Therefore, 
optimum route choice based on the static and dynamic 
traffic information can provide optimum path for travelers 
and alleviate traffic congestion. Due to the complexity of 
the route choice attributes, it is hard to realize the 
pair-wise comparison between different attributes. 

In the past few years, much research has been done 
to study the route choice algorithm, the mainly used 
algorithms are as follows: fuzzy logic algorithm and 
genetic algorithm [1], fuzzy neural algorithm [2], fuzzy 
logic-ant colony [3], analytical hierarchy process (AHP) 
using quantifier-guided ordered weighted averaging 
(OWA) procedure [4]. The fuzzy logic based system is 
widely used mainly because of its capacity to handle 
vagueness and it is also easy to combine with other 
methods to adaptively choose the optimum route. OWA is 
a kind of multi-criteria aggregation procedure which was 

developed in the context of fuzzy set theory and is 
composed of two weights: the weights of criterion 
importance and order weights. The order weights decide 
the optimum route choice of road network, while the AHP 
proposed by Saaty (1980) is based on the additive 
weighting model. The AHP can decompose the decision 
problem into a hierarchy of sub-problems composed of 
several criterions and the importance of weights is 
associated with their criterions. This approach is of great 
importance for spatial decision problems that can not 
complete pair wise comparisons of the alternatives [5]. 
However, due to the vagueness and uncertainty of traffic 
attributes and route decisions, a crisp, pair-wise 
comparison of AHP can not capture the vagueness of 
traffic attributes. Thus, fuzzy logic is introduced into the 
AHP structure to compensate the deficiency of AHP. 

This paper is outlined as follows: Section II gives an 
introduction to the AHP approach in a spatial 
decision-making context. Section III presents the AHP 
procedures using fuzzy inference techniques. Section IV 
presents an implementation of the approach and the 
results analysis. Some conclusions are given in Section V. 

2 The AHP approach 
The AHP approach is a flexible and yet well 

structured methodology to analyse and solve complex 
decision problems by structuring them into hierarchical 
framework [6]. It can be realized by three steps: (1) 
developing the AHP hierarchy, (2) pair-wise comparison 
of elements of the hierarchical structure, (3) constructing 
an overall priority rating.  

2.1 The AHP hierarchy 
For the first step of the AHP procedure, it is to 

decompose the decision problem into several 
sub-problems, represented by the hierarchy structure tree, 
which consists of goal, objectives, attributes and 
alternatives (Figure 1.). Accordingly, the spatial-decision 
problem is related to a set of defined alternatives, a set of 
evaluation criteria and its associated weights. 
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Figure 1. The hierarchy structure of AHP approach 

The spatial decision problem is decomposed into a 
set of p objectives Oq for q = 1,2, … , p. The objectives 
are measured in terms of the underlying attributes, and a 
set of n attributes Cj  for j = 1,2, … , n,  corresponded 
with the p objectives. In addition, a subset of attributes in 
terms of the q th objective is denoted by Ck(q)  for 
k = 1,2, … , l; l ≤ n . The weights of objectives and 
attributes can be denoted by wq = [w1, w2, … , wp] and 
wk(q) = [w1(q), w2(q), … , w3(q)]  respectively, where 
wq ∈ [0,1],∑ wq = 1p

q=1 , and 
wk(q) ∈ [0,1],∑ wk(q) = 1l

k=1 . The performance of the 
alternatives is related to attributes Cj is denoted by a set 
of standardized criterion values: X = [xij]m×n;  xijϵ[0,1] 
for j = 1,2, … , n. 

2.2 Pair-wise comparisons 
The pair-wise comparison as the second step of the 

AHP procedure is the basic measurement mode employed 
in the AHP procedures, which can greatly reduce the 
conceptual complexity of a problem since only two 
components are considered at any given time. 

The decision hierarchy tree of AHP can provide the 
selection and ranking of alternatives by pair-wise 
comparison according to related criteria. The pair-wise 
comparison matrices are based on the alternatives, 
A1, … , Am, in terms of each criteria being considered. A 
pair-wise matrix for an expert i with respect to criterion 
k can be denoted as: 

              𝐴𝑖𝑘 =
𝐴1
⋮
𝐴𝑚

𝐴1 … 𝐴𝑚

�
𝑎11
𝑘,𝑖 ⋯ 𝑎1𝑚

𝑘,𝑖

⋮ ⋱ ⋮
𝑎𝑚1
𝑘,𝑖 ⋯ 𝑎𝑚𝑚

𝑘,𝑖
�         (1) 

Each a11
,  denotes the strengths of preferences that 

the user believe alternative i over alternative j.  

Each pair-wise matrix in the form of m × m, whose 
elements are a11

, s, is a square positive reciprocal matrix: 

aij = 1
aji

 and aii = 1.00 ∀i, j = 1, … , m          (2) 

Therefore, the ratio either under or above the 
principal diagonal of the matrix are enough to complete 
the matrix by taking the reciprocals of the given elements. 
Each aij could be regard as an estimate of the weight of 
the alternative i, wi, to alternative j, wj: 

                       aij = wi
wj

               (3) 

Then,  

         𝑤𝑖 = 𝑎𝑖𝑗𝑤𝑗   (4) 

2.3 The weights of the criterions 
After the pair-wise comparison matrix is obtained, 

the next step is to summarize preferences so that each 
element can be assigned a relative importance. It can be 
achieved by computing the weights and priorities, 
w = [w1, w2, … , wp]  for p  objectives and w(q) =
[w1(q), w2(q), … , wI(q)] for attributes associated with the 
qth objective.  

The weights can be achieved by normalizing the 
eigenvector with respect to the maximum eigenvalue of 
the pair-wise comparison matrix. The normalized 
eigenvector consists of an iterative process; first the 
matrix A� is calculated by normalizing the columns of A:  

    A� = [aqt∗ ]p×p,                  (5) 

Where aqt∗ = aqt
∑ aqt
p
q=1

, for all t = 1,2, … , n.         

The vector of ω can be given: 

   wq = a�qt(z)
∗ , for all q = 1,2, … , p.         (6) 

By the simple rule, the attributes weights can be 
calculated: 

  akh(q)
∗ =

akh(q)

∑ akh(q)
l
k=1

, for all h = 1,2, … l.      (7) 

         wk(q) = a�kh(q)
∗ , for all k = 1,2, … , l.        (8) 

Goal 

𝑂𝑞 𝑂𝑝 

𝐶1(𝐼) 

𝐴1 

... ... 

... ... ... 𝐶𝑙(𝐼) 𝐶1(𝑞) 𝐶𝑙(𝑞) 𝐶1(𝑝) 𝐶𝑙(𝑝) 

Goal 

Objectives 

Attributes 

 Alternatives  

 

𝑂𝐼 

𝐴2 

 

𝐴1 

 

𝐴2 

 

𝐴1 

 

𝐴2 

 

1004 Int'l Conf. Artificial Intelligence |  ICAI'12  |



2.4 The priority rating 
Finally the weights can be given by aggregating the 
relative weights of objectives and attribute levels, which 
can be done by a sequence of multiplications of the 
matrices of relative weights at each level of hierarchy. 
The global weights of each criterion, wj

g  are calculated 
as follows:  

                   wj
g = wq × wk(q)                 (9)  

For the overall evaluation results, Ri  of the i th 
alternative is calculated as follows:  

                   Ri = ∑ wj
gxijn

j=1                   (10) 

Where xij is associated with the attributes value. 

Figure 2. The hierarchical structure of AHP-FUZZY system 

3 The Ahp-fuzzy system 
 

3.1 The FUZZY model 
FLS[7] is a process of mapping an input space onto 

an output space using membership functions and 
linguistically specified rules. The process of fuzzy 
inference involves Membership Functions, Logical 
Operations, and If-Then Rules. Fuzzy Logic theory with 
expert knowledge can represent the inference procedure 
explicitly using a set of fuzzy if-then rules, which offer a 
high degree of transparency into the system being 
modeled. With the inputs and output defined, it needs to 
specify a set of rules to define the model. The rules of 
approximate reasoning which can be used to describe the 
route choice are if-then rules. After the inputs are 
fuzzified and the degree of each part of the antecedent is 
satisfied for each rule, the logical operations can help the 
logical verbal rules. Finally, defuzzification process can 
help resolve a single output value from the set. 

3.2 The AHP-FUZZY model (Figure 2.) 
Consider a directed graph G��⃗ = (V, E) with a origin 

point o ∈ V and a destination d ∈ V. A denotes the set of 
all acyclic routes from the origin point o to destination 
point d on G��⃗ = (V, E). For each road segment of road 
network e ∈ E, criteria is defined, then the multi-criteria 
structure is imposed on the road network.  

The purpose of this paper is to give the least cost 
route decision considering both the traffic density of road 
segments of each intersection and the overall cost of O/D 
pairs. Supposing that there are a set of m alternatives, 
that is, m adjacency road segments for each node, which 
can be denoted by Ai for i = 1,2, … , m. The alternatives 

are to be evaluated by a set of p objectives Oq, where 
q = 1,2, … , p. The objectives are measured in terms of 
the underlying attributes. Thus, a set of n  attributes 
associated with the p objectives can be denoted by Cj, 
where j = 1,2, … , n , while a subset of attributes 
associated with the qth objective is denoted by Ck(q), for 
k = 1,2, … , l; l ≤ n . There are two sets of weights,  
wq = [w1, w2, … , wp]  and 
wk(q) = [w1(q), w2(q), … , w3(q)]  are assigned to the 
objectives and attributes, respectively. The weights have 
the following properties: wq ∈ [0,1], ∑ wq = 1p

q=1 , and 
wk(q) ∈ [0,1] , ∑ wk(q) = 1I

k=1 . Based on the basic 
knowledge of AHP approach, the fuzzy logic approach is 
employed to improve its performance. For the weights of 
the objectives and weights, they are not constant values 
any more, which will be decided by the fuzzy logic rules. 
Combining with the above weights, the global weights of 
each criterion, wj

g   are calculated as follows: wj
g =

wq × wk(q) , while the performance of alternatives Ai 
with respect to attributes Cj  represented by a set of 
standardized criterion values: X = [xij]m×n ; for xij ∈
[0,1], j = 1,2, … n. The final evaluation results of the ith 
alternative can also be calculated as follows: Ri =
∑ wj

gxijn
j=1 , where xij  is associated with the attributes 

value. 

4 Implementation of Ahp-fuzzy 
approach 

4.1 Illustration of implementation process 
Traditionally, the movements of vehicles are 

considered as isolated moving units in the route guidance 
system. However, a car driving on the road is influenced 
by the whole road network including static and dynamic 
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information. Generally, distance and travel time are 
usually considered as the main factors to decide the route 
selection neglecting the traffic density which can 
represent the traffic load capacity and the intensity of 
travelers’ comfort. Basically, travelers usually want to get 
to their destination at least cost. Thus, there are three main 
criteria considered in this route guidance system for k 
routes given by the route search algorithm, as follows: 

• Travel distance: 0 denotes the routes with the 
shortest distance. In contrast, 1 denotes the 
longest route. The attribute value for other routes 
can be decided by a linear scale. 

• Travel time: 0 denotes the least time, while 1 
denotes the largest time value. Again, the attribute 
value for other routes can be decided by a linear 
scale. 

• Travel congestion: 0 denotes no congestion, while 
1 denotes the worst situation. 

It can be noticed that each driver wants to get to their 
destination at least cost, that is, those attribute scores are 
close to zero.  

Therefore, the hierarchy structure also consists of 
objectives, attributes and alternatives (Figure 3.). The 
overall goal is to achieve the least cost path. The 
objectives are decided by three criterions: (i) distance, (ii) 
time, (iii) density. The weights of the objective are 
decided by these three criterions:  

wq = [w1, w2, w3],  

Where wq denotes the weights of three criterions 
respectively, q = 1,2,3. 

The weights of the attributes are decided by the 
pair-wise comparison of alternatives:  

wk(q) = [w1(q), w2(q), … , w3(q)],  

Where wk(q)  is in terms of the weights of the 
alternatives corresponding to one single attribute. 
k = 1,2,3. In order to simply the illustration, only three 
alternative routes are considered. 

As mentioned in Section III, the fuzzy inference 
system is introduced into the AHP approach to quantify 

the weights of objectives and attributes. The nature of the 
fuzzy inference system is the formal mathematical 
formulation represented by the fuzzy rule statements. 

As to the weights of the objectives wq, the traveling 
cost composed of travel distance and travel time, is 
influenced by the traffic on the roads. Moreover, the cost 
of road segment is greatly influenced by the road load 
capacity, that is, traffic density. Thus, the fuzzy rules can 
be given according to the intensity of traffic density. The 
first fuzzy rules are described as follows: 

• If the traffic density is low, then the weight of 
distance is high, that is, the time weight is low 
(For the free traffic flow, the cost of traffic is 
totally decided by the shortest path. 

• If the traffic density is high, then the weight of 
time is high, that is, the distance weight is low 
(For time periods of traffic congestion, the cost of 
traffic is totally decided by the least time path). 

• If the traffic density is medium, then the weight of 
distance is medium, that is, the time weight is 
medium. As to the value of the weights, it can be 
generated by the fuzzy membership function and 
defuzzification process. 

For the weights of the attribute wk(q), is in terms of 
the weights of the alternatives corresponding to one single 
attribute. k = 1,2,3. 

1) If the degree of the attributes (distance, time, 
density) is low, then the weight of the attributes is low. 

2) If the degree of the attributes (distance, time, 
density) is medium, then the weight of the attributes is 
medium. 

3) If the degree of the attributes (distance, time, 
density) is high, then the weight of the attributes is high. 

Based on the fuzzy rules and the membership 
functions of fuzzy sets, the criterion weights wq and 
wk(q) are generated by the defuzzyfication process. The 
global weights of each criterion, wj

g  are calculated as 
follows: wj

g = wq × wk(q). The final evaluation results 
of the ith alternative can also be calculated as follows: 
Ri = ∑ wj

gxijn
j=1 , where xij  is associated with the 

attributes value. 
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Figure 3. The implementation of AHP-FUZZY system 

4.2 Result analysis 
In order to demonstrate the process of the 

AHP-FUZZY approach, a simulation is implemented in 
Sydney and a random orientation and destination is 
selected for the study. Based on the real-time traffic 
information, three available routes are given as the route 
alternatives for pair-wise comparison and an illustration 
example is given in Figure 3.  

TABLE 1. PAIR-WISE COMPARISON MATRIX OF THE OBJECTIVE 
ATTRIBUTES 

 Distance  Time  density weight 
Distance 1 0.8 0.81 0.287 
Time 1.25 1 1.01 0.358 
Density  1.23 0.98 1 0.353 

TABLE 2. PAIR-WISE COMPARISON MATRIX OF ALTERNATIVES 
CORRESPONDING TO THE DISTANCE 

 A1 A2 A3 weight 
A1 1 1.57 0.48 0.269 
A2 0.64 1 0.3 0.171 
A3 2.07 3.26 1 0.559 

The pair-wise comparison of the objectives and 
attributes can be achieved by the fuzzy inference 
techniques.  Table1 and Table2 show the pair-wise 
comparison of the objectives and attributes. From 
Equation(9), it can easily get the global weights of the 
alternatives. The evaluation results can also be given by 
the Equation(10).  

TABLE 3.  RESULTS COMPARISON FOR ROUTE CHOICE METHODS 

Route choice 
methods 

Distance Time cost 

Shortest 
distance 

18.5km 85min 0.2934 

Least time 
21.85km 

44min 0.1542 

Least cost 20.26km 48min 0.1278 

 

 
Figure 4. Traffic attributes changes during the whole day 

 Figure 4 shows that the weights change less during 
off-peak hours, while there are great gaps during peak 
hours. For the off-peak hours, the traffic is usually free 
flow traffic and the AHP-FUZZY approach usually 
chooses the shortest path for the travelers. During the 
peak hours, for the different road segments, they have 
different traffic density, thus the weights of traffic 
attributes are different from each other. The results denote 
that the AHP-FUZZY approach can adaptively change 
their weights based on the real time information. 

In order to validate the AHP-FUZZY model 
providing optimum path, we compare the least cost path 
with the shortest path and least time path. During off-peak 
hour, shortest path or least time always comes with the 
least cost, there is no need to compare them during 
off-peak hour. Thus, the comparison results focus on the 
peak-hour traffic. The results for three route choice 
methods at 8:00am are shown in Table 3. From Table 1, it 
shows that the shortest distance path has the longest time 
and the least time path has the longest distance, while the 
least cost path has the medium distance and medium time. 
From study the traffic volume data on these three routes, it 
shows that traffic volume on shortest distance path has 
heavy traffic jams, while the least time waste too much 

Least cost route 

Time Congestion 

R1 

Fuzzy Logic System 

 

Goal 

Objectives 

Map layers 
Attributes 

Distance 

R3 R2 R1 R3 R2 R1 R3 R2 

0.269 0.559 0.171 0.225 0.31 0.464 0.319 0.321 0.359 

R1 R3 R2 

W1=0.287 W2=0.358 W3=0.353 

R1=0.27 R2=0.342 R3=0.385 

𝑤𝑘(1) 𝑤𝑘(2) 𝑤𝑘(3) 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 1007



cost on the road distance. Based on the study of traffic 
data on routes of shortest distance path and least time 
path, it can be shown that the least cost path is more 
optimum and it can also balance the traffic flow on the 
roads without betray the cost requirements.  

5 Conclusion 
In this paper, an AHP-FUZZY approach for route 

guidance system is proposed. The AHP-FUZZY approach 
is a multi-criteria combination system developing the 
hierarchy structure and adaptively generating the weights 
based on the two step fuzzy rule system, which can 
greatly simplify the definition of decision strategy and 
represent the multiple criteria explicitly. In addition, for 
the two step fuzzy-rule system, the former one can 
adaptively generate different weights of attributes 
(distance, time and density) based on the traffic density 
during the whole time periods of day, and the letter one 
can realize the dynamic route selection based on the real 
time traffic information. The simulation experiment has 
been done on the road network in Sydney. The simulation 
results show that this AHP-FUZZY approach can 
adaptively adjust the weights of the objectives to get the 
least cost path for the different time periods of day. 
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Abstract – artificial bee colony algorithm is a new swarm 

intelligence algorithm. It is inspired from natural bee swarm 

intelligence concepts to solve the optimization problems. This 

paper proposes a framework for artificial bee colony 

algorithm. This framework is problem independent. The 

usage of this framework in any optimization problem is the 

goal of this research. This reusability is presented as a part 

of this paper.  

The paper introduces the artificial bee colony algorithm. 

Afterwards, a description of the framework will be provided. 

Detailed view of the framework and how to be used are 

shown. The experiments are stated after that. A conclusion is 

presented at the end of this paper. 

Keywords: Artificial Bee Colony Algorithm, Generic 

Artificial Bee Colony Framework (GABCF), Problem 

Independent Artificial Bee Colony Implementation. 

 

1 Introduction 

The solution techniques of the optimization problems could 

be categorized into: combinatorial optimization techniques 

and approximate optimization techniques. The combinatorial 

optimization techniques find the optimal solution of the 

problem. Approximate optimization techniques target finding 

a solution that satisfies the user constraints and needs. This 

solution maybe very close to the optimal solution and also 

may not be close, this is not the main concern in such 

techniques. Swarm -based optimization algorithms are kind of 

the approximate techniques. Swarm intelligence algorithms 

contain ant colony, bee colony, cockroach, etc [2]. 

Artificial bee colony (ABC) algorithm is a simulation of real 

bee colony and its foraging behaviors. ABC is introduced in 

2005 for the first time [1]. In this paper, we provide a 

framework that implements ABC algorithm using Java 

programming language. This framework called “Generic 

Artificial Bee Colony Framework” (GABCF). Previously, 

each time the researcher uses ABC algorithm for a new 

problem, he had to implement it again to be compatible with 

the problem nature. The presented framework (GABCF) in 

this paper is problem independently designed and 

implemented. The framework separates the ABC algorithm 

workflow/intelligence from the problem specific 

implementation. The framework performs this separation by 

providing interfaces and abstract classes as integration gates. 

The user could implement only a small problem’s related 

section to have the ABC framework works with his problem 

dynamically. 

In section 2, ABC algorithm is presented. The framework 

details, diagrams, and specifications are presented in section 

3. The experimental work in this research is how to use this 

proposed framework in problem solving, this point is 

described in section 4. A conclusion is conducted at the end of 

this paper in section 5. 

2 Artificial Bee Colony (ABC) Algorithm 

Artificial bee colony is an algorithm that simulates the swarm 

intelligence integration of bees’ colony in foraging natural 

life. The actual bees’ colonies categorize the bees in foraging 

activities into the following types: 

 Worker (Employee) bees group. 

 Onlooker bees group. 

 Scout bees group. 

From natural bees’ point of view, each group of bees has a 

specific role. The worker bees use the real nectar sources in 

foraging process. The workers collect the nectar from these 

sources and return to the hive. Worker bees do a waggle 

dance when return to the hive. The dance describes the 

evaluation of the food source and its geographic location. 

After the worker bees dance in front of the hive, there is a 

group of bees (onlooker bees) monitoring their dancing to 

choose resources from the workers findings. This selection is 

based on the worker bees’ sources fitness evaluation function. 

After the onlookers choose a subset of the resources, the 

onlookers go to these sources and search in their neighbors to 

find a better food sources. After that the onlookers return to 

the hive with their findings. 

Simultaneously there are a group of bees called (scout bees), 

these bees look always for abandoned food sources exploring. 

Scout bees explore new areas by finding random nectar source 
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(create random solution in the artificial algorithm) and 

returning this information back to the hive. 

By mapping these natural activities to the artificial bee colony 

algorithm, the worker bees catch a valid solution of the 

problem. Onlooker bees select solutions based on the fitness 

value of them. They search in the surrounding solutions to 

find a better solution. Scout bees create random solutions per 

iteration to simulate the real scout bees’ activities. 

By this step, a cycle in bee colony foraging is completed. At 

the beginning of the new cycle, the worker bees select new 

sources for the new iteration (cycle) from all the available 

sources (old worker sources, onlookers’ findings and scout 

discovered sources). 

There are four mandatory parameters for ABC algorithm: 

worker bees count, onlooker bees count, scout bees count, 

maximum cycle number (MCN). These parameters are 

mandatory for ABC to be able to do its logic. The framework 

gets these parameters through communication gates described 

in the next section. 

Onlookers bees are selecting the sources depends on the 

sources (solutions) fitness. The selection use a probability of 

source selection, this probability is [2, 3]: 

Pi= fit i/ ∑fitn                   where n=1 to SN     (1) 

Where fiti is the fitness value of the solution number (i) and 

(SN) is the count of the food sources. The count of food 

sources is equal to the number of worker bees. 

In GABCF, the framework uses this probability selection 

equation for the onlooker’s bees sources allocation. 

Some researches go to that: the worker bees also do a local 

search activity in the neighbor areas but with very small scale, 

then onlooker bees do the search with a wider scope than 

worker bees. GABCF provides the flexibility to the user in 

enabling this feature or disabling it. Figure 1 presents ABC 

algorithm steps. 

 

Figure 1: ABC algorithm description. 

“Requirements are met” mentioned in figure 1 is the exit 

condition of ABC algorithm. It could be an acceptable 

solution fitness value, and also it could be the number of 

cycles [4, 5]. Maximum cycle number (MCN) is the used exit 

criteria in the generic artificial bee colony framework. 

3 Generic Artificial Bee Colony 

Framework (GABCF) 

Generic artificial bee colony framework is problems 

independent framework. It separates the workflow of ABC 

algorithm from the actual problems’ details. As described in 

the next diagrams, the framework contains the ABC algorithm 

logic, and some interfaces and definitions that should be 

implemented (by the user) to make the GABCF works with 

his problem adaptively. 

 

Figure 2: High level class diagram. 

As described in figure 2, GABCF contains three integration 

gates with the user: 

 “ABCStandardAlgorithm” class. 

 “ProblemSpecificBeeInterface” interface. 

 “AbstractSolutionClass” class. 

More descriptions of these components are described in figure 

3, and figure 4 in a detailed form.  

 

Figure 3: Low level class diagram. 
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Figure 4: Low level class diagram – part 2. 

In the following points, the description of each component is 

provided: 

 “BeeAlgorithmConfiguration” class: 

It is a configuration class that has the needed parameters 

for ABC algorithm. These parameters are: worker bees 

count, onlooker bees count, scout bees count and 

maximum cycle number (MCN). 

 “ABCStandardAlgorithm” class: 

It is the starting point of the algorithm. This class needs a 

configuration object described above and the problem 

specific implementation which provided by the user of 

the framework. This class contains the ABC algorithm 

work flow. The only public methods in 

“ABCStandardAlgorithm” class are the constructor and 

“startAlgorithm()” methods. “startAlgorithm()”is the real 

starting point of the algorithm execution. 

 “ProblemSpecificBeeInterface” interface: 

Each problem has its search space specifications. For 

example if we use GABCF in travelling salesman (TSP) 

problem, the search space is the valid routes that could 

solve the problem. In this interface, there are three 

declared functionalities: 

a) Create random solution: which is used in the initial 

generation creation and in scout bees’ work. 

b) Do the worker bees search: depends on each problem, 

the user could provide a worker bee search action to 

be executed during ABC algorithm lifecycle. This 

search should run using the method parameter 

(solution). If the user of the framework doesn’t want 

search activities to be done by the worker bees, he 

could return the method parameter as it is into the 

function output without any changes. 

c) Do the onlooker bees search: depends on each 

problem, the user could provide an onlooker bee 

search action to be executed during ABC algorithm 

lifecycle. This search should run using the method 

parameter (solution). Theoretically, onlooker search 

action should be on a wider scale than worker bees’ 

action, but this depends on the user implementation 

logic. 

 “AbstractSolutionClass” class: 

This is a parent class for the solutions. Each problem has 

its solutions format, but the user problems’ solution class 

should extend this abstract parent. The only two methods 

that should be implemented according to the problem 

nature are: 

a) “evaluateSolutionFitnessFunction”, the user should 

implement this method to evaluate the solution 

fitness value according to the problem details. 

b) “serializeObjectToStringFunction”, this method is 

serializing the solution object to a string format to be 

compared by the framework in equality conditions. 

This string represents the solution and should be 

considered as a hash code of the solution which 

should not return the same value except for the 

typical solutions content. 

After discussing the detailed image of the framework 

components, figure 5 presents the sequence flow of the work 

starting from the initiation of the algorithm by the user until 

returning the best fetched solution to the caller. The sequence 

diagram presents first cycle actions. Other cycles do the same 

sequence of actions excluding the initial generation creation.  

 

Figure 5: GABCF sequence diagram for iteration 1. 

As described in figure 5, the workflow of the framework starts 

by the client when bee algorithm configurations object 

creation. In this step, the user set the needed parameters of the 

GABCF framework. These parameters are the ABC algorithm 

parameters that described in the previous section. Afterwards, 

the GABCF uses the specific problem implementation to run 

the ABC algorithm workflow. The ABC algorithm starts from 

initial generation creation, select the sources for the worker 

bees for the current iteration, run the worker search logic, 

select the onlooker bees’ sources, run the onlooker bees 
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search, and run the scout bees search to complete the 

available sources to be ready for the next cycle enrollment. 

Figure 6 presents the other iterations flow. This flow in figure 

6 is applied starting from iteration 2 to the last iteration. 

 

Figure 6: GABCF sequence diagram for other iterations. 

4 Experiments 

In this section, the paper presents experimental usage of 

GABCF in solving traveling salesman problem (TSP). This 

section mainly provides the actual activities of the GABCF 

user to be able to run the complete solution for his problem 

(TSP). As described in the previous section, the user of 

GABCF has to implement "ProblemSpecificBeeInterface" 

interface, and "AbstractSolutionClass" class. 

 

Figure 7: TSP solution class implementation. 

As presented in figure 7, the user creates problem’s solution 

extending “AbstractSolutionClass”. The created class 

implements two abstract parent methods. The first one is 

“evaluateSolutionFitnessFunction”, which should evaluate the 

solution fitness function according to the problem nature. The 

second one is “serializeObjectToStringFunction” which 

should serialize the solution object into string, just to act like 

the hash code during the objects comparison. 

The second needed class is the implementation of 

“ProblemSpecificBeeInterface” interface. TSP implementation 

of this interface is presented in figure 8. 

The needed functions implementation sample is presented in 

figure 8. The user implements a function that creates a random 

solution. This function is used in the first generation creation 

and in scout bees search. Other two functions search in the 

search space according to the problem nature, one for worker 

search scope and the other one for onlooker search scope. If 

the user in any search function (worker for example) returns 

the parameter as is, so the user implicitly cancels this search 

activity. 

 

Figure 8: TSP specific problem implementation class. 

5 Conclusion 

Generic Artificial Bee Colony Framework (GABCF) is the 

proposed framework that implements artificial bee colony 

algorithm. The value of GABCF demonstrated in its 

separation between ABC algorithm details and any specific 

problem implementation. It implements the workflow of ABC 

algorithm. It provides interfaces that should be implemented 

by the user of the framework, by implementing these 

interfaces the framework will adapt and run on the user 

specific problem details. GABCF is applied for TSP, and 

some bioinformatics problems without any modifications of 

the framework. It just needs implementing small parts related 

to the problem specification components (parts which are 

described in the paper). Using the framework saves a lot of 

time in reaching a final executable solution for the problems 

due to the proposed reusable work provided in the framework. 

The usage of the framework for TSP problem is described 

with sample of code in this paper.  
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The profit of GABCF (saving the development time) is vary 

from problem to another due to the complexity of the 

problem, so this research doesn’t provide a mathematical 

representation of this saved time, but the paper provide a 

sample of using the GABCF and proof its usefulness in a 

subjective way.  
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Abstract - the need for providing delicate authentication-

based systems via biometric-based methods is increasing by 

the time. This importance is even more sustained for 

customer-oriented applications, especially the web-based 

systems. Having this authentication mechanism provides user 

friendly solutions for login that help the users to avoid 

thinking about memorizing different passwords or having to 

have periodic passwords changes. 

Keywords: Knuckles, HAAR, and SURF 

 

1 Introduction 

Nowadays, proof of identity is required in several places in 

our life [1].  This could be done by using other approaches 

such as user/pass requests or by asking for some personal 

documents, such as Social Insurance Number, Health Card, or 

so on [2]. These identification measures are often enough to 

identify persons. However, in case of having these 

identification measures stolen, there is no way to prevent the 

identity theft [3].  

Therefore, the identification must provide a linkage between 

these metrics and the person being identified [4]. This could 

be done using some biological and/or behavioral measures 

from the identifier (such as finger and voice, which are the 

most popular ways to have this linkage)[5]. Therefore, using 

these biometric means is more reliable as they confirm the 

real presence of the person being identified [6].  

Finger-back surface has not been in the focus of hand-based 

authentication researches, although the finger knuckles 

bending has highly unique pattern formation compared to 

other comparators, which means that it can be used as a valid 

feature to provide biometric-based identification[7].  

The biometric hand-based authentication has proven 

significant reliability and users’ acceptance, as it provides 

different extraction features (internal/external to distinguish 

between different entries) [8]. However, it becomes more 

challenging for large scale systems [9]. Specially, this requires 

extracting additional features to ensure the distinction 

between different users [10]. We use “Fingers’ Knuckles” as a 

significant feature to be extracted to enhance the hand-based 

authentication process. In this context, we automate a feasible 

method to extract knuckle from the finger-back (hand dorsum) 

surface. 

As well as the biometric authentication, we could even add an 

extra layer to optimize this authentication approach. This can 

also involve applying an oAuth application template for the 

signing process, and having a threshold-based process to 

evaluate the authentication process.  

The previous finger knuckles researches provided good 

results with effective finger knuckles feature extraction [11]. 

However, these researches focused on specific equipments 

(mostly expensive ones) with a static environment [12]. Only 

few researches provided dynamic settings using cost-effective 

devices (such as RGB camera) to provide authentication 

systems [13]. Nevertheless, it has a lot of inflexibilities of 

having strict placement of hands in front of the camera. 

Having dynamic settings and environments can face several 

problems [14]. For example, there is a need to provide a 

separation between hand and any unrecognized backgrounds 

[15]. Also, it must provide consistent translation, scale 

invariance, and rotation of the Regions of Interests (ROIs), 

regardless of the captured images general features (such as 

blurriness or lighting)[16],[17]. 

In that research, we provide a novel approach based on or 

web camera to overcome all of the challenges that we can face 

with dynamic settings and environments. It provides a cutting 

edge technique to replace fingerprint biometric identifier with 

finger knuckles. For instance, the users will only need to show 

their knuckles against their web camera or their laptops 

integrated camera in order to get authenticated right away. On 

the other hand, in the normal fingerprint authentication way, 

you are entitled to scan your finger with a certain position and 

make sure that it is too straight so the system will be able to 

scan it well, and also avoid any other external variables such 

as having a sweaty fingers or unclean fingerprint scanners.  

In wide-scale systems, the authentication main target is to 

identify a user among a large set of other existing identities in 

the system, or other connected systems and environments 

[18]. Thus, we need to have an indexing technique to reduce 

the number of identities to be processed by the identification 

algorithm [19]. A knuckle indexing technique on closed set of 

identifications can be applied, and based on minutiae and 

SURF features in order to enhance the performance of data 

retrieval and identification [20].  

We will start first with showing an overview for the system 

and how it works. Then, we will show the different 

preprocessing operations that we apply when receiving inputs. 

After that, the feature extraction followed by the data retrieval 

process will be clarified. Then, the classification process will 

be illustrated in details and how we can classify different 

retrieved data.  

1014 Int'l Conf. Artificial Intelligence |  ICAI'12  |



2 System Overview 

The system consists of two tiers which are client (User 

Interface), and Server. The server tier has a frontend server 

(Application Server) and a backend server (Biometric Server), 

which utilize OAuth protocol.  

The client tier could be an intranet user accessing the system 

internally through a web camera, while, the front server is 

used to handle different web-based transactions. On the other 

hand, the Biometric Server is used to handle the user 

authentication processes including the users’ enrollment 

database. 

The user does his common online transactions through the 

front server. Once, the user is promoted to do a secure 

transaction (such as a payment), they are redirected to the 

Biometric Server, which starts handling the authentication 

process. The process starts by asking the user to input their 

authentication values using input devices (such as scanners) in 

order to authenticate them before starting to handle his secure 

transactions. Suppose that is the first time the user uses the 

system, then the backend server establishes an entry for the 

user in the database, extract different features moments, and 

store them in the secure server database. Figure1 shows an 

abstract view of the secure transaction process, and figure 2 

shows a deployment view of the system. 

 

This solution provides experimentation results based on 

biometric fusion rules and identifiers using web camera. 

Web camera is used as a cost-effective acquisition device 

hosted in a cloud web service, and can be easily linked to 

other servers. The authentication process requires the user to 

show their dominant hand to the web camera and wait until 

the web camera captures the required details. This process 

requires the user to have the three gaps between the fingers 

visible, as they are used to extract the Region of Interest 

(ROI) from the fingers knuckles in addition to the depth map. 

The verification process consists of preprocessing, feature 

extraction, clustering and retrieval, and classification. It starts 

with the image acquisition, which goes through image 

preparation and mapping processes. After that, we extract the 

region of interests, and their SURF and Minutiae key points in 

order to extract features. Then, apply some curvature 

equations before proceeding the matching process, and taking 

decision whether to accept the acquired finger knuckle or not. 

 

3 Preprocessing 

This stage is about preparing the image for being processed 

by applying different image filters to enhance the picture [21]. 

For that, four preprocessing tasks are required prior to 

extracting features. These tasks are image reconstruction [22], 

finger features extraction, and disparity map estimation [23]. 

We will discuss these tasks after applying different images 

filters. The Image preparation procedure consists of the 

following ordered steps: 

1. Collect the Stereo Pairs as structured samples 

2. Apply a Histogram Equalization on the image [24]. 

3. Apply a low pass filter to remove noise [25]. 

4. Apply a non-linear filter [26]. 

5. Extract depth maps to construct illuminated image. 

 

3.1 Structured Sampling and Image 

Reconstruction 

We have to collect a series of images because of the small 

variations between the hand positions and movement, based 

on the radiance function properties. Then, we have to segment 

these captured images into regions with concave or convex 

behavior in order to provide sampling strategies for radiance 

reconstruction. This requires determining the inflection point 

on two orthogonal axes that pass through the surface of the 

captured hand. After that, an adaptive subdivision is applied 

on these orthogonal axes in order to produce two 

unidimensional segments lists. Finally, the produced image 

will be illuminated and ready for the next process. 

3.2 Disparity Map Estimation 

As we lack for raw depth map that shows the z-value 

differences, we use stereo pairs images to calculate the surface 

curvature. After that, we apply Kurt Konolige’s matching 

 
Fig. 2 Server Network Flow. 

  

 
Fig. 1 Biometric Server OAuth flow. 
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stereo correspondence algorithm in order to calculate the 

pixels differences between two captured images [28]. This 

algorithm uses the sliding sums of absolute differences sifted 

by variant pixels amount ranges between minimum disparity 

up to the summation of minimum disparity and number of 

disparities. The algorithm computes disparity on a pair of 

images (Width and Height) using the following formula: 

)( sparitiesnumberOfDiHWo ××
          (1) 

The results will be merged to the raw disparity map with 

precedence to inputs.  

Procedure to Extract Disparity Map Estimation 

1. Collect the Stereo Pairs (pair of available images). 

2. Apply the Block Matching Stereo Correspondence 

algorithm to find the possible correspondences. 

3. Construct a simple Q-Matrix to rectify the image. 

4. Reproject the image with z-value to provide a set of 

vertices. 

5. Construct the disparity map. 

a. It calculates the Gaussian and Mean curvatures 

and provide the z-value for each pixel. 

b. It merges the constructed map with the raw depth 

map. 

 

4 Feature Extraction 

The features are extracted by examining the structural 

information contained in the distribution of knuckle minutiae 

and SURF key points [29]. 

These features are then clustered using K-Means [30]. This 

clustering is used to identify groups of samples that behave 

similarly and dissimilarly, such as malicious and non-

malicious activity [31]. In the next phase of identification, 

Naïve Bayes is used for validating the identity of the group 

[32]. K-Mean clustering is a cluster analysis method that is 

used to partition observations in a set of k clusters belongs to 

the cluster nearest mean. This clustering process results on a 

set of Voronoi cells in a data space partitioning [33]. 

 

4.1 SURF Feature Extraction 

The extracted ROIs for finger knuckles have low definition 

and their grayscale values can change very easily in the space. 

This makes it more difficult to detect stable points even with 

algorithms such as Harris or Different of Gaussian (DoG) 

[34]. 

4.1.1 Fast-Hessian algorithm as a key point’s detector 

In this context, the Fast-Hessian key point detector algorithm 

is accurate and has good performance [35]. If we have a point  

in an image, the Hessian matrix in that point can be defined at 

a given scale  as follows: 
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In that matrix, the value of each element is the Gaussian 

second order derivative convolution 
)(

2

2

sg
ax

∂

 in a point . 

Using box filters, we can apply the Gaussian second order 

partial derivative in the directions of y and xy. In figure 4 the 

regions in gray are equal to zero. A box filter is  and , in order 

to maintain high efficiency on images.  

 
 

We then apply non-maximum suppression in a range of 
333 ××  neighborhood in order to locate the points of 

interest. Figure 5 provides an example of detected Finger 

Knuckles points ROI images using Fast-Hessian. 

 

4.2 SURF (Speeded Up Robust Feature) 

Descriptor 

Key points must be unique compared to each others and this is 

provided by SURF. In SURF, a key point can be described 

based on its dominant orientation on the surrounding regions. 

Extracted key points are surrounded by circular constructed 

regions, which are used to compute the dominant orientation. 

The computation is applied on both horizontal and vertical 

directions using Haar wavelet responses, and calculated by 

adding a wavelet space θ  (value 
ο60 in our case) to the Haar 

wavelet response. The result of that summation is the 

maximum dominant orientation for the key points’ description, 

and it is its rotation invariant for the image rotation as well as 

the dominant orientation. 

 

4.3 SURF descriptor components 

Descriptor extraction constructs are an aligned centered square 

around the points of interest on the dominant orientation. That 

square region is divided into smaller squares of size of 
44 × and the Haar response is applied to each square on both 

axes. The summation of these responses on both sides is used 

as feature attribute to form the first feature vector. The 

polarity intensity changes information is the absolute 

 
Fig. 5 SURF Keypoints. 

 
Fig. 4 Knuckle Minutiae Box Filter. 

 
 

Fig. 3 Block Matching Stereo Correspondence 
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summation of responses on both axes on a four-dimensional 

vector V  So, we compose a 64-length SURF descriptor for the 

key-point from all 44 ×  sub regions as follows: 

∑∑∑∑= },,,{ yxyx ddddV
            (3) 

 

4.4 D. Index Space Model Creation 

A triplet it
→

 has nine-fold consisting of ridge curve and 

geometric agglomeration features. It is presented as 9-

dimensional, where 

},,,,,,,,{ 321321
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 and it can be 

viewed as a single entry in hyperspace. So, each knuckle 

image has a collection of points reside in that 9-dimensional 

index space model. For a new set of trained knuckle images, a 

new space model is created with unsupervised clustering on 

the generated 9-dimensional entities of these trained images, 

which results on a number   of clusters shown in its centroid.  

When a knuckle input y  is authorized, it is divided into a set 

of triplets mapped into the 9-dimenstional space, and assigned 

to a unique cluster jc  , where j  is the minimum distance rule, 

and it can be calculated as: 
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, where 
.

 is the norm of a each side, and means that this 

process is applied on each cluster and repeated for each entry. 

This provides us a list of all knuckles identities 

},...,,{ 21 jnjj yyy
 in that cluster, which have at least one 

triplet assigned. 

Figure 6 shows the model map population process: 

 

4.5 K-means Data Clustering 

Clustering is the process of partitioning data into subsets 

(defined as clusters) to classify the entries that share specific 

properties [36] It is used as a first step to enable different 

static analysis processes on the images, such as image 

analysis, pattern recognition, etc [36] The clustering can be 

supervised if the data collected samples are labeled by class 

membership; otherwise, it is an unsupervised clustering [37] 

In the unsupervised clustering algorithms, clustered objects 

are divided into a number of k   partitions based on specific 

attributes from the generated data from Gaussian distributions 

[38], [39] The meansk − algorithm is used to minimize the 

variance of the intra class and squared error function following 

this formula: 

∑ ∑= ∈
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Where k  is the number of clusters, j a number of points jx  in 

a set of clusters iC ,  and iµ their centroid. The algorithm 
meansk − of  is commonly used as it provides quick 

retrieval when it is run several times to cluster the data set 

available. However, it can result on unexpected results when 

data is not clustered totally, so, it is better to make sure that a 

number of clusters are pre-set first [40].  

 

4.6 Knuckle Clustering and retrieval 

When executing a query, the system divides the triplets in a 9-

dimentionals points based on these extracted features. Each 

directive point 

→

it  is mapped into a cluster icπ  where iπ  is 

k≤≤ µ1
 using the minimum distant rule. Each target 

cluster can be associated with the executed query, and their 

top N-identifiers occur frequently in that target for further 

matching processes.  

 

5 Classification using Naïve Bayesian 

Network 

K-Means is used to identify groups of samples that behave 

similarly and dissimilarly such as malicious and non-malicious 

activity in the first stage while Naïve Bayes is used in the 

second stage to classify all data into correct class category. 

Naïve Bayesian Network (NBN) probabilistic classifier 

applies strong independence assumptions using Bayes theorem 

[41] NBN classifiers are trained using supervised learning set 

in a Bayesian network. It encodes a distributed set of 

variables
},...,,{ 21 nxxx

,as a set of Conditional Probability 

Distributions (CPDs) and directed acyclic graph. The 

encoding process asserts that each node must be independent 

of each descendents. Each node has its corresponding CPD 

that provides different state probabilities, with all 

combinations of its patents [42]. 

 
Assume that we have a number n  of input attributes 

},...,,{ 21 NxxxX =
 . Thus, the total possibility (product) of 

this input can be written as: 

 
Fig. 7 Naive Bayesian Network Schema 

 
Fig. 6 Mapping finger knuckles in the database, and put 

similar patterns into clusters 
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)()....()()( 21 nxpxpxpxP ××=
              (6) 

It is considered independent with or without conditions in a 

fixed class (y), and its probabilities are estimated as follows: 

Conditional probability (which is the Naïve Bayesian 

Classifier basis):  

))(/)|(()()(/)|()()|( ii xPyxPyPxPyxPyPxyP ×=×=
 (7) 

Relative probability: 

)|()....|()|()|( 21 yxPyxPyxPyxP N×=
      (8) 

5.1 Fusion Decision Network 

It is a majority network used to resolve uncertainties in the 

statistical probabilities by processing the input data and its 

classifier modules output in order to provide final decision 

[43] However, if a set of three modules provides three 

different classification results, the output result will be 

indecision [44] This requires at least two modules to have the 

same classified class in order to get a correct output result 

[45]. 

The applied methods for feature extraction are directly fusible. 

Thus, we need to apply feature length normalization or mage 

resizing in case the decision of the feature level is used. This 

requires applying an appropriate strategy for the decision 

level, in order to avoid having complicated system 

computations result eventually on performance degradation. 

The feature extraction generates a distance probability for 

each knuckle area ),(
1

yxP
k

, and  ),(
2

yxP
k

 
Thus, each knuckle has the same feature extraction process 

applied and ready for fusion. Each two subjects are matched 

through fusing decision level that requires combining the 

distance between their knuckle areas ),( 21 kk . 

For instance, for a subject P, two feature codes
p

kx 1 , and
p

kx 2  

are extracted, and for a subject Q, two other features
Q

kx 1 , and 
Q

kx 2 are extracted. The two distances between these two 

subjects are calculated as: 
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Then, the total distance between the two subjects are 

calculated based on a weighted combination of two distances 

as: 

)(),( 21 kk ddQPd +=α
               (11) 

In this equation,  is a weighting factor and can be calculated as 

follows [46]: 

),(1

1
),(

yxv
yx

σ
α

+
=

               (12) 

In which v is the value of the image variance, and σ is used as 

a tuning parameter to distributeα as much as possible in a 

normalized range [0,1] in a formal manner [46]. 

 

6 Results 

The used database for testing consists of a set of images and 

PolyU FKP database, in where each entry has k-images for 

each knuckle area; k-image consists of raw and depth image. It 

also includes FKP database after extracting offline depth 

image.  

6.1 Performance of Classification 

Classification performance is measured based on the error and 

accuracy rates. Error rate is the ratio between the number of 

misclassified knuckles, and the total number of test samples: 

%
samples test ofnumber  Total

100 Knucklesiedmisclassif ofNumber 
   Error Rate

×
=                (13) 

On the other hand, the accuracy rate is simply the remained 

portion of the classified knuckles after subtracting the error 

rate: 

Error Rate%100 −=Accuracy                        (14) 

The error rate is generally described as the function of the 

searchable percentage of the database, which is referred to as 

penetration rate, and computed as: 

%
samples knuckles ofnumber  Total

100  knuckles accesses ofNumber 
  RatenPenetratio

×
=                (15) 

 

 

7 Conclusion  

In this research, we managed to clarify that we can use 

knuckle as a reliable biometric identifier that do not require 

expensive equipments or special arrangement. In addition, it 

does not force the users to provide data inputs in certain ways 

such as direction of fingers. Also, the user does not need to 

have extra cognitive thinking to remember the password or 

being asked to change the password periodically. Not only 

this, but also it maintains higher security level given that it will 

ensure that the person must be present in order to have a 

successful login.  

We obtained reliable results compared to other knuckle 

identification researches, and the same time, we do not need to 

use special equipment, and instead, we use any web camera. 

TABLE I 

 MODAL BIOMETRICS PERFORMANCE 

Knuckle Area Accuracy (%) 

1Lk  99.63 

2Lk  99.84 

1Rk  99.36 

2Rk  99.79 

2121 RkRkLkLk +++  100 

This is a summary for the accuracy of knuckle areas, using the 

proposed fusion approach. We can observe from the table that 

as high as 100% accuracy was achieved for fussed knuckle 

areas. The performance of identification for single knuckle 

area is significantly lower than that fused. Inclusion of 

skeletal structure of knuckle for classifying each shape to a 

specific region result could also improve the system accuracy. 
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This means that the application can be used on different 

ranges.  

However, in this paper, we have not applied results on a wide-

scale database that covers different other cases and metrics 

such as aging, skin color, different races, etc. This is in 

addition, to other variables such as fatness, skin, injuries, etc. 

This will require applying different traces and geometrical 

features on difference races with different color skins, and 

hand sizes. Thus, for the future, including skeletal structure of 

knuckle for classifying each shape (to a specific region result) 

will result on more reliable, and accommodates other 

circumstances such as aging and injuries. 
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Range based Velocity Estimation Using Scene flow
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Abstract— The paper presents a method to estimate the
velocity of the dynamic obstacles using the range-based
scene flow vectors. These scene flow vectors are computed
using differential flow technique which uses the range inten-
sity gradients. Then the velocity of the dynamic obstacle
is estimated effectively using a single camera unit i.e.
Photonic Mixer Device (PMD) camera. The method is tested
and validated with different scenarios and the results are
discussed.

Keywords: 3D Scene flow,PMD camera, motion detection, ve-
locity estimation

1. Introduction
Historically, the path planning problem has been studied

much less for cluttered environment. This may be because of
the entire information of the environment will change along
with the dynamic obstacles, so the complexity and uncer-
tainty increase greatly in dynamic environments. Uncertainty
is an important factor in the field of dynamic path planning
because of the partial knowledge about the obstacles. So,
motion estimation plays an important role in path planning
techniques.

Most of the researchers are now working on stereo
camera system because of the estimation errors and some-
well known ambiguities (aperture problem) occur in the
single camera, since the images from the single camera
are the three-dimensional information projected to the cam-
era’s image plan. The distance information between the
camera and the obstacle is lost completely. These two
dimensional motion vectors are obtained using sparse tech-
niques [Bauer et al., 2006], dense optical flow techniques
[Bruhn et al., 2005].

These stereo cameras offer an additional information
to reconstruct the three dimensional orientation. From the
research work of [Wedel et al., 2011], the triangulation of
stereo camera results in ambiguities. One of the challenges
of 3D scene flow estimation using stereo cameras is that the
two-view stereo problem at two different time steps, and the
optical flow problem for each of the cameras. The intensity
based image processing techniques are mainly based on
grey scale or color in the images which is obtained from
the conventional cameras. The main disadvantages of these
techniques are that the image processing becomes inadequate
in low illumination conditions and when the objects and the
background look similar to each other [Yin, 2011].

In this paper, we use a single PMD camera which pro-
vides range information. The combined Lucas/Kanade and
Horn/Schunck techniques [Bruhn et al., 2005] are utilized to
calculate the scene flow. The distance moved by the obstacle
is computed by the mean value of the consecutive segmented
range frames. Then the velocity of the obstacle is estimated

The paper is organised as follows. Section II provides
the methodology for velocity estimation. In Section III, the
experimental results are discussed. Section IV summarises
the work.

2. Methodology
2.1 PMD Camera
We are using Photonic Mixer Device (PMD) camera, a time-
of-flight (TOF) camera in this work, in figure (1). A time of
flight camera is a system that works with the TOF principles
[Weingarten et al., 2004], and resembles a LIDAR scanner.
In the TOF unit [Lange, 2000], a modulated light pulse
is transmitted by the illumination source and the target
distance is measured from the time taken by the pulse to
reflect from the target and back to the receiving unit. PMD
cameras can generate the range information, which is almost
independent of lighting conditions and visual appearance,
and a grey scale intensity image, similar to conventional
cameras. The coordinates of the obstacle with respect to the
PMD camera are obtained as a 200 by 200 matrix, each
element corresponding to a pixel. It provides fast acquisition
of high resolution range data. As the PMD range camera
provides sufficient information about the obstacles, it is
proposed to estimate the trajectory of the moving obstacles.
These TOF camera provide a 3D point cloud, which is set
of surface points in a three-dimensional coordinate system
(X,Y,Z), for all objects in the field of view of the camera.

Fig. 1: PMD Camera
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2.2 Scene Flow
Scene Flow [Vedula et al., 2005] is the three-dimensional

velocity fields of points in the world; just as optical flow is
the 2D motion field of points in an image. Any optical flow
is simply the projection of the scene flow onto the image
plane of a camera. If the world is completely non-rigid, the
motions of the points in the scene may all be independent
of each other. One representation of the scene motion is
therefore a dense three-dimensional vector field defined for
every point on every surface in the scene.
In order to compute the 3D motion constraint equation, the
derivatives of the depth function with respect to the other
world coordinates have to be computed. For instance, the
dynamic object at (x, y, z) at time t is moved by (δx, δy, δz)
to (x + δx, y + δy, z + δz) over time δt. The 3D Motion
Constraint Equation (1) is obtained after performing 1 st

order Taylor series expansion [Barron and Thacker, 2005].

RxVx + RyVy + RzVz + Rt = 0 (1)

where, �V = (Vx, Vy , Vz) = (δx/δt, δy/δt, δz/δt) is the 3D
volume velocity, ∇R = (Rx, Ry, Rz) are the 3D spatial
derivatives and Rt is the 3D temporal derivative. It is
the analogue of the brightness change constraint equation
[Spies et al., 2002] used in optical flow calculation.

2.3 Differential Flow Technique
Differential techniques can be classified as local and

global. Local techniques involve the optimization of a local
energy, as in the Lucas and Kanade method. The global
techniques determine the flow vector through minimization
of a global energy, as in Horn and Schunck. Local methods
offer robustness to noise, but lack the ability to produce
dense optical flow fields. Global techniques produce 100
percent dense flow fields, but have a much larger sensitiv-
ity to noise. The combined differential approach involves
applying a locally implemented, weighted least squares fit
of local constraints to a constant model for flow velocity,
which is combined with the global smoothness constraint.
The velocity estimates can be minimised by equation (2).

E2 =
∫

D

(W 2
N (∇R.�V + Rt)2)

+ α2
(‖∇Vx‖2‖∇Vy‖2‖∇Vz‖2

)
dxdydz (2)

AT W 2A is calculated as (3)

AT W 2A =

⎛
⎝

∑
W 2R2

x

∑
W 2RxRy

∑
W 2RxRz∑

W 2RxRy

∑
W 2R2

y

∑
W 2RyRz∑

W 2RxRz

∑
W 2RyRz

∑
W 2R2

z

⎞
⎠

(3)
The velocity estimates can be solved through an iterative
process.

V n+1
x = V n

x − W 2
NRx(RxVx + RyVy + RzVz + Rt)

α2 + W 2
N (R2

x + R2
y + R2

z)
(4)

V n+1
y = V n

y − W 2
NRy(RxVx + RyVy + RzVz + Rt)

α2 + W 2
N (R2

x + R2
y + R2

z)
(5)

V n+1
z = V n

z − W 2
NRz(RxVx + RyVy + RzVz + Rt)

α2 + W 2
N (R2

x + R2
y + R2

z)
(6)

where, the average of previous velocity estimates (V n
x ,

V n
y , V n

z ) are used along with the derivates estimates to
obtain the new velocity estimates (V n+1

x , V n+1
y , V n+1

z ).

2.4 Velocity Estimation
The distance travelled by the obstacle between the two

consecutive frames in three dimensional coordinates is given
by the equation (7). In three-dimensional Euclidean space,
the distance Dab is

Dab =
√

(Xa − Xb)2 + (Ya − Yb)2 + (Za − Zb)2 (7)

The estimated velocity of the obstacle is calculated in the
equation (8).

EstimatedV elocity(mm/s) =
Dab(mm)

t(sec)
(8)

where,

• Dab is the distance between two points (Xa, Ya, Za)
and (Xb, Yb, Zb) in mm.

• t is the time interval between two frames in sec.

The velocity error is the difference between the mean
value of the estimated velocity and the actual velocity.

(Xn,Yn,Zn) – 3D Coordinates

                    - Obstacles                        D1

                             (0,0,0)

                     ( X1,Y1,Z1)

            

X

Y

Z

Frame 1

Frame 2

D2

(X2,Y2,Z2

Fig. 2: Camera’s Field Of View
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Fig. 3: Different Frames of Moving obstacle
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Fig. 4: 2D Range Flow Vectors

3. Experimental Results
The proposed technique is tested by various experiments.

As the PMD camera can provide three dimensional coor-
dinates (X,Y,Z), they are used for reconstructing 3D scene
flow. The camera is mounted on the Pioneer 3DX Mobile
Robot. The dynamic obstacle is allowed to move at different
known velocities in the Field of View (FOV) of the camera
as illustrated in figure 2. The pixels of range information are
processed at different known time periods.

In Figure 3, the sequences of the frames are taken at

(a) Range Flow X-Coordinates (b) Range Flow Y-Coordinates

(c) Range Flow Z-Coordinates

Fig. 5: 3D Range Flow Vectors

different time period (t = 0.5, 1 ,1.5, 2 sec) where the
obstacle is moving diagonally away from the camera. The
obstacle’s position in the world coordinates can be calculated
in the two frames.

The 2D flow vectors are computed using combined Lu-
cas/Kanade and Horn/Schunck techniques between Frame1
and Frame4 as shown in figure 4. The three dimensional
coordinates which are obtained from the PMD camera, are
used to estimate the scene flow vectors. These flow vectors
along X, Y, Z coordinates are illustrated in figure 5.

The distance between the mean value of two segmented
frames i.e. F1(Xa, Ya, Za) and F4(Xb, Yb, Zb) are then
calculated using the equation (7). The experiments are
performed in different velocities at different time frames.
The table (1) compares the actual velocity with the estimated
velocity. And the result shows the velocity can be estimated
within a percentage error of 5%.

Table 1: Estimated Velocity
ActualV elocity EstimatedV elocity Error

(mm/sec) (mm/sec) (%)

600 t=0.5 sec 601.5 0.25
t=1.0 sec 587.5 2.08
t=1.5 sec 590.5 1.58
t=2.0 sec 580.4 2.66

1200 t=0.5 sec 1211 0.92
t=1.0 sec 1158 3.5
t=1.5 sec 1257 4.57
t=2.0 sec 1180 1.67

1800 t=0.5 sec 1838 2.11
t=1.0 sec 1708 5.11
t=1.5 sec 1701.2 5.488
t=2.0 sec 1749 2.83
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4. Conclusion
In this paper, we have presented a range-based differ-

ential technique for velocity estimation using scene flow
information. As the PMD camera gives suffient information
about the obstacles, it can integrated with a Pioneer mobile
robot to develop an online efficient dynamic path planning
in a cluttered environment. Experimental results have shown
encouraging results. Our future work will focus on prediction
of the dynamic obstacle’s trajectory using the estimated
velocity.
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Abstract— In this letter we investigate how to optimize the 
frequency discrimination of multi-tone signals based using the 
warped discrete Fourier transform (WDFT).  Compared to a 
conventional DFT or FFT, which has a uniform frequency 
resolution across the entire baseband, the frequency resolution 
of the WDFT is non-linear and externally controlled.  This 
feature can be used to overcome the multi-tone signal detection 
limitations of the DFT/FFT. The letter demonstrates that by 
intelligently controlling the frequency resolution of the WDFT, 
multi-tone signals can be more readily detected and classified. 
Furthermore, the WDFT can be built upon an FFT enabled 
framework, insuring high efficiency and bandwidths. 

 

 
Keywords—Spectral analysis, Frequency discrimination, Warped 
discrete Fourier transform (WDFT), Spectral leakage 

I. INTRODUCTION 
Multi-tone signal detection and discrimination is a continuing 

signal processing problem. The applications include dual-tone 
multi-frequency (DTMF) systems, Doppler radar, electronic 
countermeasures, wireless communications, OFDM-based radar 
exciters, to name but a few. Traditional multi-tone detection 
systems are based on a filterbank architecture that use an array 
of product modulators to heterodyne signals down to DC, and 
then processes the down-converted array of signals with a bank 
of lowpass filters.  The output of the filterbank is then processed 
using a suite of energy detection operations to detect the 
presence of tones and multiple tones [1]. The capability of such 
a system to isolate and detect multiple narrowband signals is 
predicated on the choice of initial modulating frequencies and 
post-processing algorithms. Other approaches to the problem 
are based on multiple signal classification (MUSIC) algorithms, 
least mean-square (LMS) estimators, and DFT derivatives such 
as Goertzel algorithm [2].  The approach taken in this paper is to 
explore the use of another DFT derivative called the warped 
discrete Fourier transform or WDFT [3, 4]. 

II. FFT - THE ENABLING TECHNOLOGY 
The discrete Fourier transform (DFT) is indisputably an 

important signal analysis tool, finding applications in virtually all 

 
 

engineering and scientific endeavors. Generally, the preferred 
implementation of the DFT is the venerable Cooley-Tukey fast 
Fourier transform (FFT) algorithm. An N-point DFT X[k], 0 ≤ k ≤ 
N-1, of a length-N time-series x[n], 0≤ n  ≤ N-1, is defined by:  

10,][][
1

0

/2 −≤≤= ∑
−

=

− NkenxkX
N

n

Nknj π .              (1) 

For spectral analysis applications, the DFT provides a uniform 
frequency resolution Δ = 2π / N over the normalized baseband 
ω∈[-π, π]. That is, the DFT’s frequency resolution Δ is uniform 
across the entire baseband. This fact historically has limited the 
role of the DFT in performing acoustic and modal (vibration) 
analysis, applications that prefer to interpret a signal spectrum 
using logarithmic (octave) frequency dispersions. Another 
application area in which a fixed frequency resolution is a limiting 
factor is multi-tone signal detection and classification. It is 
generally assumed that if two tones are separated by 1.6Δ (1.6 
harmonics) or less, then a uniformly windowed DFT/FFT cannot 
determine if one tone or multiple tones are present at a harmonic 
frequency due to spectral leakage, which obscures the spectral 
separation between adjacent DFT harmonics [4]. This problem is 
exacerbated when data widows are employed (e.g., Hamming 
window). This condition is illustrated in Fig. 1. In Fig. 1(a), two 
tones separated by one harmonic (i.e., ∆) are transformed. The 
output spectrum is seen to consist of a single peak, losing the 
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Figure 1: Magnitude spectrum for two tones using a 64-point DFT. 
(a) Two tone separated by one harmonic. (b) Two tones separated by 

two harmonics. 
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identification of each individual input tone because their main 
lobes get closer and eventually overlap. In the other case 
reported by Fig. 1(b), the two tones being transformed are 
separated in frequency by two harmonics (i.e., 2∆). The presence 
of two distinct tones is now self-evident.  

III. THE WDFT 
The WDFT is a derivative of the familiar DFT filterbank [6]. It 

differentiates itself from the standard DFT filterbank in that it 
contains an additional pre-processed stage. The WDFT can be 
developed in the context of multi-rate and polyphase signal 
processing theory [7]. A polyphase multi-rate filter architecture, 
shown in Fig. 2, was used to implement a WDFT [8]. In Fig.2, the 
filter function A(z) is as a pre-processing all-pass filter.  For the 
case where A(z) = 1, the design degenerates to a traditional 
uniform DFT filterbank [6, 7]. For the case where A(z) = 1 and the 
polyphase terms Pi(z) = 1, the architecture shown in Fig. 2 
becomes an N-point DFT.   

Formally the N-point WDFT, reported in Fig. 2 for Pi(z)= 1, is 
defined in terms of a DFT and pre-processing the all-pass filtered 
data, filtered by A(z) , where:    

1

1

1
)( −

−

−
+−

=
az

zazA                                   (2) 

where “ a ”is real and is called the warping control parameter. 
For stability reasons, “a” ranges between -1 and 1.  

To motivate the behavior of a WDFT, consider the experiment 
reported in Fig. 3. The uniform resolution DFT case (Pi(z) = 1 and 
a = 0) is compared to the non-uniform resolution case (Pi(z) = 1 
and a = ±0.3). The ability of locally control the frequency 

resolution of the WDFT is clearly demonstrated.  In addition, if a 
lowpass subband shaping filter polyphase filter (P(z) = 
Σ z-iPi(z)) is employed (e.g., approximate ideal lowpass FIR), then 
additional control can be exercised over the shape and 
frequency selectivity of the WDFT spectrum. 

Concentrating on the WDFT case where P(z) = 1, it may be 
recalled that the standard z-transform of an N-point input time 
series ][nx , namely  

∑
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The warping filter converts the input into: 
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Recall that the conventional DFT of x[n], namely X[k], produces 

 
Figure 2. Polyphase multi-rate FFT Filterbank. 

  

 

ω  corresponds to normalize baseband in [0,π]. 

16-channel uniform FFT spectrum (top left). 

16-channel non-uniform FFT spectrum for a=-0.3       
(top right). 

16-channel non-uniform FFT spectrum for a= 0.3          
(bottom left). 

Figure 3: WDFT Experiment. 

1026 Int'l Conf. Artificial Intelligence |  ICAI'12  |



a spectrum given by: 

10,|)(][ /2 −≤≤=
=

NkzXkX Nkjez π               (5) 

where X[k] is evaluated at z= Nkje /2π , a point the uniformly 
resolved locations on the periphery of the unit circle in the 
z-domain.  The WDFT coefficients, ][kX , are similarly obtained 
by uniformly sampling )(zX  at points on the unit circle in the 
z -domain, namely: 

.10,|)(][ /2 −≤≤=
=

NkzXkX Nkjez π             (6) 

The conventional uniform frequency resolution DFT, defined by 
ωjez = , has harmonic frequencies located at frequencies 

,/2 Nkπω = ].1,,0[ −∈ Nk   The center frequencies of an 
N-point WDFT spectrum are located at the warped frequencies 
ω  where ωjez = , which are associated to ω through the 
non-linear frequency warping relationship 
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Equation (7) establishes a non-linear frequency warping 
relationship that is controlled by the real parameter “a”. A 
positive “a” provides higher frequency resolution on the high 
frequency region and a negative value of “a” increases 
frequency resolution in the low frequency region (see Figure 3). 

The effect of the warping relationship is demonstrated in Fig. 
4 which compares a DFT (a = 0) to WDFTs for a = -0.071, a = -0.23 
and a = -0.4 for the case where two tones are present separated 
by a single DFT harmonic. It is easily seen that by intelligently 
choosing the control parameter “a” the locally imposed 
frequency resolution can be expanded or contracted. To 
enhance the system’s frequency discrimination, the frequency 
resolution should be maximized in the local region containing the 
input signals. As such, an intelligent agent will need to assign 
the best warping parameter “a” strategy, one that concentrates 
the highest frequency resolution in the spectral region occupied 
by the multi-tone process. 

The next section describes the outcome of a preliminary 
study that compares two criteria and two search algorithms and 
develops an “intelligent” frequency resolution discrimination 
policy that can be used to improve multi-tone detection. 

IV. OPTIMIZATION OF FREQUENCY RESOLUTION 
To optimize the choice of the warping parameter “a”, |a|<1,  

an intelligent search algorithm or agent is needed. An initial 
search strategy is being evaluated and enabled using optimal 
single-variable search techniques, a Fibonacci search 1 [9] and a 
modified Golden Section search 2

1 The Fibonacci search technique is a method of searching a sorted 

. The search process is 

array 
using a divide and conquer algorithm that narrows down possible locations 
with the aid of Fibonacci numbers. 
2 The Golden Section search is a technique for finding the extremum 
(minimum or maximum) of a unimodal function by successively narrowing 
the range of values inside which the extremum is known to exist. 

expected to iterate over a range of values of “a” that places a 
high local frequency resolution in the region occupied by 
multi-tone activity.  To find the best warping parameter “a”, two 
criteria of optimization and cost functionals have been singled 
out for focused attention. The search methods iteratively restrict 
and shift the search range so as to optimize spectral resolution 
within a convergent range. The direction of the search is decided 
by the value of the cost functional at two points in the range.  
 
Two criteria studied to date are developed below.  
A. Criterion #1 

[ ]1 ( ) max [ ] [ ]
bk

X k X k
ϖ

ωΦ = −   ∑               (8) 

where bω is a frequency within the search interval and )(1 ωΦ is 
designed to reward a local concentration of spectral energy and 
penalize more sparsely populated section of the spectrum. The 
optimal operating point corresponds to a warping parameter “a” 
that maximizes the local spectral resolution in a region of signal 
activity.  

B. Criterion #2: 

[ ]2 ( ) [ ]X kω σΦ = −∑                           (9) 

where σ is the threshold used to suppress leakage and 
2 ( )ωΦ is 

designed to reward the local concentration of spectral energy.  
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Figure 4. Magnitude spectrum for two tones with 64-point WDFT 
with (a) a = 0, (b)  a = -0.071, (c) a = -0.23, and (d) a = -0.40. 
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V. RESULTS AND COMPARISON 
The letter reports on a multi-tone signal discrimination study 

conducted using two search methods, namely a Fibonacci 
search and a modified Golden Section search algorithm. Both are 
iterative methods that restrict and shift the searching range so as 
to determine an optimal operating point within a frequency 
range. Studies based on these criteria involved presenting to the 
WDFT frequency discriminator of two sinusoidal tones located 
at 0.157 and 0.314 rad/s. The search method was charged to find 
the “best” warping parameter. The comparison of results is 
shown in Table 1 and the evidence of this activity can be seen in 

Fig. 5. To compare the temporal efficiency of each case, Table 1 
also shows elapsed time needed to execute a search using 
MATLAB. The two tones, separated by one harmonic, were 
unresolved with 64-point DFT but resolved with 512-point DFT 
at the expense of increased complexity (see Fig. 5 (a) and (b), 
respectively). In Fig. 5 (c)-(e), however, the two tones are seen to 
be present using 64-point WDFT. To calibrate the WDFT 
spectra, the locations of the actual two tones are also shown. 
Comparing the outcomes, a Fibonacci search was found to be 
the fastest and most effective in finding the “best” warping 
parameter using either search criteria. Criterion #1 resulted in 
frequency resolution with a bigger variation according to search 
methods, while Criterion #2 facilitated the optimization of the 
local resolution and identified the two tones closer to the actual 
locations of the tones.  

VI. CONCLUSION 
We have studied and shown that multi-tone processes can be 

successfully discriminated using the WDFT. The study 
demonstrates that the local frequency resolution can be 
selectively enhanced in regions of interest using the reported 
search techniques. Overall, the WDFT is found to be a very 
capable transform which can provide selective high spectral 
resolution at low complexity. Studies continue in this area, 
processing more complex signal cases. 
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Table 1 
Comparison of the warping parameter 

Criterion Criterion #1 Criterion # 2 

Search Method Fibonacci search M. Golden section  search Fibonacci search M. Golden section search 

Warping parameter a = -0.1087 a = -0.0721 a = -0.0996 a = -0.1381 

Elapsed time (sec.) t = 0.749252s t = 0.888743s t = 0.736151s t = 0.751035s 
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Figure 5. (a) Magnitude spectrum for two t ones with (a) 64-point DFT 
(a = 0) and (b) 512-point DFT (a = 0) and magnitude spectrum for two 

tone detection with 64-point WDFT with (c) a = -0.1087, 
(d) a = -0.0721, (e) a = -0.0996 and(f) a = -0.1381. 
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Abstract - This paper is for the study of feature analysis of the 
correlation of brain waves between channels in the 
stimulation of the 5 senses (sight, hearing, touch, smell, taste). 
In the existing studies, feature analysis of brain waves in 
response to stimulation of the human senses has been made by 
single sense stimulation or double sense stimulation, but, 
study with stimulation of all 5 senses is still not yet 
satisfactory. In this paper, the brain waves in response to 
stimulation of the 5 senses in the behavior of eating food are 
collected and analyzed for the analysis of the features of brain 
waves. From time-based data and frequency elements, 
features of correlation in brain waves between channels are 
extracted. The overlapping rates between the stimulation 
sections, between experimenters, and between frames 
consisting of channels with high correlation coefficients are 
calculated. In the experiment, 65 sections (32 stimulation 
sections, 33 break sections) of a brain wave database (DB) 
about the stimulation of the 5 senses were collected and 
analyzed for 9 men and 2 women. In the results of the 
experiment, the stimulation is distinguishable for each sense. 

Keywords: EEG, Five senses stimulus, Analysis of 
correlation characteristics 

 

1 Introduction 
  Recently, the study of Brain Computer Interfaces (BCI) 
has been active. Users’ intensions and emotional conditions 
can be detected in brain waves measured through the scalp, 
and the electrical activity of brain cells show differences 
according to the mental conditions of an individual, which can 
be used for BCI. Human Interfaces based on brain waves have 
been used for medical treatment, games, training for mental 
concentration, robot control, and mind recognition [1, 2]. 
Human beings recognize situations through 5 senses (sight, 
hearing, touch, smell, taste). Humans become aware of their 
situation through the senses. In addition, interaction between 
humans and objects as well as with other humans takes place 
by means of the senses. Thus, analyses of brain wave 
characteristics in response to human sensory stimulation of 
have been conducted. In the existing studies, the feature 
analysis of brain waves in response to the stimulation of 
human senses has been done with the stimulation of a single 

sense [3-9] or two senses [10], but study with the stimulation 
of 5 senses has been dissatisfactory. Expanding on these 
studies, the features of brain waves in response to the 
stimulation of all 5 senses are analyzed by extracting 
correlation features in the brain waves. A DB of brain waves 
measured in response to the stimulation of all 5 senses during 
the behavior of eating food was collected and analyzed. In 
Chapter 2, we will examine existing research on sense 
stimulation. In Chapter 3, we explain our proposed correlation 
feature analysis method. Chapter 4 describes our experiments. 
Chapter 5 discusses the conclusion of this study. 

2 Existing Studies 
 The feature analysis of brain waves for single sense 
stimulation [3-9] and two senses at the same time [10] has 
been conducted in previous studies. In addition, brain waves 
with visual stimulation using correlation coefficients have 
been analyzed [4, 5]. The method for feature analysis of brain 
waves acquires brain wave data when senses are stimulated, 
and extracts time-based data and frequency elements in each 
channel (each area of the scalp) from the acquired brain wave 
data and analyzes them. Brain wave data is induced from the 
scalp, passes through an amplified circuit and filter. Then the 
brain wave data is transmitted to an analog-to-digital (AD) 
converter and sent to a smart phone or PC for analysis. In 
existing studies, frequency element analyses of brain waves 
are commonly classified as Delta (1~3Hz), Theta (4~7Hz), 
Alpha (8~13Hz), Beta (14~30Hz), and Gamma (31~50Hz), 
and are analyzed for features.  

3 Correlation Feature Analysis Method 
of Brain Waves between Channels 

 The feature analysis of brain waves in response to the 
stimulation of 5 senses was made by correlation feature 
extraction from brain waves between channels. A portable 
brain wave acquisition device was developed in a previous 
study [11]. Analog brain wave voltage signals in the range of 
0.017uV~1.101uV are amplified by a factor of 2,225 to 
transform them into digital values and are transmitted to a 
smart phone. This device acquires the brain wave data for the 
14 channels and takes 128 samples per second. AD-
transformed brain wave data is changed to voltage values (0-
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2.5V) by deducting an offset average value from each channel 
voltage value, and removing the DC element. A correlation 
coefficient is used to calculate the time-based data and 7 kinds 
of frequency elements. The frequency data are classified as 
Delta (1~3Hz), Theta (4~7Hz), Alpha (8~13Hz), Beta 
(14~30Hz), Gamma (31~50Hz), 51~59Hz, and 1~59Hz. 
There are 91 x 8 kinds of correlation coefficients between the 
14 channels for a total of 728. The correlation coefficient is 
treated as a frame unit (1 unit is 128 samples). If the quantity 
is less than 128 in the last frame of each section, it is 
disregarded. Equation (1) is used to calculate the correlation 
coefficient. 
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niX ,

 
is data at time n  sample of section i  (channel), and 

iX
 
is average value over N samples of a section (channel) of 

data. iX  and jX
 
are different channels. jir ,  is a normalized 

covariance value divided into the multiply standard deviation 
of the two variables iX , jX  by covariance. The range has 

the value 11 , +≤≤− jir . In case of 1, +=jir , there is a 
perfect positive correlation between the two variables. In case 
of 1, −=jir , there is a perfect negative correlation between 

the two variables. In case of 0, =jir , the two variables are 
perfectly independent.  

 

 
Figure 1. Block diagram of correlation feature analysis of 

brain waves between channels. 
 
The statistical feature calculation calculates 5 kinds of 

feature values (mean, variation, standard deviation, maximum 
value, minimum value) of 8 kinds of correlation coefficients. 
There are a total of 3,640 feature values between the channels. 

In the calculation of the overlapping rate of channels with high 
correlation in each section, the overlapping rate of all 65 
sections in the brain wave DB is calculated once per test. The 
240 channels which have high correlation in each section are 
judged in regard to whether they are the same or not. A block 
diagram of correlation feature analysis of brain waves between 
channels is shown in figure 1.  

The method of correlation analysis is as follows.  
1) Brain wave data is input: 14 channel brain wave data.  
2) Pre-processing: AD conversion data are changed to voltage 
values.  
3) Correlation coefficient calculation: The correlation 
coefficients of time-based data and 7 kinds of frequency 
elements are calculated (91 correlation coefficient between 14 
channels, 91 x 8 kinds of correlation coefficients for a total of 
728 coefficients.)  
4) Statistical feature calculation: 5 kinds (mean, variation, 
standard deviation, maximum value, minimum value) of 
feature values about 8 kinds (time-based data and 7 kinds of 
frequency elements), (8 kinds x 91 correlation coefficient 
between channels x 5 kinds feature value, calculate 3,640 
whole feature value between channels).  
5) Extracting negative number and positive number channels 
which have high correlation: Extract 3 positive number and 
negative number channels which have high correlation from 5 
kinds of feature values about 8 kinds of correlation 
coefficients between channels. Extract 48 from a whole 
feature value between 3,640 channels (8 x 91 x 5 matrix).  
6) Calculation of the overlapping of the high channels: Judge 
whether the channels with high correlation are the same or not 
(compare 48 extracted features between channels).  

4 Experiments and Results 
4.1 Using the device 
We used a portable electroencephalography (EEG) acquisition 
system developed in a previous study [11]. Figure 2 shows the 
portable EEG signal acquisition system interfaced with an 
Android device. This EEG device amplifies brain wave signals 
2,225 times. It has an HPF cut-off frequency of 0.58Hz, an 
LPF cut-off frequency of about 58,94Hz, and 16-bit/128 per 
second sampling activities in AD conversion. 
 

 
(a) (b) 

Figure 2. The portable EEG signal acquisition system using 
an Android device: (a) portable EEG device, (b) EEG 

demonstration (interfacing between the portable EEG device and 
smart phones). 
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4.2 EEG Measurement Points 
The lower regions behind the ears are where the EEG 

measurements are taken. The 14 measurement points are 
denoted as F7, AF3, FC5, F3, T7, P7, O1, F8, AF4, FC6, F4, 
T8, P8 and O2, and they are placed according to the 
international 10-20 electrode system. The gyro X-axis and Y-
axis are assigned to channels 8 and 16, respectively. Figure 3 
shows the points of EEG measurement. 
 

 
Figure 3. The points of EEG measurement. 

4.3 The Experimental Conditions and Results 
In this study, brain waves in response to stimulation of 

the 5 senses during the behavior of eating food were collected 
and analyzed. Correlation features between channels regarding 
the time base energy and frequency elements were also 
extracted and analyzed. The subjects of the experiment were 9 
men and 2 women between the ages of 23~36, and the 
experiment was executed in 65 sections (32 stimulations, 33 
break and rest periods). The experimental conditions were as 
follows:  
1) The experimental place was a quiet laboratory, and the 
experiment was done with the subject sitting in a chair in front 
of a table, and the laboratory was well ventilated with an open 
window.  
2) The food was a beef hamburger (Lot***** brand). The 
diameter was about 4 inches and the materials included buns, 
beef patty, mayonnaise, and beef sauce, weighing 154g and 
containing 390 kcal.  
3) The experiment was composed of one subject, one 
experimenter, and another experimenter to give verbal 
instructions (e.g. “close your eyes”) to the subject, who acted 
according to the decided scenario.  
4) Auditory stimuli were made by a hamburger advertisement 
(the contents of the advertisement make people have the desire 
to eat a hamburger: beef ~ burger, burger, burger ~ Wow! 
Beef or shrimp which will ignite flame from man’s heart)  
5) The conditions of the scenario to collect the brain wave DB 
are to add stimulation of each sense, one by one, with 
minimized 5 sense stimulation, and to make the applied 
stimulation distinguished. There were break and rest sections 
between the stimulation sections to distinguish the stimulation 
sections from each other. Table 1 shows the type of 5 senses 
stimulation in the behavior of eating food. The brain wave DB 

was collected by dividing the total 65 sections into 4 sets. 
Each stimulation was about 10sec ~ 30sec, and the breaks 
were about 30sec ~ 40sec. The breaks were done with open 
eyes and restful sitting. The brain wave DB collection scenario 
is shown in Figure 4. 
 

Table 1. The type of 5 senses stimulation in the behavior of 
eating food. 

No 
type of stimulation The number of 

stimulation Sight Hearing Touch Smell Taste 

1 x x x x x No stimulation 

2 o x x x x 

Single sense 
stimulation 

3 x o x x x 

4 x x o x x 

5 x x x o x 

6 x x x x o 

7 o o x x x 

Double sense 
stimulation 

8 o x o x x 

9 o x x o x 

10 o x x x o 

11 x o o x x 

12 x o x o x 

13 x o x x o 

14 x x o o x 

15 x x o x o 

16 x x x o o 

17 o o o x x 

Triple sense 
stimulation 

18 o o x o x 

19 o o x x o 

20 o x o o x 

21 o x o x o 

22 o x x o o 

23 x o o o x 

24 x o o x 0 

25 x o x o o 

26 x x o o o 

27 o o o o x 

Quarter sense 
stimulation 

28 o o o x o 

29 o o x o o 

30 o x o o o 

31 x o o o o 

32 o o o o o Five senses 
stimulation 

 
 

Figure 4. The scenario of brain wave DB collection (ex: No1 
set) 

4.3.1 Experiment 1 
 This experiment was done to analyze the overlapping 
rate between stimulation sections, which consist of channels 
with high correlation coefficients. For the correlation feature 
values of brain waves between channels of 65 sections (32 
stimulation sections and 33 break sections) per one subject, 
the overlapping rate of the channels which had high 
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correlation in each section were calculated. The average 
overlapping rates were obtained for 32 stimulation sections 
and 33 break sections each. From the results of the experiment, 
the average overlapping rate of 32 stimulation sections for 11 
people was 13.05%, and the average overlapping rate of 33 
beak sections was 17.67%. The average overlapping rate of 
the total 65 sections was recorded as 15.36. 

4.3.2 Experiment 2 
 This experiment was done to analyze 

4.3.3 Experiment 3 

the overlapping 
rate between experimenters. The analysis was done on 
channels with high correlation coefficients. From the results 
of the experiment, the average overlapping rate of al 65 
sections was recorded as 7.17%. Between sensory stimuli on 
the same cross-section overlapping of subjects were lower 
than the correlation between EEG channels. 

 This experiment was done to analyze 

4.3.4 Experiment 4 

the overlapping 
rate between frames, and was done on channels with high 
correlation coefficients. From the results of the experiment, 
the average overlapping rate of al 8 kinds was recorded as 
18.71%. 

 We were recognition experiments from 1 person (subject 
11). 65 kinds of candidate models of recognition were used 
for the high-correlation channels from each section of the 
average correlation coefficients. This experiment changed 
the 

4.3.5 Experiment 5 

extracting negative number and the positive number 
channels which have high correlation. 3 to 30 of positive 
number and negative number channels which have high 
correlation from 1 kind of feature values about 8 kinds of 
correlation coefficients were extracted. 48 to 488 from a 
whole feature value between channels 728 (8 x 91 x1 matrix) 
were extracted. In the results of the experiment, 26 extracting 
numbers showed the highest correlation. The total average 
rate was recorded as 60.14%. 

  We were recognition experiments from 11 people. 26 
positive number and negative number channels were extracted, 
each of which has high correlation from 1 kind of feature 
value on 8 kinds of correlation coefficients. From the results 
of the experiment, the average rate of recognition was 
recorded as 59.89.  

5 Conclusion 
 A study on correlation feature analysis of brain waves 
between channels related to the stimulation of five senses was 
performed in this paper. To analyze correlation features of 
brain waves related to the stimulation of five senses, brain 
waves  were collected, and a correlation feature analysis 
experiment was performed on the brain waves between 

channels from the collected brain wave DB. In the results of 
the experiment, when stimulating the five senses, the 
overlapping rate of correlation features of the brain waves 
between channels was found to be low, thus, it seems that the 
stimulations could be distinguishable from each other. It 
seems that the method for extracting correlation features of 
brain waves between channels presented in this study could be 
used for technology based on brain waves for recognition of 
the five senses. In the future, the study of figure analysis of 
brain waves related to the stimulation of the five senses during 
movement behaviors will be needed.  
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Abstract - Human Computer Interaction (HCI) is one of the 

key focuses in gaming industry. Its computer side interactions 

can be traced back since 1963 when Ivan Sutherland 

suggested interacting with the objects on the screen directly 

with a light-pen. Few years later, mice were suggested to be 

the replacement for the expensive light-pen and have been the 

most popular interactive device till now. Touch-screen 

technology and recognition-based user interface (RBUI) are 

also gaining its popularity in the recent gaming industry. 

However, the above mentioned technologies interact with 

virtual objects in two dimensional (2D) output screens which 

constraint the mobility of the players to only front side of the 

screens. Deployment of Augmented Reality (AR) in gaming 

industry will solve this problem by providing true three 

dimensional (3D) immersive experiences and 6 degree-of-

freedom to the players. In this paper, we introduce ARPuzzle, 

an AR version of jigsaw puzzle, which provides mobility 

freedom to the players and focus on interactions between two 

virtual objects. 

Keywords: Augmented Reality, Human Computer 

Interaction, Recognition-Based User Interface. 

 

1 Background 

  Human Computer Interaction (HCI) is one of the key 

focuses in gaming industry. HCI contains two main 

components, i.e. human side and computer side interactions. 

Our main discussion is on the computer side. HCI can be 

traced back since 1963 when Ivan Sutherland first suggested 

manipulating the visible objects on the computer screen 

directly with a light-pen pointing device in his doctoral 

dissertation [[1]]. Meanwhile, HCI researches on other 

devices were also carried out and gained successful results. 

Mice were developed as a commercial device by Xerox 

PARC [[3]] mainly as replacements for the expensive light-

pens. Since then, mice have become the most popular 

pointing device of personal computers. Its popularity remains 

till now, though various other pointing devices like joysticks, 

touchpad, trackball, pointing stick, were suggested. Recently 

there is a trend to change the pointing habit from using 

physical input device to touch-screen technology, however, 

mice-supported screens are still strong in market acceptance 

compare to touch screen, in view of its cost effectiveness. The 

latest technology deployed in gaming industry which excites 

the players is recognition-based user interface (RBUI) that 

involves input-output of gestures, handwriting, speech, etc. 

Though RBUI is not new in discussions and researches, this 

technology gained its popularity around the globe when 

Nintendo released its wii version in 2006, to control the avatar 

remotely via accelerometer and optical sensing technology 

[[4]]. We anticipate the next interactive application which 

will stir a craze in the gaming industry is Microsft’s Kinect 

for Xbox 360, which is based on PrimeSense light-coding 

technology for motion and depth detection. Unlike Nintendo 

wii, Kinect for Xbox requires no external controller device, 

i.e. the player is the controller [[5]]. Nevertheless, both games 

display the avatars, i.e. three dimensional (3D) virtual objects, 

on two dimensional (2D) screens. The players’ mobility 

freedoms are partially achieved as they can walk around but 

still confined to the front side of the screen. Comparatively, 

Augmented Reality (AR) is a better choice in game 

developments, as AR can help to achieve true 3D immersive 

experiences and provide the players with six degree-of-

freedom when interacting with the 3D virtual objects. AR 

uses pattern recognition technology to display virtual objects 

in the real environment on a fiducial marker. In our project, 

we have developed an AR game called ARPuzzle which is 

the AR version of a jigsaw puzzle. In the first version of 

ARPuzzle, we concentrate on the interactions between the 

virtual puzzle blocks and its pushing rod. Our final objective 

of ARPuzzle is to be able to deploy RBUI technology to use 

hand gesture to interact with the virtual puzzle blocks, in real 

environment.  

2 ARPuzzle Overview 

 ARPuzzle is a user interactive game developed on 

ARTag for its strength to provide higher accuracy on marker 

detection by using arrays of markers, after reviewing a set of 

common AR tools available [[6]]. The first version of 

ARPuzzle contains four puzzle blocks shaped in square prism. 

The top faces of the four blocks form an image of Universiti 

Sains Malaysia (USM) logo once the puzzle is solved. When 

the virtual puzzle blocks were first displayed, it was scattered 

on base0 marker (Fig. 1a), the puzzles can be moved by using 

the virtual pushing rod displayed on toolbar0 marker (Fig. 

1b). 
The side faces of the blocks are colored in blue to create the 

depth illusions. When the puzzle blocks are formed correctly, 

the side faces of all the puzzles will be changed to red, to 

indicate the puzzle has been solved. 
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2.1 Components of ARPuzzle 

 There is no special equipment required as we plan to 

make ARPuzzle a common game which can be played 

anytime, anywhere. A laptop or PC running MS windows, a 

PC camera and two ARTag markers labeled base0 and 

toolbar0 are required. Though a PC camera is enough, a head 

mounted display (HMD) is encouraged while playing the 

game to obtain the full mobility of the players. The ARTag 

markers are available together with the game in PDF format, 

which can be printed out by the players. 

The x- and y-coordinates of ARTag’s base0 marker range 

from –80 to +80 in both directions. The x- and y-coordinates 

of the toolbar0 marker range from 0 to 40 and 0 to 100 

respectively. When detected, toolbar0’s coordinates are 

calculated and transformed to base0 marker’s coordinates to 

check if an interaction between the markers is established 

[[7]].  

 
Base0 marker with the virtual puzzle blocks 

 
Toolbar0 marker displaying the virtual pushing rod. 

Fig. 1. ARTag markers used in ARPuzzle 

2.2 Structure of each puzzle block 

 Each puzzle block is divided into four right-angle 

triangles according to +45, +135, -135 and -45 labeled as 

A, B, C and D. Thus, A, B, C and D are formed within angles 

-135 and -45, -45 and +45, +45 and +135, -135 and 

+135 respectively (Fig. 2.).  

The right-angle vertices of the four triangles meet at the 

centre of the puzzle piece. When the pushing rod’s tip is 

detected at region A, B, C or D, the piece moves up, left, 

down and right respectively (Fig. 3.).  

 

Fig. 2. Division of a puzzle piece into four right-angle 

triangles. 

 

 

Fig. 3. Moving directions of the blocks when the tip of the 

pushing rod is detected. Shaded areas denote the detected 

areas and its moving direction is showing by the arrows. 

2.3 Movement validity check when the virtual 

objects are interacting 

 While moving the puzzle blocks, we need to ensure that 

the blocks are not overlapping each other. The x- and y-

distances between centers of two blocks are calculated. When 

checking the validity of the movements, the x- and y-

distances are checked against the width of the blocks. Further, 

the positions of x1 compare to x2, y1 compare to y2 are also 

checked to decide the direction of the movement; given the 

center coordinates of the stagnant and moving puzzle blocks 

are (x1, y1) and (x2, y2) respectively. The validity of the 

movements is stated in Table 1. 

 A 

B 

C 

D 

-45 -135 

+45 +135

 

 
A 

B 

C 

D 
 

A 

B 

C 

D 

 
A 

B 

C 

D 

 
A 

B 

C 

D 
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3 How ARPuzzle work 

 ARPuzzle starts by displaying base0 marker within the 

field of view of the camera. Four virtual puzzle blocks will be 

displayed on the marker. The blocks are scattered amongst 

themselves. The first version of the ARPuzzle scatters the four 

blocks at an ordered distance (Fig. 1a.). By pushing the blocks 

in four directions, i.e. up/down/left/right, from their positions, 

a full image of USM logo will be formed. The first version of 

ARPuzzle focuses on interactions between two virtual objects. 

A virtual pushing rod appears on the toolbar0 when it is 

displayed within the camera’s FOV. When the pushing rod is 

detected on one of the A, B, C and D region (Fig. 2), the 

puzzle blocks moves according to Fig. 3 and Table 1. Fig. 4 

displays a half-done puzzle. When the four pieces of jigsaw 

puzzle combined together and become a big cube, its color 

turned red and it indicates the end of the game (Fig. 5). 

Table 1. Validity check of two blocks during the movement. 

The stagnant block is assigned the center coordinates with  

(x1, y1). The piece which we want to move is assigned the 

center coordinate with (x2, y2). 

 
|y1 – y2| < width |y1 – y2| = width |y1 – y2| > width 

y1 < y2 y1 > y2 y1 < y2 y1 > y2 y1 < y2 y1 > y2 

|x
1
 –

 x
2
| <

 w
id

th
 

x 1
 <

 x
2
 

Error Error 
Down-

move 

invalid 

Up-

move 

invalid 
valid valid 

x 1
 >

 x
2
 

Error Error 
Down-

move 

invalid 

Up-
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invalid 
valid valid 

|x
1
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 x
2
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id

th
 

x 1
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 x
2
 

Left-

move 

invalid 

Left-

move 

invalid 
valid  valid valid valid 
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invalid 
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2
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 x
2
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x 1
 >

 x
2
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Fig. 4. The two bottom blocks of the puzzle are formed. 

 
Fig. 5. The edge of the completed puzzle is turned to red. 

 

4 Conclusion and Future Work 

 ARPuzzle is a new development for AR game mainly 

focusing on the interaction between two virtual objects. Much 

work remains to be done. In our following versions, we shall 

deploy RBUI to recognize finger gesture to move the puzzle 

block. Further, fine-tuning on the appearance of the puzzle 

and provide blocks with irregular shape are in the 

development pipeline. 
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Abstract Fuzzy C-Means (FCM) is an unsupervised 
clustering method that has been used extensively in data 
analysis and image segmentation. The defuzzification of the 
fuzzy partition of FCM is usually done using the maximum 
membership degree principle which may not be appropriate 
for some real-world applications. In this paper, we present 
a new algorithm that generates a probabilistic model of the 
fuzzy partition and applies the model to classification of 
data objects. We show that our method outperforms four 
popular defuzzification methods on uniform and non-
uniform artificial datasets as well as on real datasets. 

Availability: The test datasets and the method software are 
available online at http://ouray.ucdenver.edu/~tnle/fzpbd. 

Keywords: fuzzy c-means, classification, fuzzy partition, 
Bayesian based model. 

1 Introduction 
Cluster analysis and image segmentation are important 

in a variety of scientific and industrial applications. They 
are used to group data objects based on the similarities of 
their properties. Data objects within a cluster are closely 
related to each other and can be discriminated from data 
objects within other clusters. Fuzzy C-Means (FCM) [1] is 
an unsupervised method that has been successfully applied 
to feature analysis, cluster analysis, classifier design, and 
futures analysis in fields such as astronomy, geology, 
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medical imaging, target recognition, image segmentation, 
and economics. Unlike hard clustering methods, which 
force data objects to belong exclusively to one cluster, FCM 
allows data objects to belong to more than one cluster with 
varying degrees of fuzzy set membership. However, the 
fuzzy partition of FCM needs to be defuzzified for crisp 
classification information of the data objects. A popular 
approach to this problem is to use the maximum 
membership degree principle (MMD) [2, 9, 12]. This may 
be inappropriate in some applications because FCM 
membership is computed using distance between the data 
object and cluster center. Use of membership degree can 
assign marginal objects of a large cluster to the immediately 
adjacent small cluster. This is illustrated in Figure 1, where 
if a data object is in the gray rectangle, it may be incorrectly 
assigned to cluster 3 instead of cluster 2. 

Recent solutions include that of Chang et al. [4] who 
proposed using spatial information to adjust the 
membership status of every data point using the 
membership status of its neighbors. In a similar approach, 
Chiu et al. [3] used spatial information to determine the 
distance between the data point and cluster center. 
However, these methods require definition of neighborhood 
boundaries. Genther et al. [7] proposed defining spatial 
information by the clustering structure, not the 
neighborhood, to compute the distance from the data point 
to cluster center. 

A common limitation of methods that use spatial 
information in computing membership degree is that they 
have to scale between the actual position information of the 
data point and its spatial information. In addition, while use 
of spatial information is appropriate for image 
segmentation, it may not work with generic data cluster 
analysis because it is difficult to define neighborhood 
boundaries. 

In this study, we propose a method that uses the fuzzy 
partition and the data themselves to construct a probabilistic 
model of the data distributions. The model is then applied to 
produce the classification information of data points in the 
dataset. 
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Figure 1: ASET4 - an artificial dataset with three clusters of 
different sizes 

2 Methods 
2.1 Fuzzy C-Means algorithm (FCM) 

Let X = {x1, x2,…,xn}  Rp be a set of data objects xi, 
i=1..n, and for a given c, 2c<n, the Fuzzy C-Means 
algorithm (FCM) divides X into c clusters by minimizing 
the objective function: 
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and m, 1m, is the fuzzifier factor, V, V = {v1,v2,…,vc} is a 
set of c cluster centers, U = {uki}i=1..n,k=1..c is a partition 
matrix and d2(.) denotes the Euclidean norm. 

Minimizing Jm with respect to (2), we obtain an 
estimated model of U and V as: 
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2.2 Defuzzification of fuzzy cluster partition 
Defuzzification, in fuzzy cluster analysis, is a 

procedure to convert the fuzzy partition matrix U into a 
crisp partition which is then used to determine the 
classification information of the data objects. 

Maximum membership degree principle 

A popular approach for defuzzification of fuzzy 
partition is application of the maximum membership degree 
principle (MMD). The data object xi is assigned to the class 

of vk if and only if its membership degree to cluster vk is the 
largest, that is 

 }u{maxu li
c..1l

ki 
 . (5) 

If the dataset is non-uniform, this approach may make 
incorrect cluster assignments, in particular of marginal data 
objects of large clusters, as illustrated in Figure 1. Common 
approaches to resolve this problem use spatial information 
in membership degree computation. 

Fuzzy clustering based method 

Genther, Runkler and Glesner [7] proposed a 
defuzzification method based on fuzzy clustering (FCB) 
that used fuzzy cluster partition in membership degree 
computation. For each data object xi, i=1..n, an estimated 
value, (xi), is computed using the fuzzy partition. The set 
of estimated values of X, {(xi)}i=1..n is then used to 
compute the estimated value of vk, wk, k=1..c, as: 
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In FCB, distance, dF, between the data object and 
cluster center, is computed using both the actual and the 
estimated information as: 
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dF() is used, instead of d(), to compute the membership 
degree. The problem with this is selection of the values for 
 and  that scale the actual and estimated parameters in the 
distance measure. 

Neighborhood based method (NBM) 

In NBM, Chuang et al. [4] proposed adjusting the 
membership status of every data point using the 
membership status of its neighbors. Given a cluster vk, 
k=1..c, a data point, xi, i=1..n, receives an additional 
amount of membership degree from its neighbors: 
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The partition matrix U is then revised as in (9). 
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NBM uses the spatial information in membership 
degree computation, but requires definition of 
neighborhood boundaries and the values of p, q which 
weight the position and spatial information. 

Spatial FCM (sFCM) 

In sFCM, Chiu et al. [3] used spatial information in 
computing the spatial distance, dS, between the data point 
and cluster center: 
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where NB is the number of neighbors of every data point, 
i
j is the weighted factor of xj, a neighbor of xi, defined as: 
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where )x,x(d ij
i
j  . sFCM uses dF(), instead of d(), to 

compute the membership degree, and updates cluster 
centers, { S

kv  }, k=1..c, as follows: 

  
 











n

1i

m
ki

n

1i

NB

1j
j

i
ji

i
j

m
ki

S
k uxx)1(

NB

1
uv . 

  (12) 

sFCM requires the number of neighbors, NB, to be 
specified a priori. 

3 The fzPBD algorithm 
To generate classification information, we propose 

fzPBD, a novel probability based method for 
defuzzification of fuzzy cluster partition, using the fuzzy 
partition and Bayesian probability to generate a 
probabilistic model of the data distributions, and applies the 
model to produce the classification information. To create a 
probabilistic model of the data distributions using fuzzy 
partition, we used the method of Le et al. [8]. 

Possibility to probability transformation 

Given a fuzzy partition matrix U, the vector Uk = 
{uki}i=1..n, k=1..c, is a possibility model of the data 
distribution of vk on X. Assume Pk is the probability 

distribution of vk on X, where pk1 ≥  pk2 ≥ pk3 ≥… ≥ pkn. We 
associate with Pk a possibility distribution Uk of vk on X [5] 
such that uki is the possibility of xi, where 

  .1,...1ni,uppiu

pnu

1i,k1i,kkiki

knkn






 (13) 

Reversing (13), we obtain the transformation of a 
possibility distribution to a probability distribution. Assume 
that Uk is ordered the same way with Pk on X: uk1 ≥ uk2 ≥ 
uk3 ≥…≥ ukn, 
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Pk is an approximate probability distribution of vk on 
X, and pki = P(xi|vk). 

Probabilistic model of the data distributions 

Central Limit Theorem  The distribution of an 
average tends to be normal, even when the distribution 
from which the average is computed is decidedly non-
normal. 

In real datasets, for a cluster vk, the data points usually 
come from different random distributions. Because they 
cluster in vk, they tend to follow the normal distribution of 
vk estimated as follows, 
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Defuzzification of fuzzy partition 

We use the probabilistic model as in (15) and (16) for 
defuzzification of the fuzzy partition. The data object xi is 
assigned to the class of vk, where 

 )}x|v(P{max)x|v(P il
c..1l

ik 
   (17) 

Because P(vk|xi) = P(xi,vk)/P(xi) = P(xi|vk)*P(vk)/P(xi), 
then 

 )}v(P)v|x(P{max)x|v(P lli
c..1l

ik 


, (18) 

where P(vl), l=1..c, the prior probability of vl, can be 
computed using the method of Soto et al. [10]. 
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fzPBD algorithm 

 Input: An optimal fuzzy clustering solution, 
 c: optimal number of clusters. 
 V = {vi }, i =1..c: the cluster centers. 
 U={uki}, i=1..n, k=1..c: the partition matrix. 

 Output: The classification of xi  X, i=1..n. 

Steps 

1. Convert the possibility distributions in U into 
probability distributions using (13) and (14). 

2. Construct a probabilistic model of the data 
distributions using (15) and (16). 

3. Apply the model to produce the classification 
information for every data point using (18). 

 

4 Experimental results 
Datasets 

To evaluate the performance of fzPBD, we used four 
artificial datasets generated using an infinite mixture model 
method [11]. Datasets ASET1, ASET2 and ASET3 have 
well-separated clusters of similar size. The number of 
clusters and data dimensions of these dataset are (5,2), (5,3) 
and (11,5) respectively. ASET4 is more complex, 
containing three clusters that differ in size and density 
(Figure 1). For the real datasets, we used the Iris, Wine and 
Glass datasets from the University of California Irvine 
(UCI) Machine Learning Repository [6]. The classification 
structures in these datasets are known. 

Performance measures 

We use two measures to evaluate algorithm 
performance. The compactness cluster validity index is 
defined as: 
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where Nk is the number of data points assigned to cluster vk, 
k=1..c. Smaller compactness means better cluster partition. 
The overall performance is measured by the number of data 
objects that are misclassified. The cluster label of each data 
object is compared with its actual class label. If any do not 
match, then a misclassification has occurred. 

We compared fzPBD with four defuzzification 
algorithm methods: MMD, FCB, NBM, and sFCM [2-4, 7, 
9, 12]. For each dataset, the following values of the 
fuzzifier factor, m were used: 1.25, 1.375, 1.50, 1.625, 1.75, 
1.875 and 2.0. The number of clusters, c, was set to the 
known number of clusters. The FCM algorithm was run 3 
times and the best fuzzy cluster partition was selected to 
test all the algorithms. We repeated the experiment 100 

times and averaged the performance of each algorithm 
using the two measures. 

ASET1 and ASET2 datasets 

ASET1 and ASET2 each contain five well-separated 
clusters of the same sizes. ASET1 and ASET2 are in two-
dimensional and three-dimensional data space, respectively. 
Performance of all algorithms is shown in Figures 2 and 3. 
fzPBD, MMD and sFCM generated no misclassification 
across multiple levels of m. 
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Figure 2: ASET1 dataset 
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Figure 3: ASET2 dataset 

ASET3 dataset 
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Figure 4: ASET3 dataset 
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ASET3 contains 11 well-separated clusters in a five-
dimensional data space. Results are shown in Figure 4. 
fzPBD and MMD performed best. Table 1 shows that they 
also had the smallest compactness measures across multiple 
levels of m. 

Table 1 

ASET3: Compactness measure 

Algo. 
Fuzzifier factor m 

1.25 1.375 1.5 1.625 1.75 1.875 2.00 

fzPBD 0.39 0.39 0.39 0.39 0.39 0.39 0.39 

MMD 0.39 0.39 0.39 0.39 0.39 0.39 0.39 

FCB 4.52 4.52 4.52 4.52 4.53 4.54 4.54 

NBM 12.85 11.28 8.73 8.72 8.72 8.72 8.72 

sFCM 4.94 3.2 0.45 0.49 0.49 0.5 0.5 

 
 

ASET4 dataset 

This dataset is non-uniform with three clusters in a 
two-dimensional data space (Figure 1). Results are shown 
in Figure 5. fzPBD outperformed all the other algorithms. 
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Figure 5: ASET4 dataset 

 
IRIS dataset 
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Figure 6: IRIS dataset 

The IRIS dataset contains three clusters corresponding 
to the three classes of Iris flowers. Results are shown in 
Figure 6. NBM outperformed other algorithms. fzPBD 
performed lightly less well, however  Table 2 shows that, 
compared with NBM, fzPBD had smaller compactness 
measures across multiple levels of m. 

Table 2 

IRIS: Compactness measure 

algo 
Fuzzifier factor m 

1.25 1.375 1.5 1.625 1.75 1.875 2.00 

fzPBD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 

MMD 0.44 0.44 0.44 0.44 0.44 0.44 0.44 

FCB 11.84 11.81 11.78 11.76 11.75 11.75 11.75 

NBM 1.75 1.75 1.75 1.74 1.74 1.74 1.74 

sFCM 0.44 0.44 0.44 0.44 0.44 0.44 0.44 

 
 

WINE dataset 
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Figure 7: WINE dataset 

The Wine dataset contains information on 13 attributes 
of the three classes of wines. Results are shown in Figure 7. 
fzPBD and FCB performed better than other algorithms. 
fzPBD performed better than FCB with the fuzzifier factor 
levels less than 1.8. However, Table 3 shows that fzPBD 
performed better FCB across multiple levels of m. 

Table 3 

WINE: Compactness measure 

Algo 
Fuzzifier factor m 

1.25 1.375 1.5 1.625 1.75 1.875 2.00 

fzPBD 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

MMD 0.05 0.05 0.05 0.05 0.05 0.05 0.06 

FCB 0.19 0.18 0.18 0.17 0.16 0.16 0.17 

NBM 0.17 0.17 0.17 0.18 0.18 0.18 0.18 

sFCM 0.05 0.05 0.05 0.05 0.05 0.05 0.05 
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GLASS dataset 

The Glass dataset contains information on nine 
attributes of six classes of glass used in building 
construction. Results are shown in Figure 8. fzPBD 
significantly outperformed all the other algorithms. 
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Figure 8: GLASS dataset 

5 Conclusions 
fzPBD is a novel defuzzification algorithm that uses a 

Bayesian based approach to generate a probabilistic model 
for a given fuzzy partition and then uses the model to 
produce classification information for the data objects. 
fzPBD outperformed other methods on both artificial and 
real datasets, particularly on the datasets with clusters that 
differed in size. fzPBD is therefore appropriate for real-
world datasets, where the data densities are not uniformly 
distributed. In future work, we will exploit this Bayesian 
probabilistic model to generate classification information at 
different ranks with application to microarray data analysis. 
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Abstract – With the increasing popularity of social media 
over the last few years, terrorist groups have flocked to the 
popular web sites to spread their message and recruit new 
members. As terrorist groups establish a presence in these 
social networks, they do not rely on direct connections to 
influence sympathetic individuals. Instead, they leverage 
“friend of a friend” relationships where existing members or 
sympathizers bridge the gap between potential recruits and 
terrorist leadership or influencers. As anti-Western 
propaganda flows through these social networks, homegrown 
terrorists and lone wolf terrorists have been inspired to 
commit acts of terrorism. These terrorist social networks in 
social media can be uncovered and mapped, providing an 
opportunity to apply social network analysis algorithms. 
Leveraging these algorithms, the main influencers can be 
identified along with the individuals bridging the gap between 
the sympathizers and influencers. 

Keywords: terrorism, terrorist networks, social media, 
influence, social network analysis 

 

1 Introduction 
  Terrorists use a number of methods to indoctrinate and 
radicalize new followers. With the growth of the Internet and 
the explosion in popularity of social networking sites all over 
the world in recent years, terrorist groups have significantly 
increased their global reach. They are now able to spread 
propaganda and recruit half way around the world from the 
convenience of an Internet cafe. Terrorist groups and their 
members have made a concerted effort to increase their 
presence on social media sites like Facebook and Twitter to 
go along with their existing Internet presence on web sites, 
forums, and message boards. However, it is their new found 
presence on social media sites that allows them to identify 
and target individuals that are particularly influenced by their 
propaganda. By reaching out to disillusioned individuals, they 
attempt to create new followers. The ultimate goal is to 
indoctrinate and radicalize these people so they feel 
compelled to commit acts of terrorism. 
 The individuals that have become indoctrinated with 
terrorist ideology have been heavily influenced during their 
use of social media.  This has especially been the case with 
homegrown terrorists that have committed acts of terrorism in 
Western countries. Although they never had direct access to 
the terrorist ideology or training camps, they were exposed to 

it through relationships developed on social media sites and 
subsequently influenced. However, it was not necessarily the 
direct connections within their social networks that were the 
heavy influencers pedaling terrorist ideology. Often, it comes 
from individuals they are not directly connected to, but 
someone they encounter through a direct connection or 
“friend.” Through a “friend of a friend,” a disenchanted 
individual can quickly become enamored with the anti-
Western culture. Consequently, it is important to identify 
these at risk individuals, the influencers, and the bridge 
between them. A variety of social network analysis methods 
can be used to identify these actors within a social network. 
This paper will explore terrorists’ use of social media and the 
phenomenon of “friend of a friend” influence. Furthermore, it 
will discuss social network analysis techniques aimed at 
discovering these entities within social networks. 

2 Terrorists’ Use of Social Media 
 Over the last ten to fifteen years, the presence of 
terrorist groups online has greatly increased. In 1998, there 
were only 15 web sites associated with terrorist groups on the 
Internet [1]. By 2005, there were more than 4,000 [1]. Up 
until recent years, terrorists have limited themselves to more 
covert means of communication on the Internet such as 
password-protected forums for communicating and 
disseminating propaganda to support their causes. There was 
a shift in the way terrorists conduct operations. In an effort to 
adapt with current technology trends and reach larger 
audiences with their message, they have taken up the use of 
social networking sites. These sites also provide a number of 
other benefits as terrorists attempt to spread their propaganda. 
With that being said, terrorist groups are using social 
networking sites as a new medium for recruitment, 
radicalization, and planning. 
 In December 2008, pro-jihad contributors to the “al-
Fajola Islamic Forums” urged Al-Qaeda supporters to 
“invade” Facebook by creating sympathetic groups to spread 
the Salafi-Jihadi message [1]. This movement had almost 
immediate results. In December 2009, Pakistani authorities 
arrested five young American Muslims as they were 
attempting to join Al-Qaeda [2]. Groups such as Lashkar-e-
Taiba and Lashkar- e-Jhangyi used Facebook and YouTube to 
recruit them [1]. In regards to this incident, a high-ranking 
Department of Homeland Security (DHS) official said, 
“Online recruiting has exponentially increased, with 
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Facebook, YouTube, and the increasing sophistication of 
people online” [2]. 
 There are many motivating factors behind the migration 
of terrorists to social networking sites. Terrorists have always 
utilized the latest technology to support their cause. Examples 
include the use of complex encryption programs for 
communications and altering computer games to mimic real 
life missions and attacks. As a result, their use of social 
networking sites is a natural progression of their technology-
oriented tactics. Terrorist organizations have also moved to 
social networking sites out of self-perseveration [3]. 
Traditional web sites hosted by an ISP are prone to 
monitoring, attacks, and subject to shutdowns. Terrorist web 
sites are always targeted by the United States and its allies. 
Patriotic hacktivists also target the web sites using distributed 
denial of service (DDoS) attacks. For example, in June 2011, 
a hacker named “The Jester” shut down 
http://www.alijahad.com [3]. If they use a Facebook page, 
there is a very low probability someone would execute a 
DDoS attack against Facebook’s web site. That is even 
assuming they can locate the page in question. The use of 
social networking sites provides terrorists with free web 
hosting where they can upload content anonymously, reliably, 
and at no cost [4]. 
 Social networking sites are attractive to terrorists and 
their groups because they have features to control access to 
the page [5]. Instead of the site being open to the public, the 
page owner can set it to private. Then the owner must 
approve someone’s request for access or invite them to join 
the page. This provides the opportunity to vet an individual 
thoroughly before granting them permission to view the 
content of the group’s page or participate in a discussion 
forum [5]. Additionally, the owners can monitor the content 
posted on the pages. This provides a unique environment for 
terrorists where they control the content and access to it while 
also reaching large audiences. 
 The most important reason terrorist organizations are 
taking to social networking sites is to recruit, indoctrinate, 
and radicalize new members that can support their cause. 
“The Internet is the enabler that acts as a catalyst for the 
radicalization lifecycle” [6]. Without the use of the Internet 
and social networking sites, the perpetuation of Al-Qaeda’s 
message would be severely stifled [6]. However, the 
radicalization process that used to take months now takes 
weeks or even days [6]. With the help of the Internet, 
terrorists are able to communicate across the globe instantly. 
They are targeting mainstream social networking sites 
because they are more accessible to sympathizers than the 
hardcore forums [7]. After the indoctrination of sympathizers, 
they are steered to the terrorist forums where some will 
finally join the front lines of the jihad [7]. 

3 Friend of a Friend Influence 
 A “friend of a friend” is described as an individual that 
has a friendly relationship with the friend of a person, but that 
person has no direct relationship to that individual. Figure 1 
depicts the friend of a friend relationship between nodes A 

and C in the social network. C is a friend of A’s friend B, and 
vice versa. A and C are not directly connected, but a path 
exists between them through  C.  Although there  is  no  direct  

 
Figure 1. A friend of a friend relationship between A and C 

connection between the person and the friend’s friend, this is 
still an important relationship. Each person can exert a certain 
amount of influence on one another using the common friend 
as an intermediary. Ideas, information, behavior, and even 
feelings can spread through this social network. In addition, 
when the flow of information and ideas are strong enough, the 
three individuals will form a triad. In fact, social theory even 
argues there is a strong propensity for people to form these 
triads. Once this direct connection is formed between the two 
individuals that were not previously directly connected, ideas, 
information, and behavior are free to flow back and forth. The 
triad formed by A, B, and C is shown in Figure 2. This is the  
exact social phenomenon that terrorists are looking to exploit 
when using social media sites in an effort to build their virtual 
networks.  

 
Figure 2. A triad formed between A, B, and C 

4 Terrorists’ Use of Friend of a Friend 
Relationships on Social Media Sites 

 Initially, the terrorists’ first attempts at infiltrating social 
media sites like Facebook consisted of “Facebook raids” or 
campaigns aimed at disseminating their propaganda through 
existing Facebook channels [8]. Although this was spreading 
their message, it did very little in the way of adding followers 
and building their virtual networks. Their subsequent efforts 
have been to establish a permanent presence on Facebook by 
creating groups and virtual communities affiliated with 
terrorist web sites [8]. This allows the terrorists to bridge the 
gap between sympathizers and leadership. This is where the 
friend of the friend relationship starts to take root. To reach 
out to the Facebook users they are trying to recruit, terrorists 
are creating Facebook pages and coordinating communication 
between Facebook and the web sites. The terrorists operating 
on Facebook befriend sympathizers on the fringe and begin 
pedaling their anti-Western sentiment. This forms the 
structure seen in Figure 1 and starts the information flow 
from terrorist leaders and web sites to the sympathizer. 
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Information also flows back through this channel as 
sympathizers are often afforded the opportunity to interact 
with leadership through the intermediary. The flow of 
information will continue as the sympathizer becomes 
indoctrinated and radicalized, eventually leading to the 
individual becoming vetted and accepted as one of them. 
They then gain access to the password protected forums and 
web sites and are allowed to interact directly with leadership, 
effectively closing the triad and forming the structure 
depicted in Figure 2. This is the best case scenario terrorist 
groups hope for when targeting social media sites for new 
members. There are many examples that show terrorist 
groups attempting to reach out to sympathizers on social 
media sites. Some are clear cases that illustrate a concerted 
effort to bridge the gap between leadership and sympathizers 
and others show individuals that have been radicalized 
through these means and motivated to carry out acts of terror. 
 Many consider the Facebook page Jihad Al-Ummah to 
be one of the most important terrorist pages on Facebook and 
one of the most authoritative sources on the Internet outside 
of the actual forums [8]. The page is closely associated with 
the Shumukh Al-Islam forum and is a hub for jihadi material 
[8]. It distributes content from terrorist sites and serves as a 
liaison between Facebook users and those same sites [8]. The 
Jihad Al-Ummah Facebook page contains videos, 
announcements, articles, and other jihadist media right after it 
appears on the Shumukh forum [8]. To facilitate the 
material’s dissemination through Facebook, they will tag 
friends of the page in the posts [8]. This brings the newly 
posted material to the attention of friends of the page or 
friends of the friends as they are updated on their friend’s 
Facebook activity. For example, the Shumukh forum 
announced an open question and answer session with Sheikh 
Abu Walid Al- Maqdisi, leader of a Gaza based jihadi group 
[8]. Jihad Al-Ummah’s Facebook page also announced the 
session and collected questions written by friends of the page 
[8]. Those who ran the Facebook page then passed on the 
questions to the Shumukh forum for answering. The friend of 
a friend relationship is being exploited by connecting friends 
of the Jihad Al-Ummah Facebook page to leadership in an 
effort to influence sympathizers. Utilizing Facebook in this 
manner for communications allows terrorist organizations to 
insulate leadership while also providing access for 
sympathizers. 
 The same type of activity is also reflected on Twitter. 
Twitter pages are set up to notify followers of updates on 
terrorist web sites and blogs. The Twitter page serves as the 
intermediary between sympathizers and the terrorists behind 
these web sites and blogs. The Taliban attempts to use Twitter 
in this manner. They leverage a system called TwitterFeed 
that automatically updates a Twitter page to reflect web site or 
blog updates [9]. Anytime there is a new addition to the web 
site, a link to the update is tweeted. This instantly updates 
followers who receive the tweet. The followers are now able 
to go directly to the site to view the update, bridging the gap 
between the propaganda and sympathizers.  
 Utilizing these communication patterns in social media, 
terrorists groups have inspired homegrown terrorism and 

driven seemingly normal individuals to act in support of their 
cause. For example, Taimour al-Abdaly appeared to be an 
average family man. He was a former DJ from Great Britain 
that was married with three children. However, much more 
sinister intentions were developing underneath his outwardly 
appearance. In December 2010, on a suicide mission, he blew 
himself up in Stockholm, Sweden, injuring two others.  
 As it turns out, he was a member of a virtual terrorist 
network constructed through social media. After the fact, 
when researchers explored Taimour’s social media activity, 
they determined there were only three degress of separation 
between him and Samir Khan [7]. Khan was one of Al-
Qaeda’s top media operatives before being killed in Yemem 
as the target of a U.S. drone attack in September 2011. Figure 
3 shows the friend of friend relationships that existed between 
them with Tamiour’s friend being friends with several of 
Khan’s friends [10]. Khan and  his  friend  were  not  the  only  

 
Figure 3. Subset of Taimour’s Social Network 

individuals who Taimour encountered online. His social 
media exploits also extended to YouTube where he would 
frequently view YouTube videos that consisted of violence 
and anti-Western propaganda. In fact, he was connected to 
Mohammed Gul, who was sentenced to jail in February 2011 
in Britain for posting extremist Islamic material on the 
Internet. Taimour labeled four videos posted by direct 
associates to Gul as his favorites on YouTube [11]. 
 Another individual that was heavily influenced by their 
involvement in virtual terrorist networks is Arid Uka, who 
opened fire on U.S. soldiers in Frankfurt, Germany, killing 
two and wounding another two. On Facebook, Uka had 127 
friends that included extremists such Salahudin Ibn Ja’far 
[12]. Ja’Far openly identified with Germans involved in 
terrorist activity and was strongly linked as a friend and 
subscriber of two YouTube accounts known for posting 
extremist propaganda [13]. Uka was also Facebook friends 
with a German jihadist group using the name “Dawaffm De” 
that was friends with “AzeriJihadMedia,” a jihadist media 
organization, on YouTube [14]. Uka was never a known 
member of any terrorists groups and was not under any type 
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of surveillance before his attack [15]. He was simply 
immersed in this online terrorist social network. Given his 
connections to extremists and their connections to others, it is 
clear that anti-Western propaganda flowed through this 
network and heavily influenced him. So much so that he 
decided to commit an act of terrorism and murder two U.S. 
soldiers. 
 
5 Using Social Network Analysis to 

Detect Friend of a Friend Activity 
 It is clear that in online terrorist social networks 
influence is flowing through friends and between individuals 
who are not even directly connected, radicalizing extremist 
sympathizers with no physical connections to terrorist groups. 
Since a specific behavior has been established with these 
virtual networks, we can begin to use social network analysis 
methods to disrupt the flow of influence and try to prevent 
individuals from becoming indoctrinated with extremist 
ideals. Mapping the relationships between members of these 
online terrorist communities creates a social network. Various 
social network analysis methods can then be used to identify 
the different individuals that are a part of these types of 
relationships. 
 If there is an individual that is a part of a social network 
and feared to be a terrorist sympathizer, their ego network 
analysis will identify the individuals with whom they are 
connected to and influenced by. Ego network analysis 
consists of analyzing an individual within a social network 
and all the nodes the individual is connected to at some path 
length [16]. According to social theory, influence works at 
distances with up to three intermediaries [3]. Identifying all 
persons with a path length of 2 from ego produces a list of all 
of their friend of a friend relationships. This could go on to 
path lengths of three and four to identify further influencers 
and intermediaries. Figure 3 is essentially a subset of 
Taimour’s ego network, depicting the people he is connected 
to with path length three or less. The people found to be on 
the end of these paths are potential influencers while those 
found in between are the intermediaries passing it along. Ego-
networks can also be examined for structural holes. A 
structural hole refers to a tie that is absent [16]. For example, 
the network depicted in Figure 1 has a structural hole between 
A and C while Figure 2 contains no structural holes. Social 
network analysis software such as UCINET analyzes ego 
networks for structural holes. Identifying structural holes may 
lead to the discovery of friend of a friend relationships in 
which influence is flowing from terrorist leadership to 
sympathizers. 
 Betweenness centrality measures the ratio of shortest 
paths an individual is present upon. Individuals with a high 
betweenness centrality hold a very important position in a 
social network. By being present on the shortest path between 
two individuals, they have the opportunity to serve as a 
broker of information by passing it along or affecting it in 
some way. In the friend of the friend relationship, they serve 
as the intermediary connecting two individuals that would 
otherwise be disconnected. For example, in Figure 1, B would 

score a high betweenness centrality for being on the shortest 
path between A and C. By calculating the betweenness 
centrality for an entire social network, the individuals with 
the highest betweenness values are identified. By the pure 
definition of betweeness centrality we know that these 
individuals must be connecting others who are not directly 
connected. As a result, by using betweenness centrality, we 
identify the individuals in the friend of a friend relationships 
that are passing information and influence between terrorist 
leadership and sympathizers in social networks. 
 Community detection algorithms detect groups that exist 
within social networks and help reveal network structure. 
Most community detection algorithms work by measuring the 
density between sets of nodes and identifying groups or 
communities where the density of those nodes within the 
group is greater than that of nodes outside the group. As a 
result, communities of individuals are identified where the 
members of the community are more connected to each other 
than any other people in the network. For example, the subset 
of Taimour’s social network shown in Figure 3 could be 
identified as a group in a large social network. We see that 
there are several connections between the intermediaries that 
serve as friends of friends and Khan himself along with 
Taimour’s connection to this group. Depending on how the 
parameters are set for the community detection algorithm, 
many different types of groups may be identified. They could 
identify groups of sympathizers, intermediaries, leadership, or 
mix of all three. Essentially any pocket of increased 
connectivity. When examining social networks, it is important 
to identify these groups because the increased connectivity 
between the individuals will indicate some type of 
coordinated activity. For example, a group of sympathizers 
may be communicating on social media and actively seeking 
information and propaganda relating to the terrorist cause. A 
group of intermediaries whose job it is to bridge the gap 
between these sympathizers and leadership may also be 
identified. Community detection algorithms are valuable to 
the examination of social networks to identify these pockets 
of activity in a larger network so they can be further 
investigated. 
 
6 Conclusion 
 Given the popularity and widespread use of social media 
sites across the world, terrorist groups have targeted the sites 
as new grounds for spreading their propaganda and recruiting 
new members. Targeting social media sites provides terrorists 
groups with a number of benefits over their traditional 
recruiting efforts. They are able to reach many more people 
essentially anywhere in the world, given free web hosting to 
upload content, have the ability to control access, and social 
media pages are less prone to attack. Once the terrorists gain a 
foothold on social media sites, they look to build virtual 
online terrorists networks where influence and ideas can flow 
from existing members to potential recruits. They leverage 
friend of a friend relationships where indirect connections 
allow influence and propaganda to make its way from 
leadership and web sites to sympathizers who may be inclined 
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to join their cause. Although the sympathizers may not be 
directly connected to the main influencers, the information 
and ideas still flow through intermediaries to reach them. 
Mainly, it is the friends that sympathizers make on social 
media sites that are responsible for delivering the propaganda. 
This social phenomenon has been exhibited as extremist 
groups hold question and answer sessions with leadership 
through Facebook and use Twitter posts to keep followers 
updated on the latest activity. It has also shown direct results 
by inspiring lone wolf terrorists. Taimour al-Abdaly injured 
two others while blowing himself up in Stockholm. Arid Uka 
acted against U.S. soldiers, murdering two and injuring 
another two. Later research showed these individuals were 
heavily immersed in virtual terrorist networks. They had 
friends that were connected to radical terrorists and consumed 
anti-Western material as it made its way to them on Facebook 
and YouTube. By targeting this type of behavior on social 
media sites, social network analysis can be used to identify 
these relationships. Using techniques such as ego network 
analysis, betweenness centrality, and community detection 
algorithms, the sympathizers, intermediaries, and leadership 
that constitute these friend of a friend relationships can be 
identified. Locating these relationships is extremely important 
so actions can be taken to disrupt the flow of influence and 
propaganda and prevent the existing terrorist groups from 
inspiring lone wolf terrorists. 
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Abstract - The efforts of education authorities to find ways to 

identify problems related to bullying, still have not considered 

ciberbullying, and have not taken the necessary measures to 

maintain proper control of the problem through computer 

applications. In this paper are proposed a security model based 

on agents, which can analyze the messages exchanged 

between children (ages 9 to 13) through chats that are used in 

classrooms, and emit warnings about the threats, which may be 

considered to address such problems. The information 

generated can be used for the detection of cyberbullying and 

offer psychological support to those that may be formed as 

aggressors, preventing that this behavior becomes a disease 

that could be avoided at an early age. 

Keywords: Pattern recognition, Agent, Security, 

Ciberbullying.   

 

1 Introduction 

 The problem of cyberbullying is defined by the fact that 

a person is abused, threatened or harassed through electronic 

means, and has recently generated great controversy, since 

this type of violence may increase as advances the use of new 

technologies [1, 2]. 

 Because there are several forms of cyberbullying, this 

paper proposes a model based on the architecture of ARSEC-

AMS agents [3] to detect threats and verbal abuse to which a 

child is usually exposed, taking into account the behavior of 

the aggressors and techniques of content analysis of 

messages exchanged through chats [4-6]. 

 It is important to mention that the content analysis is 

applied to the spanish language, so that in the experimental 

examples section the analyzed sentences are presented in that 

language, since the result does not have the same structure or 

the same meaning in other languages. 

 Moreover, this paper is organized as follows: 

introduction, description of the model, components of content 

analysis, implementation of the architecture ARSEC-AMS, 

experimental tests, and finally is presented the conclusions 

and bibliographical references . 

2 Model 

 This model focuses on the detection of threats and 

aggressions to which a child is exposed on having interacted 

with others through instant messaging, applying content 

analysis techniques to measure the dangerousness of the 

message. Moreover, it is used the software agent technology 

based on the architecture ARSEC-AMS [3] that allows to 

implement computer security concepts. 

 

2.1 Content analysis 

The analysis of content is a set of technologies that 

allow distinguishing the symbolic semantics of the messages 

regarding the mode of production, these messages generally 

do not have a single meaning, since in occasions they change 

their semantics according to the context in which they are in 

relation to the rest of the information. [4-6] 

In the process of analysis, the aim consists of realizing 

an inspection of the sentences that are exchanged in the 

instant messaging application, and identify those that 

represent a threat to the user who receives them, and 

registered as evidence to determine if the user is a person 

likely to carry out his threats. For this task we designed a 

dictionary of keywords, some of which are used in sentences 

that constitute a threat, as well as the words that can not 

represent an attack by themselves. As support for the content 

analysis it was identified two components or modules that 

help to detect if the statement is a threat to another person. 

These components are the lexical analyzer (tokenizer) and the 

content analysis . 
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2.1.1 Lexical analyzer 

The lexical analyzer also known as tokenizer is a program 

that separates the words of the sentence analyzed in tokens, 

which are compared with the content of a dictionary that 

corresponds to a previously selected set of sentences for 

testing. With the obtained result it is possible to recognize if 

the word belongs to the set of verbs, adjectives or nouns. 

Later, the set of analyzed words will serve to identify patterns 

that will match with some type of registered threat. 

 Before comparing the tokens with the designed 

dictionary, they are processed in a sub-module for exchange 

of characters, which purpose is to consider those written in 

words misspelled, idioms or abbreviations, in order to have 

the word in a neutral state by applying a procedure that allows  

identifying the principal core of the word. To obtain each 

token in a neutral state certain characters are replace by 

others, which are previously identified with base in the 

specifications of Table 1 that are used in place of characters 

in the words that are analyzed, where it is presented the letters 

or syllables according to their cataloguing and character 

replacement.ion. 

Table 1. Words replacement  

Replacement Letters or syllables  

0 b,v 

1 ce,ci,si,se,zi,ze 

2 d,de 

3 g,j 

4 i,y,ll 

5 ca,co,cu,ka,ko,ku 

6 qui,qi,ki,que,qe,ke,q,k 

7 t,te 

8 u,w 

9 x,cs,xh,cc,sh,zh 

* sa,so,su,za,zo,zu 

^ s,es 

+ pe,p 

- R 

It is omitted First letter „h‟ 

 

It is necessary to mention that the way of assigning the 

replacement characters does not have preferential order, 

nevertheless, on having replaced some characters or syllables 

in the application they do have preference for exchange, since 

in certain cases would alter the token in a neutral state and the 

difficulty of cataloguing it as a key word. 

2.1.2 Knowledge programming 

After being labeled or tokenized the selected words of 

the sentence are evaluated in the module of knowledge 

programming through predicates or rules of prolog type; in 

order to determine whether they match aggression patterns or 

threats that were emitted by the user responsible of the 

analyzed message. 

The components of the knowledge programming and the 

lexical analyzer provide a rapid and accurate way to analyze 

messages, and give the possibility to evaluate information as 

a human being does. 

2.2 ARSEC-AMS architecture 

The proposed model is based on the architecture 

ARSEC-AMS [3] (Figure 1), which takes into account the use 

of four modules: reactive, deliberative-cognitive, security and 

control of blackboard, in such a way that the signs that are 

received in the agent system via sensors are filtered by an 

interpreter which is responsible for acting in a coordinated 

way and track the set of actions required to achieve the 

correspondent objectives, applying this in the model to detect 

the danger of exchanged messages through a system of 

Instant Messaging (IM). A wide reference of the previously 

architecture mentioned is described in [3]. 

 

Figure 1. ARSEC-AMS architecture 

2.3 Agent model 

The agent model proposed in the architecture ARSEC-

AMS defines a hierarchy of agents, which is described below: 

 Coordinator agent: is the software agent responsible of 

the flow of transactions that allow to apply security 

levels in the system and in the work of local and 

network agents, in addition is in charge of analyzing the 

content of the messages to determine if they are 
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evidences, and if necessary alert users that exceed a 

certain number of incidences of evidences. 

 Local Agent: is the software agent that reviews and 

tokenize the messages of the users locally. 

 Network Agent: is the agent responsible of the 

messages sent by the user and get them already 

encrypted to the system. 

To show the control that the agents will have in the 

system it was included the sequence diagram for the content 

analysis in order to model the functioning of the application 

(diagram 1). 

 

Diagram 1. Content analysis process 

Next are detailed the steps that realized the coordinating 

agent in diagram 1: 

(1).  Passes the original message 

(2).  Divides the message into lexical components 

(tokens) 

(3).  Codifies lexical components (exchange of 

characters) 

(4).  Searches for neutral words in the dictionary  

(5).  Returns keywords 

(6).  Sends keywords 

(7).  Finds patterns that match threats of cyberbullying 

(8).  Returns the dangerousness of keywords  

(9).  Stores user information and the original message 

(10).  Displays an alert message 

3 Experimental tests 

To determine the proper functioning of the application 

were taken sentences with certain degree of dangerousness 

called evidences and common sentences that can be 

misinterpreted by a system as described herein. Following are 

some common sentences and evidences: 

Common sentences 

 “Voy a pegar lo que recortamos en el cuaderno.” 

 “Hiciste la tarea sobre la matanza de Tóxcatl.” 

 “El cuento del zorro es muy interesante.” 

Evidence sentences 

 “Te voy a pegar estúpido.” 

 “Vamos a matarte.” 

 “Eres una zorra.” 

. 

In previous examples, underlined words, which can have 

different meanings, depending on the context of the sentence, 

so that sometimes are part of a sentence may be considered 

threatening and sometimes can be part of phrases that are 

considered normal. 

It is noteworthy that the evidences have certain degree 

of dangerousness; therefore they are categorized into low and 

high levels. Evidences of high level are phrases, which 

meaning is a threat to another user, while the low level 

evidences are aggressions . According to the number and level 

of evidences is how the coordinating agent can determine the 

state in which the user is, cataloguing it in three levels, 

denoting it as 'semaphore of users' and the levels are red, 

yellow and green. The red level corresponds to a user who 

must be observed; the yellow one corresponds to users who 

not necessarily have reach a level of threat, but that his 

sentences have already certain trend to do it; the green level 

is for users who do not represent any danger. 

As an example, next is the procedure applied to a 

previously misspelled phrase selected to determine whether it 

is a phrase that can be used as evidence: 

“TE BOOOOI A PEGAR, HIMBÉCIL”  

The following is an example of how the sentence is 

processed above: 

The phrase is converted into lowercase letters: 

“te booooi a pegar himbécil” 
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Vowels with accents are replaced by vowels without 

accents: 

“te booooi a pegar himbecil” 

Omit repetitions: 

“te boi a pegar himbecil” 

Replacement  according  to Table 1, character 

interchange: 

“7 0o4 a +3a- 4m0e1l” 

Note: It can be observed that the number of characters 

has decreased omitting the spaces in the original 

sentence. The number of characters is 22 in the original 

sentence, while the replacement sentence has 15. 

Obtained the words in neutral form, they are compared 

with the words contained in the dictionary, resulting in 

two verbs "0o4" (voy), "+3a -" (pegar), plus an adjective 

"4m0e1l" (imbécil), naming them key words. 

The keywords are evaluated in the predicates type 

Prolog, obtaining as result that the sentence is an 

evidence of high level. 

The coordinator agent records the evidence and reviews 

the history of the user to determine in what level of the 

semaphore is positioned. Following Table 2 shows 

different cases that may occur depending on the user 

status and considering that he did an incidence of high 

level. 

Table 2. States of  user (Semaphore) 

User  

 state 

Previous evidences  New 

State High Low 

Green 0 1 Green 

Yellow 2 6 Red 

Red 5 10 Red 

 

  When cataloging through the semaphore allows early 

detection of cases of users that merit attention from school 

authorities and are given appropriate treatment. 

4 Conclusions 

 With the proposed model it is intended to help detect 

early cases of cyberbullying avoiding cases of threats and 

aggressions that may be suffering the child or the young 

person in school. The fact that there is a children interest to 

use tools based on information technologies and 

communications, makes them feel part of the technological 

wave which nobody wants to be left behind. These tools give 

course to communication channels that are not exempt from 

threats or aggressions by users to people with low self-esteem 

and high levels of vulnerability. By the above, it is important 

that schools classrooms where computers are used, are 

applied to detect forms of cyberbullying problems through 

systems like the one proposed in our model, where an agent 

system can analyze in real time messages that are exchanged 

through chats. 

5 References 

[1] El Universal, “Bullying, riesgo para 18 millones de 

niños: CNDH”. 2011  

http://www.eluniversal.com.mx/notas/779963.html . 

[2] Slonje Robert; Smith Peter K. “Cyberbullying: Another 

main type of bullying?” Scandinavian Journal Of 

Psychology, Volume 492, p. 147-154, DOI: 10.1111/j.1467-

9450.2007.00611.x. 2008. 

[3] Cota O. María de Guadalupe & Soto B. J. Pablo. 

“Architecture for design and development of security 

Systems based on agent technology”. WorldComp‟11 – 

The 2011 World Congress in Computer Science, Computer 

Engineering, an Applied Computing (ICAI‟11 – 

International Conference on Artificial Intelligence). Las 

Vegas, Nevada USA. 2011. (http://www.world-academy-

of-science.org/worldcomp11/ws) 

[4] José Luis Piñuel Raigada, “Epistemología, metodología y 

técnicas de análisis de contenido”. 

http://web.jet.es/pinuel.raigada/A.Contenido.pdf 

[5] AngelFire, Análisis de contenidos, 

http://www.angelfire.com/tv2/tesis/Analisisdecontenido.h

tm. 

[6] Bernard Berelson, Content Analysis in Communication 

Research (New York: The Free Press (1952), p. 18. 

http://devcompage.files.wordpress.com/2007/12/17-

content_analysis.pdf .  
 

1052 Int'l Conf. Artificial Intelligence |  ICAI'12  |

http://www.eluniversal.com.mx/notas/779963.html
http://www.world-academy-of-science.org/worldcomp11/ws
http://www.world-academy-of-science.org/worldcomp11/ws
http://web.jet.es/pinuel.raigada/A.Contenido.pdf
http://www.angelfire.com/tv2/tesis/Analisisdecontenido.htm
http://www.angelfire.com/tv2/tesis/Analisisdecontenido.htm
http://devcompage.files.wordpress.com/2007/12/17-content_analysis.pdf
http://devcompage.files.wordpress.com/2007/12/17-content_analysis.pdf


Leveraging Layered Network Analysis for Intuitive 
Decision-Making 

 
Peter M. LaMonica and Craig S. Anken 

Air Force Research Laboratory, AFRL/RIEA 
525 Brooks Road, Rome, NY 13441-4505 

 
 
Abstract - Current analysis and decision-making relies too 
heavily on a single source of data. This can be attributed to 
a myriad of reasons such as failure to standardize and 
normalize diverse data, inability to define a common 
ontological mapping between datasets, and even an 
unawareness that related additional data exists. However, 
in reality many datasets can be interconnected through 
nodes and/or edges and together can collectively provide 
much greater situation awareness to the user. Fusing 
multiple diverse datasets together for collective exploitation 
is referred to as layered network analysis and provides a 
more intuitive approach to analysis and decision-making. 
The purpose of this article is to conceptually define how 
layered network analysis can advocate and provide an 
intuitive decision-making environment in knowledge 
discovery and decision support systems. Further, this 
approach can be applied to numerous domains that address 
the data-to-decision problem.  
 
Keywords: Layered network analysis, intuition, decision-
making, situation awareness, knowledge discovery, and data 
to decisions. 
 
1 Introduction 
 
Decision makers in various domains are constantly 
hampered by information overload from numerous diverse 
sources. This places tremendous strain and burden on the 
decision maker to manually derive mental correlations to 
determine how these diverse data sources are connected and 
related. Even more troublesome is deriving patterns over 
space and time across these different data types. While this 
is an extremely difficult manual process, the vast majority 
of this data does not exist independently, as much of it is 
related and connected across networks of data. This was the 
reasoning behind developing the Layered Network Analysis 
model [1] for combining heterogeneous relational data types 
to improve situation awareness. Layered Network Analysis 
provides a foundation for users to think intuitively by 
quickly allowing them to understand how data is connected 
and related. Allowing users to better understand the data 
will provide greater situation awareness [2] and intuitive 
decision-making capabilities. This research will provide 
detail on Intuitive Decision-Making by Klein and the 

Layered Network Analysis model, and discuss how these 
two approaches can work together to improve decision-
making.  
 
2 Intuitive Decision-Making 
 
Klein [3, 4, 5, 6] claims that the vast majority of decisions 
made are driven by personal intuition. This is a great 
contrast and departure from the traditional decision-making 
models that leverage analytical and statistical methods. 
Klein proves that intuition is used more accurately than 
analysis of a situation – in order to make a decision.  
 
Throughout his research on intuitive decision-making, Klein 
developed a model that demonstrates the process that users 
go through. Klein’s Recognition-Primed Decision Model 
can be seen in Figure 1 [3]. This process begins when a user 
experiences a situation that demonstrates cues. The user 
determines if this situation is typical based on what has been 
observed. If this is not a typical situation, the user looks for 
features to diagnose the situation to determine any 
relevancies to past situations. If this is a typical situation, 
the user seeks to recognize four by-products: cues, 
expectancies, plausible goals, and typical actions.  
 
If this is a situation that is typical yet the expectancies are 
anomalistic, then the user needs more data to further clarify 
and diagnose the situation. Otherwise, the user evaluates the 
action that has taken place and also conducts mental 
simulation where the user relies on mental models to 
determine potential outcomes. If these models do not seem 
to work (possibly due to an underlying difference in the 
situation – e.g. different terrain), the user may slightly 
modify existing models to project future outcomes. 
Otherwise, the user determines how the situation can 
progress and determines a course of action that can be 
implemented successfully. 
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Figure 1. Recognition Primed Decision model [3] 

 
The Recognition-Primed Decision Model is highly relevant 
in multiple user domains ranging from firefighters to United 
States Naval commanders. Klein [3] conducted a series of 
studies across various domains to test the Recognition-
Primed Decision Model. One study explored United States 
Navy AEGIS command and control (C2) commanders. 
AEGIS is an integrated United States Naval weapons 
system that uses radar and software systems to guide and 
track weapons. This work was done in coordination with the 
Office of Naval Research and Klein wanted to learn how 
these officers had responded and made decisions in 
conflicts. In this case, the time pressure was severe and the 
skill level of the officers was generally high. However, the 
situations changed rapidly and there were very few courses 
of action available. The officers had clear guidelines with 
official rules of engagement. Over 78 decision points that 
Klein studied in this case, the Naval officers used 
Recognition-Primed Decision-making 95% of the time. 
These officers claimed that in 95% of the cases, they had 
not compared any options and the course of action selected 
was not a novel one. The commanders justified their 
selection to use intuition decision-making because of 
typically suffering from various issues such as relevance to 
a past event/scenario (known patterns), a lack of time, and a 
lack of specific scenario data (uncertain, unknown, or 
incomplete data).  
 
In another study, Klein looked at how teams use the 
Recognition-Primed Decision Model. Klein worked with 
command and control teams at the Army brigade level at 

Fort Hood. The teams were working through training 
exercises on decision-making. Klein [3] initially thought 
that a team structure might reduce the rate of recognition-
primed decision-making because when a team makes 
decisions, the team typically comes to consensus, which 
involves considering alternate courses of action. However 
after analyzing the complete training session tapes (five 
hours in duration) and the 27 decision points, only one of 
those points showed evidence of comparing options 
(demonstrated a 96% use of recognition-primed decision-
making). This was startling to Klein since typically Army 
planners are taught to develop a set of courses of action that 
typically includes a minimum of three options.  
 
In a different domain, Klein [3] studied how urban 
fireground commanders make their decisions. Fireground 
commanders rely on visual and audio cues to determine how 
to approach a fire. For example, if a fire starts on the lower 
floors of an urban building and there are no visual signs of 
smoke from the outside of a building, then this means a fire 
is just starting. However, if smoke is pouring from the eaves 
of the roof, then the fire has risen from the lower floors to 
the roof of the building. This puts the fireground 
commander into search and rescue mode to get all occupants 
out of the building as soon as possible. This demonstrates 
how fireground commanders are required to make quick, 
accurate decisions based on cues of what they recognize in 
real-time. Figure 2 depicts other studies that Klein 
conducted with many of them demonstrating high levels of 
recognition-primed decision-making.  
 

 
Figure 2. Frequency of Recognition Primed Decision-

Making Across Domains [3] 
 
2.1  An Intuition Example 
 
The following scenario will further reinforce the application 
of the Recognition Primed Decision Model and took place 
during the Persian Gulf War in 1992. This is used by Klein 
[3] to demonstrate and compare intuition to analysis. The 
HMS Gloucester is a British destroyer and is on watch 
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during an airraid of Kuwait. United States Navy A-6 aircraft 
that had specific targets to take out in Kuwait City was 
conducting the airraid. During this mission, the Gloucester 
was monitoring the airspace for retaliation by Iraq when it 
noticed a blip on the radar screen.  
 
A US Navy A-6 aircraft flew at approximately 600-650 
knots when returning from a bomb run and typically flew at 
2,000 to 3,000 feet. When the pilots would make a bomb 
run, their radars were typically off as well as their ‘Identify 
Friendly or Foe’ mechanism, as these were two ways to be 
easily detected by the enemy. In this particular mission, the 
allied forces were conducting an airraid near a known Iraqi 
silkworm missile site. The silkworm missile flew at 
approximately 600-650 knots, was about the same size as 
the American A-6 aircraft, but it flew at roughly 1,000 feet 
of altitude. The radar used on the British ship could only 
work over water and not on land due to high amounts of 
ground clutter and noise. Further, the British radar could 
only work vertically first, then once it detects a target it 
takes an additional 30 seconds to track it horizontally to 
determine its altitude.  
 
In this case, the British officer immediately claimed that the 
blip on the screen was a silkworm missile aimed for the 
Gloucester and not a friendly American aircraft. The British 
officer ordered for a missile to be fired and the blip was 
taken out. Instantaneously, the commander ordered for 
reasoning behind the officer’s determination. The officer did 
not have time to wait for the horizontal radar to sweep and 
determine altitude. How did this officer know that this was a 
missile and not an aircraft? Initially, the officer could not 
explain how he determined that it was a missile and not a 
friendly aircraft.  
 
The British officer later discussed the scenario with Klein 
and told Klein that he knew the Iraqis were getting 
desperate and this attack was the Iraqi’s last chance to use 
their missiles in an attempt to disrupt allied forces. With all 
these factors considered, he immediately knew that this was 
a silkworm missile aimed at the Gloucester. The officer said 
he knew he only had seconds left to live if he had not 
ordered to fire at the silkworm missile. The officer turned 
out to be correct – the blip on his radar was in fact an Iraqi 
silkworm missile and this missile would have done 
significant damage if not catastrophic to the Gloucester if 
the officer had not acted on his intuition.  
 
Klein noted several key factors about this scenario and why 
intuitive decision-making is more agile and accurate. In the 
end, it was the officer’s mental model that saved his life, as 
well as his fellow troops. It was the combination of radar, 
location, and knowledge of the situation that collectively 
determined the action of the officer. Klein [2] argues that if 
the officer had relied on the analysis of metrics and the hard 

sensor data alone, then his decision probably would not 
have been the same.  
 
 
3 Layered Network Analysis  
 
Layered Network Analysis is a novel term that was defined 
by LaMonica and Waskiewicz [1] and refers to the fusion of 
previously disconnected data in a common operating picture 
allowing the user to explore and exploit the interconnected 
data in a unified state. Layered Network Analysis can be 
used to discover patterns within and across layers, discover 
previously unknown nodes and edges, and allow users to 
focus on multiple data types within a specific time and 
space.  
 
The intent is to understand the structure and dynamics of 
network data as this data is of vital importance to decision 
makers. Current analysis of network data occurs primarily 
within one or two particular domains and relies on the user 
to infer and derive links between data sources. However, to 
fully understand the network environment, decision makers 
must be able to investigate interconnected relationships of 
many diverse network types simultaneously as they evolve 
spatially and temporally. No single data network exists in a 
vacuum as networks are interconnected through space and 
time. It is imperative to understand that no single network 
exists independently of others. Each layer represents a 
diverse network data type and these layers can be connected 
through nodal and edge similarities as is depicted in Figure 
3 below. 
 

 
Figure 3. Layered network analysis 
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Layered Network Analysis is meant to be an approach to 
this data problem that users can interrogate and shape for 
their mission. Layered Network Analysis can assemble 
previously disconnected, multi-modal networks (e.g. social 
networks, financial transactions, computer networks) in a 
common battlespace picture providing the user with timely 
situation awareness, understanding and anticipation of 
threats, and support for effective decision-making in diverse 
environments. Combining numerous networks requires 
various data transformation techniques such as data 
association, alignment, and entity resolution.  
 
The ultimate goal of this research is to allow a decision 
maker to have all network data in a layered network 
application where they can correlate and analyze activity 
and time occurrence in related networks to understand and 
potentially predict when a major event of interest is about to 
happen and where to expect it. Thus, Layered Network 
Analysis will allow users to apply network analysis methods 
(e.g. centrality measures, group detection algorithms) via 
visualization technology to the collective network. 
 
The concept behind layered network analysis is derived 
from social network analysis and link analysis techniques. 
The collective network is layered because it would consist 
of many interconnected networks that were previously 
disparate. It is also multi-modal because the network will 
incorporate many different entity types (e.g. people, 
organizations, locations, objects). Having this data in a 
collective network will allow users to apply techniques 
derived from traditional SNA and link analysis measures. In 
addition, this may introduce new areas of research for 
metrics, entity resolution and pattern learning as the user 
will ultimately have to analyze data of multiple types. 
 
There are many reasons behind a layered network analysis 
approach. First, an underlying unified network model is 
necessary that will allow multimodal and multi-dimensional 
layered network analysis to be possible [7]. This framework 
would serve as the connecting language and translation 
mechanism between the heterogeneous data networks. This 
would allow any network in any domain to be mapped and 
connected. Ultimately, users would analyze and visualize 
these collective networks. Further, the user would be able to 
select which layers he/she would want to view and focus the 
collective network based on space and time. This will 
drastically reduce complexity and any potential scalability 
issues with this approach. It will also deliver the appropriate 
data to the user based on his/her current situation.  
 
Once the data is in a common network, new network 
analysis metrics can measure the importance of entities, 
groups, and their relationships across networks. Previously, 
traditional social network analysis metrics are designed to 
analyze only social relations [8]. Also, prior SNA metrics do 
not analyze attribute data, rather they measure connectivity 

(how well each node is connected to other nodes in the 
network). Thus, it is unclear how these metrics will be 
applicable. In addition, new threat patterns will need to be 
developed per given scenarios that can operate across 
networks, time, and entity types. The end user has 
previously done this manually.  
 
At present, the research team is focusing on developing an 
approach to apply social network analysis metrics based on 
specific measures (e.g. eigenvector centrality, group 
detection) and visualization technology to the collective 
network. At this initial stage in the research, the team has 
identified two risks with this approach – scalability and 
visualization. However, the researchers feel that these two 
risks can be mitigated by providing only the data that user 
needs for his/her scenario. This can be accomplished either 
through selecting which data sources the user needs or 
through group detection algorithms to determine subgraphs 
related to the user’s scenario. 
 
3.1  Significance 
 
Developing a layered network approach to network analysis 
will eliminate the current stovepipes and manual association 
that exist today. This approach would create an environment 
where users can visualize and analyze how numerous 
networks (entities and their relationships) are 
interconnected. This will allow the user to have all network 
data in a layered network application where they can 
correlate and analyze activity and time occurrence in related 
networks to better understand the battlespace. From this 
information, the user would be able to derive the most 
influential nodes and relationships, discover groups, and 
learn and predict the behavior of how these different 
network types interact and influence each other. 
 
From the way that nodes and edges can connect these 
diverse network datasets (subgraphs) this can immediately 
allow users to learn and understand relationships in and 
across databases that they never knew existed. This can also 
help to infer new relationships, help uncover unknowns, and 
identify new groups and patterns across networks. Entities 
and relationships that were lost or unknown in one database 
could be discovered in another. Also, information and new 
patterns can be conveyed between data networks. 
Collectively this will enable users to act and predict by 
aiding in threat detection and prediction, provide informed 
course of action selection, and have a solid understanding to 
make a decision and act.  
 
4  Application 
 
Data-to-Decisions is one of seven science and technology 
(S&T) priorities of the Secretary of Defense [9]. The goal of 
this initiative is to shorten the cycle time from data 
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gathering to decision-making to address the challenge of 
insuring that the right, relevant and actionable information is 
provided to achieve the desired effect. With the increasing 
availability and relevance of open source information, the 
need to discover and identify threat signatures in complex, 
incomplete, imprecise and potentially contradictory large 
datasets has become a critical issue. 
 
Recently, Lieutenant General David Deptula (now retired 
and the former Air Force Director of Intelligence) 
recognized that the armed services are ‘swimming in 
sensors and drowning in data.’ [10] The addition of new 
sensing capabilities are emerging and are delivering 
significantly much more data that can currently be 
processed. Because the current intelligence collection and 
analysis process is overwhelmed by the volume of 
information it must process to generate, analyze, and 
understand networks of interest, there is a disconnect 
between the output requirements and the inputs available for 
analysis [9]. As a result, the process results in high 
information loss, incomplete analysis and poor situation 
awareness and understanding.  
 
Decision makers have a clear recognition that the detection 
and understanding of enemy networks is a critical factor in 
the building of situational awareness. However, developing 
the ability to be fully aware of enemy social networks is a 
challenging task. The results of the research outlined in this 
paper are aimed at assisting decision makers gather and fuse 
the most complete knowledge and understanding of 
geospatial, temporal and social events. This will enable the 
decision maker to assemble previously disconnected 
information about networks in a common battlespace 
picture, providing timely situation awareness, understanding 
and anticipation of threats, and support for effective 
decision-making in diverse environments. It will also help 
remove the burden of making mental correlations of 
observations and conclusions the user has drawn from one 
domain as additional information is made available from 
other domains. 
 
Layered Network Analysis is an intuitive way to think – 
take for example the scenario about the W2-Glouscter ship. 
The British officer put together multiple data to come to his 
conclusion, decision, and action all in seconds.  
 
The following meteorological example clearly demonstrates 
the power and applicability of Layered Network Analysis. 
Assume a severe thunderstorm that is demonstrating 
tornadic attributes. A meteorologist does not solely rely on 
one particular data type to analyze this potentially 
catastrophic event. For example, Doppler radar will tell the 
meteorologist where the storm is, precipitation, and where 
the storm is moving over time. However, the meteorologist 
needs more information to make an accurate forecast. 
Therefore the meteorologist will focus on various inputs, in 

addition to Doppler radar such as wind speed/direction, 
barometric pressure, temperature, cloud cover, etc. A key 
point is that each data type is different from every other data 
type; however when focused on a specific space and time, 
the data is all related and connected. The meteorologist 
depends on this data to make an accurate forecast and 
prediction of where the thunderstorm will move, how fast, 
and what severity it may have. This example also 
demonstrates how a user could focus on what is relevant to 
his/her current situation. The meteorologist is immediately 
focused on this localized thunderstorm and will likely 
analyze localized weather data, as opposed to developing a 
longer forecast (e.g. five day forecast) where the 
meteorologist will analyze more global trends.  
 
 
5 Conclusion 
 
Layered Network Analysis tools can provide a core piece to 
the Processing, Exploitation and Dissemination (PED) 
process helping automate the tedious process associated 
with the detection, recognition and understanding of enemy 
entity-relation networks. The Layered Network Analysis 
approach has shown promise in helping users quickly go 
from data-to-decisions by finding patterns in very large 
databases and facilitating the connection of bits of 
information into patterns that can be evaluated and 
analyzed. The technical area encompasses how people 
combine, interpret, store, and retain information, providing a 
quantitative evaluation of events that enhances a decision 
maker's ability to judge, appraise, and determine the 
relevance of emerging situations. The technology area is 
focused on providing the Air Force and its component units 
with the capabilities needed to achieve a higher level of 
enemy network comprehension [11]. Identifying 
relationships in large, dynamic, multi-modal layered graphs 
requires the development and integration of novel 
technologies. Layered Network Analysis will allow users to 
identify and detect emerging threats from large collections 
of data spatially and temporally. The result will be a 
dramatic improvement in situational awareness across 
multiple domains and significantly advance the current 
state-of-the-art network analysis capabilities by having an 
accurate and complete multi-dimensional understanding of 
the layered, dynamic network environment. Lastly, the 
Layered Network Analysis approach will provide an 
intuitive, logical process to decision-making that is agile and 
accurate.  
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ABSTRACT 

A Communication network is used to facilitate 
communication among different parties. Though any 
network topology can be designed to implement a 
communication network but for a given problem we 
can choose a network topology which maximizes the 
reliability of communication network. This problem 
has many applications in telecommunications, 
electricity distribution, gas pipelines and computer 
communication industry. Since this problem belongs to 
an optimization problem, many authors have applied 
evolutionary techniques however there is still a need to 
apply optimization algorithm effectively so that this 
problem can be solved in minimum time. This paper 
makes such an attempt to solve this problem by using a 
memetic Algorithm. 

 
Keyword: Network, Reliability, Cost and Multi-
Objective Optimization 

 

I. INTRODUCTION 
 

Topological optimization of networks is an 
important problem in many fields such as 
telecommunications, electricity distribution, gas 
pipelines and computer communication. This refers to 
design an optimal network topology for one or more 
objective functions (network delay, bandwidth 
utilization, reliability, cost etc.). Since optimization 
problems are NP hard problems, many nature inspired 
algorithms have been applied for solving this problem. 
GA and Tabu search are the basis of many research 
proposal [3,4,5,13] 
 

There have been several notable attempts in the 
literature to solve this optimization problem. Jan et al. 
[1] applied  branch and bound technique  to minimize 
cost of links of a network  with a minimum network 
reliability constraint, this is computationally tractable 
for fully connected networks up to 12 nodes .Using a 
greedy heuristic, Agrawal et al.[2] maximized the 
reliability of a network . Jos´e Manue et al[3] optimize 
the budget of network topology. Bassam Al-Bassam et 
al.[4] has done the reliability optimization . Anup 
Kumar [5] optimized the diameter of network topology. 
Ventetsanopoulos and Singh [6] used a combination of 

heuristic search and branch bound to find most reliable 
network. Atiqullah and Rao [7] and Pierre et al. [8] used 
simulated annealing to find optimal designs for 
networks. Koh and Lee [9] used tabu search to find 
telecommunication network design that require some 
nodes (special offices) having more than one link while 
other others (regular offices) required only one link, 
while also using this link constraint as a surrogate for 
network reliability.  
 

Although many methods are available yet there is a 
need to apply optimization algorithm effectively so that 
this problem can be solved in minimum time. This 
paper makes such an attempt to solve this problem by 
using a combination of local search and a variant of 
genetic algorithm [14].  
 

The primary goal of this paper is to design a 
topology which has maximum reliability and satisfies 
the given cost constraints. The paper is organized into 
five sections. Section 2 presents some background on 
Genetic Algorithm and its variant .Section 3 describes 
step by step application of memetic algorithm For 
solving Problem. In Section 4, we discuss experimental 
results of the proposed algorithm. Finally, in Section 5 
concludes the paper. 

II. BRIEF HISTORY OF GENETIC ALGORITHM 

Genetic algorithms are search algorithms which work 
according to the principle of natural selection on a 
population and behave according to the principle of 
‘Survival of the fittest’. More precisely genetic 
algorithm is a family of computational models inspired 
by evolution. At each generation, a new set of solutions  
are created by the process .Selection of the individual 
is done according to their fitness value  in the solution  
space .This process leads to the evolution of 
populations of individuals that are better suited to their 
environment than the individuals that they were created 
from, just as in natural adaptation. 

 
These algorithms encode a potential solution to a 

specific problem on a sample chromosome-like data 
structure and apply recombination operators to these 
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structures so as to preserve critical information related 
to the problem. Genetic algorithms are often viewed as 
function optimizers although the range of problems to 
which genetic algorithms have been applied is quite 
broad. 

Genetic algorithms search for optimum value by 
using three operators. 

 
A.  Selection Operator 

It is a genetic operator that chooses a chromosome 
from the current generation’s population for inclusion 
in the next generation’s population. Before making it 
into the next generation’s population, selected 
chromosomes may undergo crossover or mutual 
depending upon the probability of crossover and 
mutation) in which case the offspring chromosome(s) 
are actually the ones that make it into the next 
generation’s population.  

   This is achieved in following steps 
a) Identify good solutions in population. 
b) Make multiple copies of good solutions. 
c)   Eliminate bad solutions from the population so 

that multiple copies of good solutions can be placed 
in the population. 

   Some common methods [10, 11] for selection are: 
a) Tournament Selection 
b) Proportionate Selection 
c) Ranking Selection 

 
   B.  Crossover Operator 

The chromosomes are exchanged between these 
two parents and offspring are produced. In general 
crossover operator recombines two chromosomes so it 
is also known as recombination. Crossover is 
intelligent search operator that exploits the information 
acquired by the parent chromosomes to generate new 
offspring. If both the parent has same genetic structure 
then offspring are just copies of the parent irrespective 
of cutting point but if parent have different genetic 
structure then offspring are different then parent. Thus, 
crossover is sampling process, which samples new 
points in search space. Generally crossover probability 
is very high like 1.00, 0.95, 0.90 etc. 
 
Parents              01010101 11110000 
Offspring          01010000 11110101 
 

A number of variations on crossover operations are 
proposed and the simplest form is a single-point 
crossover. The parents are randomly selected based on 
the above mentioned selection scheme. A crossover 
point is randomly selected and the portions of the two 
chromosomes beyond this point are exchanged to form 

the offspring’s. Some common methods for crossover 
are 
a) Single point crossover 
b) Uniform crossover[12] 

 
C. Mutation Operator 

The need for mutation is to maintain a good 
diversity of 1s and 0s in the population. After 
reproduction, crossover, and mutation are applied to 
the whole population, one generation of a GA is 
completed. The need for mutation [12] is to keep 
diversity in the population 

III. PROPOSED APPROACH 

Earlier in previous work, K.K.Mishra et al [14],  have 
proposed a novel genetic algorithm by changing the 
crossover operator of genetic algorithms. The details of 
this algorithm had been taken from paper [14]. In 
genetic algorithm, we do not concentrate on the fitness 
value of parents involved in crossover. Also we 
randomly choose a cross site and as such we cannot 
predict the nature of generated children by traditional 
genetic algorithm. In our method we will concentrate 
on fitness of both the parents involved and will 
generate good children .We will not choose the cross 
site randomly .We will decide that site using the fitness 
of parents. Our crossover operator is based on the 
biological nature of crossover .In nature when parents 
(male, female) perform crossover children share the 
properties of parents. We will use the same basic for 
generating children. Let we are performing crossover 
operation between two parents P1 and P2 having the 
fitness value f1 and f2 and each of length L 
(chromosome length). We assume that fitness of male 
is always greater than female and cut point is to be 
determined by Male. We will calculate the crossover 
point by calculating ((f1/(f1+f2))*L) and 
((f2/(f1+f2))*L) (If f1 is the fitness of male 
chromosome) and rounding off this to say variable C1 
and C2. On the basis of this value C1, we will cut 
parents chromosomes at these sites and generate two 
children. The value C1 will always be less than L. 
Similarly we repeat the same process for C2 and 
generate two mutated children. We then perform 
binary tournament selection and select best mutant. 
Now we will show that application of this crossover 
and mutation will not affect randomness of genetic 
algorithm. As we are unaware about the nature of 
fitness value associated with each population, so 
fitness values will appear as random values associated 
with the parents and this operator will generate random 
values of children. So this operator will preserve the 
randomness of genetic algorithm][14]. 
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III.I. APPLICATION OF MEMETIC 
ALGORITHM FOR SOLVING PROBLEM 
   

 In order to optimize the reliability of the network 
topology, we have used memetic algorithm. Since 
random initialization may cause infeasible solution. At 
initial stage prime’s algorithm is used to generate 
initial population for the problem which perform a 
local search for a set of good solution then this variant 
of  G.A has been applied to generate most reliable 
topology.  

 
III.I.I. STATEMENT OF THE PROBLEM 
 

As discussed in [13] the statement of problem can be 
explained as follows. A probabilistic graph G = (N, L, 
p) can be used to represent communication network. 
Where N and L are the set of nodes and links that 
corresponds to the computer sites and communication 
connections, respectively. The networks are assumed 
to have bi-directional links and, therefore, are modeled 
by graphs with undirected links. It is further assumed 
that the graph has no parallel (i.e. redundant) edges. 
Redundant links can be added to improve reliability, 
and the approach described here could be modified 
straightforwardly to include redundancy. The 
optimization problem is 

Minimum Z= j i

N

i

N

= +=

−

∑∑
11

1

  cijxij  
Maximize  R(x) 

Where xij  ∈  {0, 1} is decision variable, cij is the cost of 
(i, j) link, R(x) is the network reliability. 
The other problem assumptions are: 
1. The location of each network node is given. 
2. Nodes are perfectly reliable. 
3. Each cij   and p are fixed and known. 
4. Links are either operational or failed. 
5. The failures of links are independent. 
6. No repair is considered. 

 
III.I.II. NETWORK DESIGN USING MEMETIC 
ALGORITHM 
 

Input: A Set of network topology is generated by 
primes algorithm and this work as initial population. 
Output: network topology that achieves maximum 
reliability for the network. 

 
Begin 

STEP 1: Create an initial population by applying 
prime’s algorithm at initial stage N(P0) (set of 
chromosomes are generated by assigning binary 

strings to edges(if present assign 1 else 0) ) and then 
fitness (reliability) of each chromosome is calculated 
 STEP 2: Generate off spring population Qt by using 
binary tournament selection recombination and 
mutation operator. 
STEP 3: Create offspring population Qt+1 from Pt+1 
by using the tournament selection, crossover and 
mutation operators. 
STEP 3.1: Tournament Selection: For each 
population generated randomly, randomly pick two 
members from Qt and a tournament is done between 
two based on fitness function f(x).Winners are 
further propagated for crossover. 
STEP 3.2: Crossover: Two strings are crossed based 
on the crossover point (jcross). 
In proposed approach, crossover 
point=jcross=(f1(x)/f1(x)+f2(x))*Length 
(chromosome). 
STEP3.3:Mutation: 
point=jcross=(f2(x)/f1(x)+f2(x))*Length(chromoso
me). Perform tournament selection and pick best 
one. 
These processes ultimately result in the next 
generation population of chromosomes that is 
different from the initial generation. Generally the 
average fitness will have increased by this procedure 
for the population. 
STEP 4: Repeat steps 3 until a network with 
required reliability has been reached. 

 
IV. EXPERIMENTAL RESULTS: 

We have compared the results of proposed approach 
with the results produced by ga[13].It can be seen that 
networks generated by proposed approach has better 
reliability  as compared to other approach. For 
calculating reliability two connectivity repair algorithm 
has been used. 
initial parameters of the graph is shown below the 

no. of nodes:5     
Cost of link between 1 and 2:-146 
Cost of link between 1 and 3:-130 
Cost of link between 1 and 4:-182 
Cost of link between 1 and 5:-90 
Cost of link between 2 and 3:-56 
Cost of link between 2 and 4:-117 
Cost of link between 2 and 5:-195 
Cost of link between 3 and 4:-15 
Cost of link between 3 and 5:-148 
Cost of link between 4 and 5:-126 
levels for different populations  
               

The various Parameters for simple Genetic Algorithm 
were 
Size of initial population=14 
Desired level of fitness= 0.99999 
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Probability of Cross-over=0.7 
Probability of mutation=0.5 

                
                       Table:1 

Serial 
no  

Results 
Produced by 

GA 

Results 
Produced by 
proposed 
Approach 

   1   0.890000  0.931230 
   2   0.801931  0.874563 
   3   0.878320  0.912365 
   4   0.974911  0.985623 
   5   0.973512  0.989632 
   6   0.983234  0.989546 
   7   0.974922  0.995236 
   8   0.974921  0.987456 
   9   0.974921  0.979421 
  10   0.888830  0.901546 
  11   0.966276  0.985621 
  12   0.982994  0.992564 
  13   0.982994  0.998546 
  14   0.887548  0.912345 

 
             Data after first Generation 
                               

Table:2: 

Serial 
no  

Results 
Produced by 

GA 

Results 
Produced by 
proposed 
Approach 

1   0.964425  0.975586 
2   0.801931  0.823564 
3   0.878320  0.895647 
4   0.974911  0.984564 
5   0.973512  0.985774 
6   0.983234  0.994561 
7   0.974922  0.985623 
8   0.974921  0.995264 
9   0.974921  0.985641 
10   0.888830  0.895642 
11   0.966276  0.978521 
12   0.982994  0.998546 
13   0.982994  0.989999 
14   0.887548  0.902412 

 
               Data after Second Generation 
                           

Table:3 

Serial 
no  

Results 
Produced by 

GA 

Results 
Produced by 
proposed 
Approach 

1   0.964425  0.985641 
2   0.801931  0.856451 
3   0.878320  0.885644 
4   0.974911  0.985667 
5   0.973512  0.984561 
6   0.983234  0.994215 

7   0.974922  0.987562 
8   0.974921  0.985745 
9   0.974921  0.979888 
10   0.888830  0.901487 
11   0.966276  0.978874 
12   0.982994  0.989878 
13   0.982994  0.998546 
14   0.887548  0.912456 

          Data after Third Generation 
                     

 Table:4 

Serial 
no  

Results 
Produced by 

GA 

Results 
Produced by 
proposed 
Approach 

1   0.789654  0.99999 
2   0.795698  0.861931 
3   0.828320  0.878320 
4   0.865412  0.974911 
5   0.756456  0.953512 
6   0.836546  0.973234 
7   0.885647  0.964922 
8   0.796546  0.954921 
9   0.845612  0.974921 
10   0.825645  0.918830 
11   0.812364  0.966276 
12   0.865436  0.942994 
13   0.895647  0.971564 
14   0.785461  0.887548 

             Data after Fourth Generation                                                   
                                           

 
                           Graph-1 
 

 
                                Graph-2 
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                                Graph-3 
 

 
                                   Graph-4 
 
 
V. CONCLUSIONS 
 

Experiments prove that the results generated by the 
proposed approach are good. Generation of unreliable 
network has been avoided by the use of local search. 
This local search produces good population at initial 
population. When this population is supplied to the 
proposed algorithm it has produced better results.  
Comparisons are shown in graph 1 to 4.  
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Abstract - We present an ensemble of artificial neural 
networks to predict the severity of chronic cystic fibrosis 
within an individual by comparing against fifty patients 
ranked ordinally by increasing disease severity. The neural 
networks were programmed using Matlab and trained to 
minimize the sum-of-squared-error between the networks’ 
rankings and the fifty actual rankings. The training data was 
subjectively but professionally ranked by one of us (DJC).  
Variables were chosen from the data collected in the UCSD 
cystic fibrosis clinic to use as input parameters for the 
networks.  The resulting data matrix was then used by an 
ensemble of neural networks in training, validation and testing 
to ultimately produce a prediction of the chronic severity of 
cystic fibrosis within a patient. Between any two patients, the 
networks were able to correctly identify the more severe case 
86% of the time.  The goal was to capture Dr. Conrad’s 
severity index, implied by the ranked set provided, to use on 
patients outside of that data set in assessing their chronic 
disease severity.  The resulting neural networks have the 
potential to provide a useful diagnostic tool for physicians 
treating CF patients. 

Keywords: Machine learning, neural networks, cystic 
fibrosis 

 

1 Introduction 
  We set out to develop an ensemble of artificial neural 
networks (ANNs) to predict chronic disease severity within 
cystic fibrosis patients as an experienced pulmonary 
physician would.  ANNs are a form of machine learning 
algorithm based on the functionality and structure of a 
biological neural network, as observed in the brain.  Used to 
observe complex trends and patterns in a set of data, they are 
capable of applying sets of non-linear equations to inputs to 
achieve a desired outcome. These equations can be 
reproduced to apply to further data, which gives rise to the 
predictive capabilities that this project utilizes.  

2 Materials and Methods 
 The data were collected from patients cared for in the 
UCSD Adult Cystic Fibrosis Clinic (ACFC). Fifty patients 
were selected and ordinally ranked by Dr. Douglas J. Conrad, 
director at the ACFC, in order of increasing disease severity 
ranking 1 to 50 as a training cache for the ANNs. The 50 

patients and their corresponding 14 variables were compiled 
as a matrix, along with their actual rankings, and imported to 
Matlab. Such variables included results from lung function 
tests (FEV1, FVC, FEV1/FVC), physical descriptions (age, 
height, weight, gender, BMI) and longitudinal regression 
values based on FEV1 vs. time graphs (m, b, r2, sem, seb).  For 
each patient, only the best FEV1 value from the previous year 
was considered. 
 
2.1 Programming the ANN 
 To obtain the artificial neural networks, a progression of 
training, validating and testing steps were taken to develop the 
ability to predict with an acceptable amount of error.  In 
training, each network is supplied with a set of data as inputs, 
and through a series of equations, returns an answer. Once the 
tested outputs of the network accurately reflect the answers 
provided in the training data, the ANNs can then be used to 
classify future data. 
 For an ANN to follow the trends in cystic fibrosis data, 
the variables were run through a series of equations, deemed 
"layers." Four matrices of random numbers were generated, 
two representing weights and two being biases. Let w1 and w2 
denote the weight matrices, b1 and b2 the biases, and in 
represent the vector of one patient's inputs. The layout of a 
single-hidden layer ANN is as follows: 

€ 

hidden layer= squash((in × w1) − b1)              (1) 

€ 

CF severity= (hidden layer) × w2 − b2              (2) 

€ 

squash(x) =
1

1+ e−x
                          (3) 

 Once the severity has been run through the above layers 
for each patient, the ANN returns its predicted severity, and 
the error is calculated between its prediction and the actual 
answer. The weights and biases are adjusted using Matlab's 
fminsearch optimization function, and after each adjustment, 
the squared error was calculated between the ANN outputs 
and the actual provided patient severity. Fminsearch is set to 
repeat these adjustments until a minimum in the total 
calculated error is found. However, if the entire set of 50 
patients were to be used in training a network, there would be 
no unknowns upon which to test its accuracy. For this reason, 
only thirty of the fifty patients, or 3/5 of the original data set, 
were randomly selected and used to train each ANN. 
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 The remaining 20 patients are randomized and split 
evenly into validation and testing groups.  In validation, the 
purpose is to halt the fminsearch function once a network 
begins to over-train. Between the fminsearch iterations of the 
training set, the squared error is calculated and recorded for 
the ten validation patients. Once the weights and biases have 
become overly specific for the training set, the validation error 
will halt the network training (Figure 2). The test set for the 
network is recorded along with the adjusted parameters. 

 

2.2 Testing 
 A set of twenty networks' parameters and test sets was 
compiled. Each patient defined to be in a test set was run 

through the layers using the 
corresponding network's 
weights and biases, and 
averaged with the other 
participating networks. 
Thus, each ANN only 
"voted" on the severity of 
inputs that were not used 
in its training or validation 

processes. The 
averaged output 

consists of fifty patients, to be compared against the actual 
severities provided on the original fifty-patient datasheet. 

2.3 Subsequent Inputs 
 Following the testing of the original networks, the 
importance of the 14 training variables was determined. Using 
the computational program R and the randomForest toolbox, 
FVC, FEV1, and 
obstruction ratio were 
found to hold the 
strongest predictive 
power for CF severity. A 
new ensemble of 50 
ANNs were trained and 
tested using only the 
FVC, FEV1, and 
obstruction ratio as 
training features (See 
figure 5A). 
 A new dataset was 
then assembled 
including several new 
inputs. Multiproduct and 
powerproduct attempt to 

place emphasis on age, and were generated from the 
equations: 

€ 

multiproduct = Age × FEV1%                 (4) 

€ 

powerproduct = FEV1% × e
Age
10                (5) 

Other variables included the Brasfield score and its 
components. The randomForest toolbox predicted 
multiproduct, FEV1, FVC, powerproduct, obstruction ratio, 
and the overall 
Brasfield score as the 
most important 
variables of the new set 
(Table 1). An ensemble 
of ANNs were trained 
from these six 
variables and tested for 
their performance. For 
each of the 3 sets of 
inputs, the R2 values 
were calculated (see 
Table 2). The ranking 
accuracy was defined 
by the ability of the 
ANNs to identify the 
more severe case of CF 
for any two patients. 
 
3 Conclusions 

Matrix Inputs Train Time 
(min) R2 Ranking 

Accuracy (%) 
1 14 360 .8261 86.67 
1 3 10 .7845 85.14 
2 6 30 .8109 88.48 

 
 Table 2. ANN Voting Results 

 The ensembles of neural networks were all able to train 
from the provided inputs and accurately vote upon unseen CF 
patients, as shown in Table 2. The variables FEV1, FVC, and 
obstruction ratio appeared to hold the greatest ability to train 
the ANNs from the original list of inputs. Of the second list of 
inputs, the Brasfield Index, multiproduct, and powerproduct 
were also found to be useful in ANN training.	   Future 
directions include expanding the parameters used, comparing 
the accuracies of multiple networks using the different inputs, 
obtaining rankings from other CF experts, and integrating the 
developed neural networks into a comprehensive GUI 
interface application being developed by the SDSU Cystic 
Fibrosis Group. 

This work was made possible by NSF grant UBM 0827278 to 
A.M. Segall and P. Salamon. We thank the SDSU UBM and 
Cystic Fibrosis Groups for their guidance and many helpful 
discussions. 

Figure 3. Voting of 14-input ANNs  

Figure 2. Training and Validation Errors for an ANN 

Figure 5. Voting of 3-Input and 6-
Input ANNs 

Table 1. Sets of Inputs : The Initial 
and the Modified 
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Abstract - The SVC (Static Var Compensator) based on 

voltage source converter (VSC) is used for voltage regulation 

in transmission and distribution system. The SVC can rapidly 

supply dynamic VARs required during system faults for 

voltage support. The apparent impedance is influenced by 

the reactive power injected or absorbed by the SVC, which 

will result in the under reaching or over reaching of distance 

relay. This paper presents simulation results of the 

application of distance relays for the protection of 

transmission systems employing flexible alternating current 

transmission controllers such as SVC. The complete digital 

simulation of the Static Var Compensator within a 

transmission system is performed in the MATLAB/Simulink 

environment using the Power System Block set (PSB). This 

paper presents an efficient method based on wavelet 

transforms, fault detection, classification and location using 

ANN technique which is almost independent of fault 

impedance, fault distance and fault inception angle . 

 

Keywords: Distance relay, Flexible alternating current 

transmission controllers, SVC, power system protection. 
 

1 Introduction 

  The performance of a power system is affected by 

faults on transmission lines, which results in interruption of 

power flow. The quick detection of faults and accurate 

estimation of fault location, helps in faster maintenance and 

restoration of supply resulting in improved economy and 

reliability of the power supply. Wavelet Transform (WT) is 

an effective tool in analyzing transient voltage and current 

signals associated with faults both in frequency and time 

domain. Chul-Hwan Kim, et al [1] have used Wavelet 

Transforms to detect the high impedance arcing faults. Joe-

Air Jiang, et al [2] has used Haar Wavelet to detect dc 

component for identifying the faulty phases. The distance 

protection schemes using WT based phasor estimation are 

reported in [3]&[4]. 

Some research has been done on the performance of the 

distance relay for a transmission system with different 

FACTS[5-6] devices. The impact of SVC on the performance 

to the type of the FACTS controller[10,11], the application 

for which it is used for and its location in the power system. 

The question of whether the existing transmission line 

distance protection relays would perform well with the 

installation of shunt FACTS controllers in the transmission 

line has been recently investigated and reported in [8]-[9]. 

The results of these investigations have shown that midpoint 

shunt FACTS compensation can affect the distance relays 

with regards to impedance measurement, phase selection and 

operating times. It has been reported also the observation of 

the over-reaching and under- reaching phenomena in the 

presence of a midpoint SVC controllers. 

Due to fast developing communication techniques, it is 

possible to develop communication-aided high-speed digital 

protection scheme, which suits the EHV transmission. Even 

better performance can be achieved using two terminal 

synchronized sampling of signals. The Global Position 

System (GPS) based algorithms with better performance and 

accuracy have been proposed. There is always a need to 

develop innovative methods for transmission line protection. 

In this paper, Wavelet Multi Resolution Analysis is used for 

detection, classification and location of faults on 

transmission lines. Detail D1 coefficients of current signals 

using Bior1.5 wavelets at both the ends are used to detect, 

classify and location  of fault. 

This paper presents an efficient method based on wavelet 

transforms both fault detection, classificationand location 

using artificial Neural network,  which is almost independent 

of fault impedance, fault location and fault inception angle of 

transmission line fault currents with FACTS controllers. 

 

2   Wavelet Analysis 
  

Wavelet Transform (WT) is an efficient means of 

analyzing transient currents and voltages. Unlike DFT, WT 

not only analyzes the signal in frequency bands but also 

provides non-uniform division of frequency domain, i.e. WT 

uses short window at high frequencies and long window at 

low frequencies. This helps to analyze the signal in both 

frequency and time domains effectively. A set of basis 

functions called Wavelets, are used to decompose the signal 

in various frequency bands, which are obtained from a 

mother wavelet by dilation and translation. Hence the 

amplitude and incidence of each  frequency can be found 

precisely. Wavelet Transform is defined as a sequence of a 
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function {h(n)}(low pass filter) and {g(n)}(high pass filter). 

The scaling function (t) and wavelet (t) are defined by the 

following equations (t) = 2 h (n) (2t-n), (t) = 2 g 

(n) (2t-n) Where g(n) = (-1)n h(1-n) A sequence of {h(n)} 

defines a Wavelet Transform. There are many types of 

wavelets such as Haar, Daubachies, and Symlet etc. The 

selection of mother wavelet is based on the type of 

application. In the following section a novel method of 

detection and classification of faults using Multi Resolution 

Analysis of the transient currents associated with the fault is 

discussed. 

 

3 System Under Study 

Figure-1 shows the single line diagram of the system 

considered along with the various blocks of the proposed 

scheme. Two 200-km parallel 500kV transmission lines 

terminated in two 9000-MVA short-circuit levels (SCLs) 

sources and the angle difference 200 with 60HZ.The 

100MVA  and FACTS controller is  installed in the middle of 

the second transmission line. 

 

 
Fig.1.Power system model with SVC Controller   

A 300-Mvar Static Var Compensator (SVC) regulates 

voltage on a 6000-MVA 500-kV system. The SVC consists of 

a 500kV/16-kV 333-MVA coupling transformer, one 109-

Mvar thyristor-controlled reactor bank (TCR) and three 94-

Mvar thyristor-switched capacitor banks (TSC1 TSC2 TSC3) 

connected on the secondary side of the transformer.  

 

4 Detection and classification of Faults 

Wavelet Multi Resolution Analysis is used for detection, 

classification and location of faults on transmission lines. 

Detail D1 coefficients of current signals at both the ends are 

used to detect and classify the type of fault. The three phase 

currents of the local terminal are analyzed with Bior.1.5 

mother wavelet to obtain the detail coefficients (D1L) over a 

moving window of half cycle length. These D1L coefficients 

are then transmitted to the remote end. The detail 

coefficients received from the remote bus (D1R) are added to 

the local detail coefficients (D1L) to obtain effective D1 

coefficients (D1E). The Fault Index (If1) of each phase is then 

calculated as If1  = D1E. 

 

  

Fig 2. Flow chart for the fault classification 

The types of faults considered in the analysis are L-

G, L-L-G, L-L, L-L-L, faults. The simulations show that fault 

inception angle has a considerable effect on the phase current 

samples and therefore also on Wavelet transform output of 

post-fault signals.  As the waves are periodic, it is sufficient 

to study the effect of inception angle in the range of 00 to 

1800. The complete flow chart for the fault classification is as 

shown in Figure 2. 

 

5 Estimation of Fault Location 

Subsequent to detection and classification of fault, 

estimation of fault location is carried out using ANNs [12-

13]. For this purpose the three phase currents of the local 

terminal are decomposed with Bior1.5 mother wavelet over a 

half cycle window are obtained. This is done concurrently 

with the decomposition D1 used for fault detection and 

classification to speed up estimation of fault location.  

 For an LG, LLG and LLLG fault, D1 decomposition of 

any one faulty phase can be used to estimate fault location. . 

The details of the ANN architecture descibed as follows : 

Input layer : Detail D1 coefficients of current signals using 

Bior1.5 wavelets at both the ends are used location  of fault. 

Number Layers : two 

Number of neurons : 18 

Transfer function : Log-Sigmoid  
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6 Result Analysis 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig3.Variation of fault index for transmission line without 

SVC at 400 (a) LG Fault on Phase A  (b) LLG Fault on CAG 

(c) LG Fault on Phase C (d) Variation of fault index for 

LLLG Fault on Phase ABC. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 4.Variation of fault index at Fault Inception angle 400 

(a)for LG fault on Phase A with SVC Controller(b)for LLG 

fault on Phase CAG with SVC Controller(c) for LG fault on 

Phase C with SVC Controller (d) for LLLG  fault on Phase 

ABCG with SVC Controller 
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(a) 

 

 
(b) 

 

 
(c) 

Fig 5.Variation of fault index at 60km from Bus1(a)for LLG 

fault on Phase AB without SVC controller(b)for LG fault on 

Phase A without SVC(c)for LLLG fault on Phase ABC 

without SVC controller 

 

 
(a) 

 
(b) 

 
(c) 

Fig 6.Variation of fault index at 60km from Bus1(a)for LLG 

fault on Phase AB with SVC controller(b)for LG fault on 

Phase A with SVC controller(c)for LLLG fault on Phase 

ABC with SVC controller 

 

Table-I: ANN based fault  location Analysis 

 Fault 

type 

Actual 

Distance 

ANN 

distance 

error %error 

 

ag 

40 39.996 
0.004 

0.0 

80 80.002 
-0.002 

0.0 

120 119.968 
0.032 

-0.02 

160 159.066 
0.934 

-0.47 

200 197.2 
2.8 

1.4 

 

bg 

40 38.8 
1.2 

0.60 

80 75.188 
4.812 

-2.41 

120 116.86 
3.14 

-1.571 

160 150.72 
9.2 

-4.64 

200 198.33 
1.66 

0.83 

 

bc 

40 39.25 
0.742 

0.37 

80 74.168 
5.832 

2.92 

120 128.54 
-8.54 

4.27 

160 157.596 
2.4 

1.2 

200 194.208 
5.792 

2.9 

 

abcg 

40 39.974 
0.026 

-0.001 

80 80.19 
-0.19 

0.009 

120 123.544 
-3.544 

1.77 

160 159.84 
0.158 

-0.008 

200 191.318 
8.682 

-4.34 
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The fault index of three phase currents for transmission 

line is shown in Figure-3 and the fault index of three phase 

currents with SVC controllers are placed at middle of the 

transmission line shown in Fig 4. It is observed that the fault 

index of faulty phase is large compared to those of healthy 

phases. Thus the number of faulty phases is determined by 

comparing the Fault Index (If1) with a Fault Threshold 

(Tf1).The proposed algorithm has been tested for all types of 

faults, considering variations in fault locations and fault 

incidence angles () in the range 0-180o. This scheme is 

proved to be effective in detecting and classifying various 

types of faults. Fig 5-a,b,c shows the variation of three phase 

currents D1 Coefficients of Phase A, Phase B &Phase C  for 

LG,LLG&LLLG fault on transmission line without SVC 

Controller. Figu 6-a,b,c shows the variation of D1 

coefficients for LG,LLG and LLLG transmission line with 

SVC Controller. Table. I shows the fault distance location 

analysis 

  

7 Conclusions 

Wavelet based multiresolution analysis approach can be 

successfully applied for effective detection and classification 

and location of faults in transmission lines. Fault detection 

and classification can be accomplished with in a half a cycle 

using detail coefficients of currents at both the ends. Fault 

location can be estimated with a fair degree of accuracy from 

the approximate decomposition of phase voltages and 

currents of local end using ANNs. The proposed protection 

scheme is found to be fast, reliable and accurate for various 

types of faults on transmission line fault currents with 

FACTS controllers, at different locations and with variations 

in incidence angles 
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Abstract - In the statistical terminology field, the 
collocations extraction from specialized textual corpus is 
done by computing the joint frequency of a given pair of 
words inside a sliding window of fixed size. The choice of 
the window size, which provides the best performance to 
the system of collocations extraction, remains a problem in 
this area. In this paper, we propose an efficient approach 
based on ROC curves for the automatic learning of the 
window size used for the collocations extraction. 
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1 Introduction 
  The knowledge extraction from text documents is an 
important task in the Natural Language Processing (NLP) 
field. Such knowledge can be used in several applications 
such as machine translation, document classification, 
automatic indexing, construction of linguistic resources, 
etc. 

In this paper we will focus on the extraction of a particular 
kind of knowledge, i.e. word collocations, which are 
characterized by specific linguistic and statistical 
properties. Indeed, the extraction of collocations requires 
two main tasks: recognizing interesting collocations in the 
text; classifying them according to classes predefined by 
the expert. 

The techniques used for the collocations extraction are 
often based on the calculation of the joint frequency of a 
pair of words within a sliding window of fixed size. The 
choice of the ideal window size (for a given knowledge 
field) is considered as a problem in the terminology 
extraction field. However, we don’t find in the literature 
any exact rules to justify this choice. So, it’s interesting to 
propose a new technique for the window size learning 
based on empirical studies using ROC curves. 

The remainder of this paper is structured as follows. 
Section 2 presents the theoretical basis of the statistical 

approach for collocations extraction. Then, we propose our 
approach based on the ROC curves technique. Finally we 
conclude with an exposition of the obtained results. 

2 Collocations extraction: state of the art 
 In this section, we present an overview of the 
terminology extraction field through a statistical approach. 
Next, we introduce the problematic of the window size 
choice.  

2.1 Definition 
 In the statistical approach, collocation is considered 
as a sequence of words (n-gram) among millions of other 
possible word sequences. In Church and Hunks work [1], a 
collocation as defined is a pair of words that appear 
together more often than expected. Benson in [2] defines 
collocation as an arbitrary and recurrent word 
combination. Smadja in [3] consider that these definitions 
don’t cover some aspects and properties of collocations 
that affect a number of machine applications. So, he 
enriches these definitions by four properties: 

 Collocations are arbitrary:  collocations are 
difficult to produce for second language learners; 
it’s difficult to translate a collocation word-for-
word. 

 Collocations are domain-dependent: they are 
related to the treated knowledge area (medical, 
biologic, etc.). 

 Collocations are recurrent: these combinations are 
not exceptions; they are very often repeated in a 
given context. 

 Collocations are cohesive lexical clusters: the 
presence of one or several words of the collocations 
often implies or suggests the rest of the collocation 

The remainder of this paper, we adopt this definition. 
Subsequently, we present the techniques used for 
collocations extraction. 
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2.2 Statistical approach for collocations 
extraction 

 The collocations extraction technique is based on a 
simple principle: if two words frequently appear together, 
then there’s a chance that they form a meaningful lexical 
sequence (or a pertinent term). In practice, we calculate a 
score that measures the attachment force between two 
words in a given text. If this force exceeds 
a threshold fixed a priori, we can judge in this case that 
the couple can form a pertinent term. 

Before calculating the words joint frequency we must, 
first, reduce them to a canonical form. Stemming (or 
lemmatization) can solve the terminological variation 
problem. The terminological variation can be graphical, 
inflectional or otherwise. In fact, terminology variation 
can disrupt the results if we consider two variations of the 
same token as two different units. Example, the lexical 
units "acids" and "Acid" are reduced to their canonical 
form "acid" that will accumulate the frequencies sum of all 
its variations. 

Next, we apply on the text a common statistical technique 
presented by Kenneth Church in [1]. This technique 
consists in moving a sliding window of size T over the text 
(see Figure 1). 

 

 

1.  

Figure 1. Example of a sliding window of size 5 

For each pair of lemma (w1,w2), (w1,w2),…, (w1,wT) we 
increment it’s occurrence frequency in the corpus. We 
associate with each couple (wi,wj) a contingency table (see 
table1). 

Table 1.  Contingency table 

 wj wj’ with j’≠j 

wi a b 

wi’ with i'≠i c d 

 

 a = occurrences number of the pair of lemma. 

 b = occurrences number of the pair of lemma 
where a given lemma appears as the first item of 
the pair. 

 c = occurrences number of the pair of lemma 
where a given lemma appears as the second item of 
the pair. 

 d = occurrences number of the pairs of lemma that 
don’t contain one of the two lemma. 

In the literature, we find several statistical criteria to 
determine the reattachment force between two words in a 
text. These measures are used initially in biology domain 
to detect possible relationships between events that occur 
together. We cite, inter alia, the mutual information and 
the likelihood (Loglike). 

According to Fano [4] and Shannon [5], if two points x 
and y have respectively the probabilities P(x) and P(y) then 
their Mutual Information is defined by (1): 

                             
)()(

),(log),( 2 yPxP
yxPyxI                     (1)                         

Mutual information compares the probability of observing 
x and y together (the joint probability) with the 
probabilities of observing x and y independently (chance) 
[1]. 

This measure is adapted to calculate the connection force 
between two words wi and wj, using our notation (Table 1) 
the formula becomes (2): 

                              
))((

log),( 2 caba
awwI ji 

              (2)                                   

The likelihood (Loglikelihood) (3) is distinguished from 
other measures by the consideration of cases where no 
occurrences appear [6]. This measure is frequently used in 
the terminology extraction field as in [7], [8] and [9]. 

)log()(                 

)log()()log()(                 

(3)                 )log()()log()(                 

 )log( )log()log()log(Loglike
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cacababa
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 Roche in [10] defines a new measure (OccL) that combines 
likelihood with joint occurrence (4). 

                             aLoglikeOccL                         (4) 

Based on experimental studies, Roche in [11] has proved 
that OccL measure admits a higher discriminative ability 
than other measures and offers, therefore, the best result. 
That’s why; we choose this measure to extract collocations 
in our work. 

The frequencies calculation in the statistical approach is 
based on the sliding window technique. Then, the window 
size choice is a necessary task to ensure better performance 
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for the term extraction. Therefore, we do a survey on the 
related works. 

2.3 How to choose the appropriate size of the 
sliding window? 

 In the domain of terminology extraction based 
statistical approach, we confront a main problematic: in a 
given knowledge field, what’s the ideal window size for 
the collocations extraction? Practically, we find in the 
literature a several window sizes used for extraction. 
Kenneth Church shows that window size choice varies 
with the type of information to extract. Small windows 
will identify fixed expressions (idioms) and named entities 
(person names, dates, company names, etc...). By cons, 
larger windows sizes will identify semantic concepts [12]. 

For terminology extraction, Kenneth Church proposes a 
window size of 5 words [1]. According to Church, this size 
is a good compromise, one side, it is large enough to show 
some semantic relationships between words, and on the 
other hand, it is not too large to lose the relationships that 
demand a certain strict adjacency between words. 

Frank Smadja in [3] uses in her system (Xtract) a window 
of size 6. It tries to detect possible collocations by 
exploring the near neighbors of the target word (five 
neighbors before and five after the word). He considers that 
two words co-occur if they are in a single sentence and if 
there are fewer than five words between them. 

In conclusion, the choice of the size of the sliding window 
for the extraction of collocations remain (until now) 
without clear justification. Therefore, we propose our 
approach based on ROC curves for assistance in decision 
making of the window size most appropriate for a given 
knowledge field. 

3 Learning the size of the sliding   
window: a ROC-based approach 

     In the context of the statistic approach, we propose an 
approach based on ROC curves. Practically, we want to 
help choose the window size which offers to the system an 
optimal discriminative ability. 

3.1 ROC curves 
 Bradely in [13] is the first to use the ROC curves for 
evaluation and comparison of learning algorithms. 
Mathieu Roche [11] used ROC curves for learning 
statistical measures used for terminology extraction. 

ROC (Receiver Operating Characteristic) is used to 
measure system performance. Its methodology is based on 
statistical decision theory; its goal is to measure the 

performance of a binary classifier, i.e., a system that aims 
to categorize entities into two distinct groups based on one 
or many of their characteristics. Graphically, the ROC 
curve shows the rate of correct classifications (called true 
positive rate) as a function of the number of incorrect 
classifications (false positive rate) for a set of results 
provided by the system to be evaluated. The area under the 
ROC curve (AUC) is considered as an important criterion 
for evaluating the system. 

In our case, our system (S) classifies collocations into two 
classes: relevant and irrelevant collocations. Collocations 
correctly classified by the system in the class "relevant" are 
called "true positives"; collocations misclassified are called 
"false positives". Collocations correctly classified by the 
system in the class "irrelevant" are called "true negatives"; 
collocations misclassified are called "false negatives". The 
relevance of the extracted collocations is reviewed by a 
domain expert (researcher, linguist, engineer…) who will 
decide whether collocations admit sense or not. The 
ultimate goal of our technique is to maximize the rate of 
true positives and the rate of false positives, also is to 
minimize the rate of false positives and the rate of false 
negatives. 

Subsequently, we can build the following table: 

Table 2.  Basic measures of performance of diagnostic tests 

 Relevant 
collocations 

Irrelevant 
collocations 

Collocations 
evaluated as 

relevant by the 
system 

True Positives (TP) False Positives (FP)  

Collocations 
evaluated as 

irrelevant by the 
system 

False Negatives (FN) True Negatives (TN) 

 

We define the following terms [14]: 

 Sensitivity (also known as Fraction of True 
Positives): proportion of positive collocations 
detected by the test. In other words, the sensitivity 
allows measuring how much the test is effective 
when used on positive collocations. The test is 
perfect for positive collocations when sensitivity is 
1, equivalent to a random draw when sensitivity is 
0.5. If it is below 0.5, the test is cons-efficient.  

Sensitivity (Se) is defined as: Se= TP/ (TP+FN). 

 Specificity (also known as Fraction of True 
Negatives): proportion of negative collocations 
detected by the test. Specificity allows measuring 
how well the test is effective when used on 
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negative collocations. The test is perfect for 
collocations negative when the specificity is 1, 
equivalent to a random draw when specificity is 
0.5. If it is below 0.5, the test is cons-efficient. 

Specificity (Sp) is defined as: Sp= TN/(TN+FP). 

 Area Under Curve (AUC):  is considered it as an 
important criterion for system evaluation, is equal 
to the probability that a randomly selected positive 
case will receive a higher score than a randomly 
selected negative case [15]. 

Graphically, the ROC curve represents the sensitivity (Se) 
as a function of fraction of false negatives (1-Sp). 

Our idea is to evaluate system performance by varying the 
size of the sliding window and finally to choose the 
window size which ensures optimum performance for the 
system, i.e., the window size that maximizes the true 
positives and the true negatives rate. 

3.2 Experimental study and results 
evaluation 

3.2.1 Corpus description 

 During this work, we used an extract from the 
medical corpus MEDLARS1 (75 documents) for the 
experimentation phases. An expert in the medical field 
(university professor in medicine) manually prepared a list 
of relevant terms extracted from the corpus. This list 
contains 225 technical terms in the medical field. 
Examples of terms existing in the list: fetal plasma, 
maternal level, diabetic syndrome, histological 
examination, nucleic acid, etc. 

Cleaning the corpus is a necessary task to remove all 
empty words such as articles (the, a, an, some, any), 
conjunctions (before, when, so, if, etc...), Pronouns 
(personal, relative, possessive and demonstrative) and 
punctuation. Indeed, these words have high frequency in 
text documents without having a real terminology 
importance. So it is essential to remove them to avoid 
hampering the statistical computing and don’t induce, 
subsequently, a noise in the results. 

The lemmatization task is performed by "TreeTagger2" a 
part-of-speech tagger having an acceptable performance. 

3.2.2 Results evaluation  

 We apply the sliding window technique on the 
corpus. Each time, we vary the window size starting with 
2 until reaching 10. For each window size, we get a list of 
                                                        
1 ftp://ftp.cs.cornell.edu/pub/smart 
2 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/ 

collocations ordered by descending order of their OccL 
value. Table 3 contains the first 11 collocations from a list 
obtained by the use of a window of size 5. 

Table 3.  Sample of collocations extracted by a window of size 5 

Collocation OccL 
Fatty acid 66.488 
non-esterified fatty 28.720 
Chronic hepatitis 28.578 
Nephrotic syndrome 28.359 
non-esterified acid 28.248 
Day life 22.892 
Active hepatitis 22.352 
Maternal plasma 22.002 
Maternal level 21.810 
Maternal fetal 21.632 
Blood glucose 19.700 

 

So, we get 9 lists collocations ordered in descending order 
(a list for each window size). For each list, we select the 
top 400 collocations (hereinafter referred to as list-S). List-
S contains collocations evaluated as relevant by the 
system; the other collocations (not belonging to list-S) are 
evaluated by the system as irrelevant. A collocation 
belonging to the list-S is seen as a true positive (TP) if it 
belongs to the expert list, else it is considered as false 
positive (FP). A collocation not belonging, at the same 
time, to the expert list and the list-S is counted as true 
negative (TN). A collocation not belonging to the list-S but 
it belongs to the expert list is considered as a false 
negative (FN). 

Using XLSTAT3, a statistical and data analysis software, 
we plot the following ROC curves (Figure: 2, 3, 4, 5, 6, 7, 
8, 9 and 10): 

 

 

 

 

 

 

 

Figure 2. ROC curve corresponding to the window of size 2 

                                                        
3 http://www.xlstat.com/fr/ 
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Figure 3. ROC curve corresponding to the window of size 3 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. ROC curve corresponding to the window of size 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. ROC curve corresponding to the window of size 5 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. ROC curve corresponding to the window of size 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. ROC curve corresponding to the window of size 7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. ROC curve corresponding to the window of size 8 
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Figure 9. ROC curve corresponding to the window of size 9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10.  ROC curve corresponding to the window of size 10 
 
To evaluate the 9 ROC curves obtained (see Figure: 2, 3, 
4, 5, 6, 7, 8, 9 and 10), we use the Area Under Curve 
(AUC) as a performance indicator. We recall that the AUC 
informs about the probability that the test results allows to 
provide a correct judgment, for two different classes 
(relevant and irrelevant) of collocations. 

As well, when the test is perfectly discriminative, the area 
under the curve (AUC) is 1. This means that, given two 
collocations (relevant and irrelevant) the test 
distinguishes, in 100% of cases, between relevant and 
irrelevant collocation. 

Conversely, when the test is not discriminative, the 
probability of distinguishing between the relevant and the 
irrelevant collocation is 50% (chance). In this case, the 
area under the ROC curve is 0.5. 

In the table (Table 4) we sort the windows by their AUC 
values, greater to the smaller. 
 
 

Table 4.  AUC for each window size 

Window Size 3 4 2 5 7 

AUC 0.830 0.818 0.771 0.761 0.748 
Window Size 10 8 9 6 

 
AUC 0.730 0.687 0.685 0.684 

According to the table 4, we can classify the results into 
three groups: 

1. Windows having an AUC between 0.8 and 1: 
The windows of size 3 and 4 have the highest 
AUC values that exceed (0.8). We can 
conclude that these window sizes are the more 
suitable for collocations extraction. The 
majority of extracted collocations are idioms, 
named entities and nominal group. 

2. Windows having an AUC between 0.7 and 0.8: 
the majority of windows (2, 5, 7 and 10) 
belong to this group, which has a medium 
discriminative capacity, but they are useful for 
extracting collocations which refers to deep 
semantic relationships. 

3. Windows having an AUC less than 0.7: this 
group includes windows of size 8, 9 and 6. 
These window sizes weaken the discriminative 
power of the system and reduce the 
importance of testing. 

For collocations extraction from a textual corpus of 
medical field, a window of size 4 can be a good 
compromise between “fixed” and “semantic” collocations. 

4 Conclusion 
 In this paper, we proposed an approach based on 
ROC curve for learning the size of the sliding window 
used in the statistical approach for the extraction of 
collocations. The choice of the window size, the most 
appropriate for a given knowledge field, is still a problem 
without a clear and precise solution. So it's original to 
propose a practical solution based on experimental studies 
to circumvent this problem. 
Our approach based on ROC curves showed the influence 
of the various choices of window size on the overall 
performance of collocations extraction system, to avoid the 
sizes that weakens the discriminative power of the system 
and favored the one which gives the optimal 
discriminative power. 
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Abstract- The advancement of the digital forensic investigation requires a new design, improved mechanism 

and processes. Forensic experts are faced with growth in data. Huge amount of data has expanded and grown 

in recent years attempts to consume the storage space available. The problem created by this trend is that our 

ability to analyse and filter data hasn’t grown at nearly the same pace. Computing resources are improving, 

distributed computing field has made major contribution for improvement. By coding tools that can harness the 

resources of computers. The aim of the research is to identify the main application areas in which agent 

application has been successfully used currently and to recognise the importance of building digital forensic 

tool with intelligent agent techniques. 
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1. Introduction 

Intelligent agent is a new concept for developing 

software appliactions. Currently, agents are the focus 

of intense interest on the part of many fields of 

computer science and artificial intelligence. Agent are 

used in an increasingly wide variety of applications, 

from email filters to large open, complex mission 

criticl system such as air traffic control, in both system 

the key abstraction used is that  of an agent (Jennings 

and Wooldridge, 1998).  Russell and Norvig (2010) 

describe an agent as anything that can perceive its 

environment through sensors and act upon that 

environment through actuators. For instance a human 

agent has eyes, ears for sensors and hands, legs, for 

actuators, a robotic agent might have cameras and 

infrared range finders for sensors and various motor for 

actuators.  A typical example is Letizia, an intelligent 

agent used for reading documents off the World Wide 

Web (WWW). Most of the time when the user is 

accessing the WWW, the computer is idle, waiting for 

instructions from the user to retrieve a new document. 

Letizia uses this otherwise idle time to look for other 

documents somehow related to the document being 

read, so that the user, after having read the document, 

will get suggestions for other documents that might be 

of interest. Letizia thus bases its searching on the 

contents of relatively recently read documents (Lohani 

and Jeevan, 2007). Wallace (1997) defined Intelligent 

Software Agent as software that uses Artificial 

Intelligence (AI) in the pursuit of the goals for its 

clients. AI is the limitation of human intelligence by 

mechanical means. In the terms of this research the 

word agent generally indicates intelligent agent (IA).  

According to Williams (2004) an agent is anything that 

can perceive its environment through sensors and act 

upon that environment through effectors. The criterion 

that is used to evaluate and draw conclusion whether 

an agent is successful or not is performance measure 

and a critical success factor is based on how an agent 

could perform a particular task. The intrinsic part of an 

agent is being autonomous, adaptive and cooperative in 

the environment which it operates. The most desirable 

attribute of an agent is autonomous meaning the agent 

should not be under the control of another agent 

(Ademu et al, 2012).  The aim of the research is to 

identify the main application areas in which agent 

application has been successfully used currently and to 

recognise the importance of building digital forensic 

tool with agent technology. 

2. Properties of Intelligent Agent 

Agent is a computer system put in some environment, 

that is capable of autonomous action in this 

environment on order to meet its design objectives  

(Jennings and Wooldridge, 1998).  The system should 

be able to act without the direct intervention of humans 

or other agents and should have control over its own 
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actions and internal state. In drawing a correlation 

between the notion of  autonomy with respect to agents 

and encapsulation with respect to object oriented 

systems. An object encapsulates some state, and have 

some control over this state so that it can only be 

modified through the methods that the object provides. 

Agent encapsulate state in the same way but it can also 

be thought that agent encapsulate behavior in addition 

to the state but object cannot encapsulate behavior. 

Due to this distinction (Jennings and Wooldridge, 

1998) do not  think of agents as invokig actions or 

methods on agent rather they think of them requesting 

actions to be performed. The authors identified 

intelligent agent as a computer system that is capable 

of flexible autonomous action in order to meet its 

design objectives. The properties of intelligent agent 

are: 

 

 Autonomy:  The agent possesses the 

capacity to act independently from its user, 

both in chronological terms and in the sense 

of adding intelligence to the user’s 

instructions, and exercising control over its 

own actions (Williams, 2004). 

 

 Reactivity:  The agent senses in and acts in 

its own surroundings. The agent also reacts to 

changes in the surroundings that are the result 

of its own actions (Bradshaw, 1997). 

 

 Proactivity:  This refers to the agent’s 

ability to exhibit goal-directed behaviour and 

take initiatives by itself to get closer to the 

defined goal, out of an external instruction by 

its user (Russell and Norvig, 2010).  It can 

predict, or at least make good guesses about 

the consequences of its own actions, and in 

this way use its reactivity to come closer to its 

goal. This should happen simultaneously, and 

on a periodical basis, which makes their use of 

enormous help in saving time. 

 

 Adaptability:  The agent’s capacity to 

learn and change according to the experiences 

accumulated. This has to do with the feature 

of having memory, and learning. An agent 

learns from its user, from the external world 

and even from other agents, and progressively 

improves in performing its tasks, 
independently from external instructions 

(Lohani and Jeevan, 2007). 

 

 Continuity:  An agent doesn’t necessarily 

work only when its owner is sitting by the 

computer, it can be active at all times. It is 

thus a temporally continuous process (Lohani 

and Jeevan, 2007).  

 

 Social ability: An agent is social software, 

which interact to other agents to do its job. It 

can be talking to other similar agents to 

exchange information, or it can talk to other 

kinds of agents to request and offer services. 

Communication with the owner is also 

important. It is through this the agent is 

praised or punished for its work, and the 

owner can give further directions to the agent 

for how it can do its job better (Herman, 

1997). 

 

 Flexibility: The agent works proactively, 

that is directed by goals, but how it goes about 

to reach these goals may vary. As opposed to 

a script that performs the same sequence of 

commands each time it is run, an agent can do 

the same job in many different ways, 

depending on the situation and the 

surroundings (Lohani and Jeevan, 2007). 

 

 Cooperation:  The notion of cooperation 

with its user also seems to be fundamental in 

defining an agent, different from the one-way 

flow of information of ordinary software; 

intelligent agents are therefore true interactive 

tools (William, 2004). 

 

3. Classification of Agent 

According to (Jennings and Wooldridge, 1998) agent 

can be classified by the type of the agent, by the 

technology used to implement the agent, or by the 

application domain itself. For the purpose of this 

research, agent application will be classified as 

follows: 

3.1 Classification by the Type of Agent 

Nienaber and Barnard (2005) classified an agent into 

two namely, stationary agents and mobile agents. A 

stationary agent can be seen as autonomous software 

that permanently resides on a particular host. Example 

of such an agent is one that performs task on its host 
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machine such as accepting mobile agents, allocating 

resources, performing specific task etc. A good 

example of stationary agent is Clippie, the Microsoft 

Office Assistant where its settings are for programs in 

Microsoft Office Suite. A mobile agent is a software 

agent that has the ability to transport itself from one 

host to another in a network. The ability to travel 

allows a mobile agent to move to a host that contains 

an object with which the agent wants to interact, and 

then to take advantage of the computing resources of 

the object’s host in order to interact with that object. 

An example of a mobile agent is a flight booking 

system where a logged request is transferred to a 

mobile agent that on its part negotiates the web seeking 

suitable flight information quotations as well as 

itineraries. 

3.2 Classification by Agent Application 

Domain 

 Commercial Application 

Shopping Assistant: Shopping Assistant uses 

intelligent agent technology to help the internet 

shopper to find the desired item quickly without having 

to browse from one page to the other. A good example 

is the trading and negotiation agent which negotiate 

with other agents to buy or sell shares on behalf of 

their users and the auction agent at EBay (Patel et al, 

2010). 

Information Management Agents: These 

agents help to selectively retrieve appropriate 

information (Bradshaw, 1997). For instance instead of 

hiring help desk consultant of helping the customers 

search through the internet for an answer, with 

intelligent agent, the customer describes the problem 

and the agent automatically searches the appropriate 

databases e.g. CD-ROM, or Internet then present a 

united answer with the most likely first. The diversity 

of information available to us has increased, the need 

to manage this information has also grown. The large 

volume of information availabel throught he internet 

and World Wide Web (WWW) represents a very real 

problem. Even though an end user is required to 

constantly direct the management process there is need 

for such searches to b carried out by agents, acting 

autonomously to search the web on behalf of some 

users this is so important in the digital forensic 

investigation Ademu, et al, 2011). 

Intelligent agent has been proposed in some distributed 

application as a useful mechanism. Intelligent agent is 

very applicable in digital forensic investigation. As 

Solomon and Lattimore (2006) mentioned, in many 

digital crimes, the procedures of accomplishing 

forensic are neither consistent nor standardized, instead 

there are some elementary guidelines for specific 

situations. Rekhis et al (2009) mentioned that digital 

investigation should integrate the use of formal 

techniques that are useful to develop results and proof 

that should not be disapproved and avoid errors that 

could be introduced by manual interpretation. There is 

need to consider the development of automated tools 

for collection and analysis of digital evidence before 

presentation.  

Web Browser Agent: This is an intelligent agent 

which helps keep track of what website is visited and 

customizes ones view of the web by automatically 

keeping a bookmark list, ordered by how often and 

how recent one visit the site. It also let you know by 

notifying you when sites you like are updated, and it 

could also automatically download pages for browsing 

offline. A good example is the IBM web browser 

intelligent, web spider which is used for collecting data 

to build indexes to be used by a search engine. 

Data Mining – This is where information-specific 

agents provide a context for data searches in vast 

databases or other information sources (like the web 

for example) from which cooperating intelligent 

personal agents will extract a selection of useful 

information. This field is one of the fastest-evolving 

ones at the moment given the explosive growth of the 

amount of accessible information via networks and 

communications Ralha (2009). 

Broker agents: Another types of agent that act as 

mediators or facilitators by matching user requests 

against information or known solutions in databases or 

provided by database agents (Lohani and Jeevan, 

2007). 

3.3 Classification by Technology used to 

implement the Agent 

Interface Agent: Interface agent emphasize 

autonomy and learning in order to perform tasks for 

their owners. Interface agents support and provide 

proactive assistance to a user learning to use a 

particular application such as a spreadsheet or an 

operating system (Jennings and Wooldridge, 1998). 

The user’s agent observes and monitors the actions 

taken by the user in the interface, learns new short-cuts 

and suggests better ways of doing the task.   

Personal assistant agents: This is an agent that 

contains personalized learning algorithms developed 

for a single, specialized application or task. 

Information filters for browsing tasks belong to this 

class of agents (Bradshaw, 1997). 

Network management – This is where 

collaborative agents collect and exchange local 

information on network statistics in order to achieve 

automation and optimization of decisions on network 

administration tasks like routing, access, service 

provisions, monitoring and statistical evaluation, 

within a global view (Ralha, 2009). 
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4. Intelligent Agent applied to 

Digital Foresic Investigation 

The New Technologies Inc. (NTI) developed an 

intelligent Filter program known as the Filter_1 which 

has the ability to make binary data printable and to 

extract potentially useful data from a large volume of 

binary data (Middleton, 2004). The intelligent filter 

program or Filter_1 tool help to reduce the size of the 

bitstream files without sacrificing useful information.  

IP Filter is possibly the most interesting and useful of 

the Forensic Utilities. It was developed by NTI to help 

law enforcement track down and investigate child 

pornography cases. It has a simple DOS user interface 

and is used in almost the same way as the Filter_1 

(Stephenson, 2002). The difference is that it searches 

for instances of email addresses, Web URLs, and 

graphic or Zip file names. TextSearch Plus is a utility 

for searching a disk for text strings. It can search both 

allocated space and unallocated space (slack space). 

When used to search the physical  disk, it can be used 

against any file system.  TextSearch Plus makes an 

excellent tool for parsing very large logs in an internet 

backtracing investigation. It uses fuzzy logic and is 

designed to process a large amount of data in a 

relatively short time. 

Rekhis et al (2009) developed a system for digital 

investigation of network security incident using 

techniques known as intrusion response probabilistic 

cognitive maps that are constructed to analyse the 

attacks performed against the network. In their work 

the authors emphasized that focusing merely on 

restoring the system as disadvantageous, valuable 

information and traces that allow understanding the 

attack could be removed, if the compromised system is 

formatted or reinstalled, this weakness point up the 

need for conducting a post - incident digital forensic 

investigation. And in dealing with the problem faced 

with collecting and analysing of large amount of data, 

digital forensic investigation should reconcile both the 

expertise of the incident response team and the use of 

formal reasoning techniques, this allows the better 

filtering of the data to be analysed and source of 

evidence to be explored and also validate the result of 

the formal techniques by the incident response team 

before presenting them. The recommendation by this 

authors relates to this present research where 

emphasizes is made for intelligent and reasoning 

techniques to be applied to digital forensic. 

Conclusion 

The research identifies the current state of the art in 

applied agent system. Agents where classified into 

types, application domain and technology used. The 

research discussed a wide variety of agent application. 

This research has pinched from different literature in 

order to discuss the rapidlly evolving area of software 

agents and emphasized on the importance of building 

digital forensic tool with intelligent agent techniques. 
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Abstract — In this paper, a rectifying tower of a chemical 

plant is modeled using neural networks and human experts in 

charge of production control are modeled by fuzzy logic. The 

neural network models and fuzzy controllers are 

interconnected for automatic O2 production simulation. 

Standard multilayer perceptron architecture and 

backpropagation learning algorithm are used to model a 

rectifying tower. Real data gathered from operating 

rectifying tower are used to train and test the neural network 

models. Two widely used increase and decrease cases of O2 

production quantity from 3,000 to 5,000 Nm3/h in rectifying 

tower is selected in this study. After implementing neural 

network based rectifying tower, fuzzy logic is used to model 

human experts and used as a controller instead of human 

experts. Through experiments using 35 real increase and 

decrease cases of gas production quantity, the neural 

network models and fuzzy controller show some possibility to 

mimic complex real plants and verify that those can be used 

as useful tools to train unskillful engineers and novices in 

chemical plants.  

Keywords – rectifying tower; chemical plant; artificial neural 

network; Fuzzy system; modeling and control 

1 Introduction 

 There are so many plants in a steel company. One of 

them is chemical plants that are in charge of providing high 

purity oxygen and nitrogen gases needed to producing steel 

production. Oxygen and nitrogen production plants are one of 

the huge energy consuming facilities in steel companies. 

Efficient production control of chemical plants saves much 

energy and reduces manufacturing cost as a result. Currently, 

human experts are controlling production levels of chemical 

plants between 3000 and 5000Nm3/h considering energy 

consumption and gases’ necessities of other plants in steel 

companies. The control algorithms of gas production quantity 

is different from experts to experts and the consumption of 

energy is different each other and each time. It is necessary to 

standardize the control process of gas production in order to 

get effective production control and reduce energy 

consumption substituting current control paradigm depending 

on individuals’ experience and insights. 

There are many approaches to model and control complex 

real plants having many uncertainties and ambiguities using 

soft computing algorithms such as neural networks, fuzzy 

logic, evolutionary algorithms, etc. Some of them use MLPs 

to model nonlinear systems [1-4] and some try to use fuzzy 

logic as control algorithms [5-7]. Combination of both neural 

networks and fuzzy logic systems is also suggested to model 

and control chemical contents [8-9]. In this paper, neural 

networks are used to model rectifying towers and fuzzy logic 

is used to model human experts. The neural network models 

can be substituted with real plants for training unskillful 

engineers and fuzzy controllers may be substituted with 

human experts or used for monitoring human mistakes. 

 This paper is organized as follower. A chemical plant 

and a rectifying tower are overviewed and the principle of 

Claude type gas production is introduced. Proposed artificial 

chemical plant and fuzzy controller is summarized in section 

III. Neural network based rectifying tower modeling and its 

modeling performance is explained in section IV. In section V, 

fuzzy controllers and simulation result using real data are 

explained. 

2 Overview of a Chemical plant and a 

rectifying Tower  

 In 1902, Georges Claude, a French engineer and 

inventor, devised the Claude system for liquefying air. The 

system enabled the production of liquid nitrogen (N), oxygen 

(O2) and argon (Ar). The system produces liquid air through 

the processes of air inhaling – air compression – heat 

exchange – expansion engine – rectifying column. Fig. 1 

shows the Claude system.  

 
Fig. 1. The Claude system for liquid air production [1]. 
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 This study tried to model a rectifying tower in chemical 

plants and a human expert in charge of controlling the 

chemical plant. The chemical plant of attention is a high-

purity liquid oxygen (O2), argon (Ar) and nitrogen(N) gas 

production plant. The plant is built based on the Claude 

system similar to Fig. 1 and additional processes are used to 

enhance production efficiency. At first atmospheric air is 

inhaled and then the inhaled air passes through air filters to 

reduce dust in the air. Air compressor compresses the air and 

then heat exchanger using water decreases the air temperature 

again. Absorber is used to eliminate unnecessary constituents 

such as moisture, CO2, carbon, hydrogen, etc. Expansion 

turbine is used to decrease further the air temperature to near 

absolute zero degrees. Finally, rectifying towers are used to 

get liquid gases of N, O2 and Ar. Fig. 2 shows the block 

diagram of an O2 and N production plant. This paper is 

focused to control of a rectifying tower based on fuzzy 

inference engine. 

 

Fig. 2. Block diagram of liquid gas production sequences [1]. 

3 Overview of the proposed Chemical 

Plant modeling and Controller  

 The final goal of this paper is implementing fuzzy 

controller of a chemical plant using soft-computing algorithms. 

In order to do this a rectifying tower, the most important 

process of gas production, is modeling using standard 

multilayer perceptrons (MLPs) and backpropagation (BP) 

learning algorithm. Then we tried to model human experts 

having skills of increase and decrease of gas production using 

fuzzy systems. The fuzzy models are used as a controller of 

rectifying tower and directly control the quantity of gas 

production. Fig. 3 shows the block diagram of neural network 

modeling and fuzzy control of rectifying towers. Fig. 3(a) 

shows the block diagram of rectifying tower modeling using 

neural networks. After modeling process, that is, neural 

network learning has been finished, the rectifying tower can 

be replace using neural network models of the rectifying 

tower as shown in Fig. 3(b). After then the model is used as an 

education tools for unskillful engineers. To make a fuzzy 

controller for controlling the quantity of gas production, 

human experts should be modeled at this time. The human 

experts use rules based on their experiences and handed down 

information. These rules are rough and incomplete in general 

and it is hard or sometimes impossible to model using strict 

computational tools. We try to apply the fuzzy system to 

model these rules of human experts. Fig. 3(c) shows the block 

diagram of modeling of human experts and Fig. 3(d) shows 

replaced version of chemical plants. Rectifying towers can be 

replaced to neural networks and human experts to fuzzy 

controllers using well modeled neural networks and fuzzy 

controllers. Those may be good educational tools for novices 

in chemical plants. 

4 Neural network modeling of a Rectifying 

tower  

 To model a rectifying tower, MLPs are selected and 

standard BP algorithms are used as their learning algorithms. 

The real operating data for most frequently used ranges of 

3000 and 5000 Nm
3
/h increases and decreases of production 

are used to train neural networks. For 3000 and 5000 Nm
3
/h 

increases and decreases, 30 sequences are gathered. Among 

the sequences, 27 sequences are used for learning and 3 

sequences are used for test. Among many sensing and control 

data of a rectifying tower 27 data is selected as inputs and 

outputs of neural networks by analyzing operation history 

during past 6 months. 27 data include 22 inputs and 10 outputs. 

In 22 inputs, 5 inputs are fed back from outputs to inputs. All 

the input data are normalized 0 to 2. Table I summarized 

every inputs and outputs used rectifying tower modeling in the 

experiments. Signals used as both input and output are 

represented using italic font. “(Set)” represents control signals 

used by human experts. Fig. 4 shows average learning error 

and final error is 0.0107 after 50,000 iterations. Fig. 5 shows a 

modeling result for 5000 Nm
3
/h decrease of production 

quantity. In Fig. 5, solid line represents the data from real 

rectifying tower and dashed line does the data from neural 

network models. 
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Fig. 3. Neural network based modeling and fuzzy controller for a rectifying 

tower  

(a) NN plant based modeling, (b) NN plant, (c) Fuzzy controller (d) Fuzzy 

controller with a NN plant 

TABLE I.  INPUTS AND OUTPUTS FOR RECTIFYING TOWER MODELING [1] 

Inputs Outputs 

BT/C Output Pressure 

Liquid O2 Recycle Pressure 

Liquid O2 Level 

Upper O2 Purity 

Upper Liquid Air Quantity 

Lower Liquid Air Quantity 

Cooling Tower Height 1 

Cooling Tower Height 2 

Expansion Turbine Valve Status 

Expansion Turbine Bypass 

Quantity 

Lean Liquid Quantity 

Expansion Turbine Quantity 

O2 Output 

N Output 

Lower Air Quantity 

Output O2 Level 

Output N Level 

Expansion Turbine 

Quantity(Set) 

O2 Output (Set) 

N Output (Set) 

Lower Air Quantity (Set) 

Lean Liquid Quantity(Set) 

Lean Liquid Quantity 

Expansion Turbine Quantity 

O2 Output 

N Output 

Lower Air Quantity 
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Fig. 4. Learning curve of NN based rectifying tower modeling (0.0107 after 

50,000 iterations) 

 
(a)                                                  (b) 

 
(c)                                                  (d) 

 
(e) 

Fig. 5. Neural modeling result for 5000 Nm3/h decrease of production 

quantity  

(a) Lean Liquid, (b) Expansion Turbine Quantity, (c) N Output, (d) O2 

Output, (e) Lower Air Quantity 

5 Fuzzy based controller for increase 

and decrease of production quantity  

 Fuzzy system is used to model human experts as 

mentioned in section III. Several best operation histories of 

increase and decrease of production quantity are selected with 

human experts actually working in the chemical plant. Also, 

several control signals are selected based on data mining of 

operation history during past 6 months which are same as the 

period used in rectifying tower modeling. Rules provided by 

human experts and data mining is used as rule base for fuzzy 

systems and membership functions are designed for each input 

and output data. To defuzzify, center of mass (COM) is used 

after aggregating each rules’ outputs. Fig. 6 shows some of 

the membership functions on sensor data, O2 Output, N 

Output, and Lower Air Quantity. Outputs of fuzzy controller 

are O2 Output (Set), N Output (Set), Lower Air Quantity (Set), 

and Lean Liquid Quantity (Set) and these data are used as 

control signals for the rectifying tower. Fig. 7 shows the result 

of 5000 Nm
3
/h decrease of production quantity using a fuzzy 

controller and neural network models of a rectifying tower. 

Solid line represents real output and dashed line represents 

simulation result. It is obvious that the controller and models 

can be used in real situation. 
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(a)                                                      (b) 

 
(c) 

Fig. 6. Fuzzy controller membership functions.  
(a) Lower Air Quantity, (b) O2 Output, (c) Lean Liquid Quantity 

   
(a)                                                          (b) 

   
(c)                                                          (d) 

Fig. 7. 5000 Nm3/h decrease of production quantity using a fuzzy controller 

and neural network models 

(a) N Output, (b) O2 Output, (c)Lower Air Quantity, (d) Lean Liquid 

Quantity 

6 Conclusion 

A fuzzy based controller to control the production 

quantity of high purity O2 and N is implemented in this paper. 

To implement the controller, at first, a rectifying tower is 

modeled using neural networks using a real data gathered from 

a rectifying tower on the job during past six months. Total 30 

periods of production increase and decrease is selected for 

training and testing of neural network models with the aid of 

human experts. The performance of the modeling of rectifying 

tower is verified using trained data and the other data which is 

not used to train the neural networks. Then a human expert 

controlling the production of O2 and N is also modeled using 

fuzzy system since the human experts use their experience 

based rules even though they do not recognize. After 

composing a fuzzy controller the neural network model for the 

rectifying tower is interconnected to the fuzzy controller. The 

performance of the implemented fuzzy controller is tested 

using 21 production increase period and 14 production 

decrease periods. Several results for neural network modeling 

and fuzzy based control are presented in the section IV and V. 

Small errors exist in the result and so more rules and real data 

from the site is needed to make elaborate fuzzy controller and 

neural network models. Even though some minor errors exist 

it is better than unskillful engineers and in near future human 

experts may be substituted with soft computing controllers.  
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Abstract - The paper focuses on the problems of design and 

development of the linguistically motivated mechanisms for 

parallel texts alignment and grammatical (functional 

semantic) matches extraction for design of statistical 

language portraits to be further incorporated into the 

hybrid models of machine translation. By hybrid models we 

mean those employing both statistical and rule-based 

mechanisms within one framework for natural language 

processing. Our approach consists in the use of the starting 

(“seed”) grammar to be further enriched by the matches 

discovered in parallel texts. The seed grammar is used 

featuring the cognitive and functional characteristics of 

phrase structures. The grammar formalism employed is the 

Cognitive Transfer Grammar based on the transfemes 

(bilingual phrase structures).  

Keywords: Alignment, Syntax, Semantics, Phrase 

Structure, Hybrid Machine Translation, Parallel Texts  

1 Introduction 

  The problem of parallel texts alignment is considered in 

this paper in connection with the task of developing 

linguistically sound mechanisms for the learning 

components of machine translation and knowledge 

extraction systems. The present state of research and 

developments in the field of natural language processing is 

characterized by the “hybridization” of approaches and 

models. There can be two ways of bringing the stochastic 

and symbolic paradigms together: either augment an 

existing formalism with statistical data, or introduce 

linguistic expertise, i.e. syntax and semantics into statistical 

mechanisms. Introduction of statistics into the rule-based 

systems allows to capture the dynamics and variety of 

language forms and meanings generated in the process of 

speech activity, and linguistic knowledge in statistical 

frameworks serves as the means of  their 

“intellectualization”.  

The objective of our parallel texts studies is to extract 

the phrase structures conveying the same meaning in 

different laguages for enhancing the seed grammar 

component for the tasks of machine translation and for 

multilingual knowledge extraction from domain-oriented 

texts. The seed grammar we use features the cognitive and 

functional characteristics of phrase structures. The grammar 

formalism employed is the Cognitive Transfer Grammar 

(CTG) [1] based on the transfemes (bilingual phrase 

structures). The CTG formalism captures the paradigmatic 

characteristics of the languages under study, i.e. language 

as a system, while the parallel texts we align are the 

realization of speech, i.e. language as activity. This activity 

is characterized by syntagmatics and dynamics. Considering 

the syntagmatic features of the parallel texts under study we 

focus on sentences as the basic  unit of study.   

For sentence and word alignments we turn to statistical 

tools. So, the first step is employment of instruments for 

sentence alignment to obtain the sentence-aligned parallel 

corpora. The next step is the word-based alignment which 

conjectures as to what word of a source sentence 

corresponds to what word of the target sentence. The word-

based alignment methods range from simple 1:1 

correspondence establishment to more sophisticated 

methods attempting to capture some structural differencies 

in the aligned texts. A further step is phrase-based 

alignment, however the term phrase in statistical alignment 

does not mean a well-formed non-terminal of any grammar 

formalism, but rather an arbitrary sequence of words. An 

overview of statistical alignment methods is presented in 

section 4.  

Major problems in parallel texts alignment and 

consequently in training statistical language processing 

tools are caused by the existence of transformations in the 

source and target sentences which result from the action of 

specific mechanisms of each particular natural language to 

describe the referential situation. These phenomena are 

studied and described in translation theory and linguistics as 

interpretational transformations. Our efforts are directed at 

discovery of the most typical and relevant transformations 

in the parallel texts under study and enriching the typology 

of transformations already represented in the seed CTG 

formalism. Thus, we have to design and employ such 

strategies and instruments that provide maximal adequacy 

for language structures representation and extraction. 

In our research and development we make certain 

difference between the task of machine translation by 

transfer method which is performed at the level of syntactic 

structures with functional semantic motivation [1] which 

we call transfemes and the task of multilingual knowledge 

extraction based on the interlingua representation 

mechanism of extended semantic networks (ESN). Hence, 

we employ two types of alignment strategies:1) transfeme-

based alignment; 2) concept-based alignment. The former is 

founded on the notion of transfeme and the latter rests on 

the concept of entities and links of the ESN knowledge-

based approach. These strategies are presented in sections 2 

and 3. The related works are discussed in sections 4 and 5. 

The functional semantic alignment methods supplied with 

examples and statistics are given in section 6. The paper is 

concluded by section 7 containing further research 

directions. 
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2 Transfeme-based alignment 

A transfeme is a unit of cognitive transfer establishing 

the functional semantic correspondence between the 

structures of the source language and the structures of the 

target language.  

Definition. Transfeme is a unit of cognitive transfer, 

the translatable meaningful integral structure of mental-

lingual plane taken in the unity of its categorial and 

functional characteristics that establishes semantic 

correspondence between text and speech segments 

belonging to different language levels and systems. 

For the alignment of parallel texts the transfemes are 

given as the rewrite rules in which the left part is a 

nonterminal symbol, and in the right part there are aligned 

pairs of chains of terminal and nonterminal symbols 

belonging to the source and target languages :  

T  , , ,      (1) 

where T is a nonterminal symbol,  and  are chains of 

terminal and nonterminal symbols which belong to the 

Russian and English languages, and   is a symbol of 

correspondence between the nonterminal symbols occuring 

in  and the nonterminal symbols occuring in . In the 

course of parallel texts alignment on the basis of the 

Cognitive Transfer Grammar (CTG) [1] the derivation 

process begins with a pair of the linked starting  symbols 

S  and S , then at each step the linked nonterminal 

symbols are rewritten  pairwise with the use of the two 

components of a single rule.  

The objectives of parallel texts alignment are as 

follows : 

•  extract the phrase structures conveying the same 

meaning in different laguages – transfemes ; 

•  enhance the seed grammar component for the 

tasks of machine translation and for multilingual knowledge 

extraction ; 

•  develop the typology of matches, explore the 

contextual characteristics of transfemes and crosslingual 

matches.  

Of primary concern for our research are the 

interpreters’ transformations existing in parallel texts, and 

the typology of these transformations has been designed 

comprising the statistics as to the preferences of particular 

structures (matched configurations of tokens sequences) for 

each language under study (Russian, English and French). 

Of special interest for us is the situation of the categorial 

shift in translating a syntactic pattern. The category of a 

syntactic pattern, i.e. phrase structure, is determined by the 

category of the head word of this phrase structure. Thus, 

when transfer employs conversion, and the category of the 

head word shifts to another category, the whole structure is 

assigned the feature of the new category. Thus a Nominal 

modifier of a Nominal Phrase becomes an Adjective in 

translation; a Verbal unit acting as a Verbal modifier 

becomes an Adverbial clause containing the Finite Verbal 

form, etc. 

We observed 34 major types of transformations, the 

most statistically relevant being verbal – nominal 

transformations; nonfinite – finite verbal transformations; 

passivization with various methods of passivization 

expression in Russian, English and French. We explored the 

synonymous ways of conveying the same functional 

semantic meanings, this phenomenon is frequently 

addressed as paraphrasing. 

We consider morphological-syntactic features of the 

conversed verbs and nouns: 

e.g. read – reading (chitat’- chtenie – Russian) 

In our studies we focus on functional semantic 

(transfeme) alignment. The results of alignment are 

employed for developing the linguistic knowledge base to 

be used in machine translation. The object of our research is 

the high quality phrasal transformations extraction from 

bilingual corpora.   We also consider monolingual phrasal 

and sentential synonyms,   transformations, including 

nominalization, passivization, dative shift, and 

topicalization. 

  The dynamic alignment is realized in matches and is 

based on Semiotic (Categorial) Grammar mechanism [2,3]. 

The whole alignment process we employ is carried out 

in two stages : the preliminary alignment and the functional 

transfer alignment. The preliminary alignment includes 

sentence alignment, word alignment, sub-trees alignment, 

structures alignment and and concordances formation. For 

preliminary alignment the following instrumental systems 

are employed: sentence alignment - ABBYY aligner [4]; 

word alignment - Verbalizator (tokenizer), Berkeley aligner 

[5]; sub-trees alignment - Cognitive Dwarf [6]; structures 

alignment and concordances formation: Sketch Engine [7]. 

The functional semantic stage of alignment is based on 

the notions of Transfeme and Match, it is also called a 

Transfeme-based alignment. 

Definition. Transfeme is a paradigmatic unit, i.e. 

relating to Language, Match is a syntagmatic unit, i.e. a unit 

of Speech (Discourse), thus  transfemes are realized in 

matches.  

The functional semantic alignment consists in  

• head-driven structures establishment, 

• head words alignment. 

The formalism employed for the functional semantic 

alignment is Cognitive Transfer Grammar (CTG) [1],    

  (2) 

 where and  are the sets of terminal symbols of 

the languages and   are the sets of non-

terminal symbols of the languages and   

are the sets of the analysis and transfer rules respectively, M 

is the function of establishing the correlations between the 

structures of the languages   and , D is the function 

assigning the probability values to each rule from the sets 

 and . 
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• Transfeme is a paradigmatic unit, i.e. relating to 

Language, Match is a syntagmatic unit, i.e. a unit of Speech 

(Discourse).  

A match can be broader than a tranfeme and often 

comprises the context. The core unit of the CTG formalism 

is the Transfemes Lexicon which belongs to the set of non-

terminal symbols. 

3 Concept-based alignment of parallel 

texts  

The concept-based alignment of parallel texts is aimed 

at entities and links alignment in parallel texts for 

developing multilingual knowledge bases to be further used 

in analytical intelligent systems for knowledge processing. 

The instrument employed for this type of alignment is the 

Semantix processor. The process of concept-based 

alignment consists in entities alignment, actions (predicates) 

alignment and links alignment. For entities alignment 

phrases with nominal heads are matched in parallel texts; 

for the links alignment genitive and of- phrases are aligned. 

In the process of actions (predicates) alignment verbal 

phrases are aligned taking into account finite-nonfinite and 

verbal-nominal transformations.  

The concept-based alignment mechanism is based on 

the extended semantic networks (ESN) [8] which have the 

sufficient expressive power for presenting the highly 

embedded structures of natural language and plays the role 

of an interlingua. The basic structural element of the ESN is 

the named N-ary predicate, called “fragment”. ESN is the 

development of this type of networks in the direction of the 

descriptive power increase with the retention of uniformity. 

The ESN basis is the set of vertices (V), from which the 

following elementary fragments are comprised:  

V0(V1,V2,...,Vk/Vk+1), where V0,V1,V2,...,Vk,Vk+1  V, k > 

0. 

This fragment represents a k-ary relation. The 

fragments are assigned their roles. The vertex V0 

corresponds to the name of relation, the vertices V1, V2,…, 

Vk correspond to the objects which are linked by the 

relation, and the vertex Vk+1 separated by the line (/) from 

the entire structure corresponds to the vertex of connection. 

The Vk+1 is called a C-vertex, and all these elements form 

the extended semantic network (ESN).  

The whole set of language objects are given in the 

form of predicate-argument structures. The uniformity of 

language presentations is a very important factor, and in the 

process of analysis of natural language sentences the 

unification grammar is used. With this approach the words 

and the constructions, which perform the role of predicates 

in the sentence, serve as the “support” elements, and the 

result of the analysis of a sentence is one “extended” 

predicate, which corresponds to the predicate of a sentence 

(i.e. to the basic verb in the tensed form or to another basic 

predicate expression).  The government models and 

transformation features are given in the vocabulary entries 

of verbs: 

e.g. shoot the ducks from the rifle – strelyat’ utok iz 

ruzh’ia/ strelyat’ po utkam iz ruzh’ia 

shooting the ducks from the rifle – strel’ba po utkam iz 

ruzh’ia / strelyaiuschii po utkam iz ruzh’ia/ strelyaia po 

utkam iz ruzh’ia / strelyaiuschii po utkam iz ruzh’ia/ 

strelyaia po utkam iz ruzh’ia / 

The transformations result in the shift of the 

government models. Special attention in our research is 

given to the cases of nominalization and changes from 

prepositional government models to those without 

prepositions:  strelyat’ po utkam - shoot the ducks. 

Hence, the concept-based alignment is the process of  

multilingual knowledge extraction and subject knowledge 

base population resulting in subject domain expert systems.  
 

4 Statistical approaches to alignment 

of parallel texts overview 

 The statistical approaches to parallel texts alignment 

are aimed at establishing the most probable alignment A for 

the two given parallel texts S and T: 

arg max ( | , ) arg max ( , , )
A A

P A S T P A S T   (3) 

For estimation of the probability values indicated in 

this expression the most frequently used methods present 

the parallel texts in the form of aligned sentence sequences 

1,...,( )KB B . The probability of each sequence is 

independent from the probabilities of other sequences, and 

it depends on the sentences in the given sequence only [9]. 

Then 

1

( , , ) ( )
K

k

k

P A S T P B     (4) 

This method takes into account the length of sentences 

in the source language and in the target language measured 

in symbols. The longer sentence in one languages will 

correspond to the longer sentence in the other language. 

This approach gives stable results for similar languages and 

literal translation. The more finely tuned mechanisms of 

matching are provided by the methods of lexical alignment. 

Thus in [10] the method of alignment by means of creating 

the model for consecutive word-by-word translation is 

presented. The best alignment result will be the one which 

maximizes the probability of a corpus generation with the 

given translation model. For the alignment of the two texts 

S and T they should be split into the sequences of sentence 

chains. A chain contains zero or more sentences in each of 

the two languages, and the sequence of chains covers the 

whole corpus  

( ,..., ; ,..., )
k k k kk a b c dB S S t t     (5) 

Then the most probable alignment 1,..., AmA B B

of the given corpus is determined by the following 

expression, and the chains of sentences do not depend on 

each other:  

Int'l Conf. Artificial Intelligence |  ICAI'12  | 1089



1

arg max ( , , ) arg max ( ) ( )
Am

k
A A k

P S T A P L P B ,

   (6) 

where P(L) denotes the probability of the L chains 

being generated. The translation model employed in this 

approach is extremely simplified and does not take into 

account the factor of the word order in a sentence and the 

possibility of the fact that a word in the source text can 

correspond to more than one word in the text of translation. 

In this model the word chains are used, and they are limited 

to the 1:1, 0:1 и 1:0 matches. The translation model based 

on the word-by-word alignment (we employ this model for 

the Russian and English parallel texts) will be as follows:  

1 0 0 1

1
( | ) ... ( | )

j

m

ml l

j a

a a j

P r e P r e
Z

, 

  (7) 

where e is a sentence in English; l is the length of  e 

expressed in words; r is a sentence in Russian;  m is the 

length of r; jr  is the j-th word in r; ja  is the position in  

e, with which the jr  is aligned; ( | )r eP w w  is the 

probability of translation, i.e. the probability of the rw  

appearing in the Russian sentence if the corresponding ew  

occurs in the English sentence, and Z is the normalization 

constant. 

For a particular alignment m probabilities of translations 

are multiplied, and the individual translations are 

independent one from another. 

However, there are certain structural differencies 

between these languages, and in translation there can be 

considerable transformations. If the languages under 

consideration are structurally different, the methods are 

used oriented at the introduction of grammar knowledge, for 

example, the alignment methods based on the words that 

belong to particular parts of speech [11] are employed. In 

this case the auxiliary words are not taken into account. For 

the employment of these methods the part of speech tagging 

of the parallel texts should be performed.   It is necessary to 

take into account various transpositions of words, 

omissions, insertions, and the alignments between different 

language levels: when a word in the source text corresponds 

to a phrase in the target text, and the opposite situation. The 

most general definition of the word-based alignment is 

given in [12]. Suppose the two word chains are given, one 

in the source text (for example, in Russian – r) 

1 1,..., ,...,J

j Jr r r r , and the other one is in the target 

language (English – e) 1 1,..., ,...,I

i Ie e e e , and for 

these chains it is necessary to establish the alignment. The 

alignment between the two chains of words is a subset of a 

Cartesian product of the positions of words, i.e. the 

alignment A is defined as follows: 

  {( ) }A j, i : j = 1, . . . , J; i = 1, . . . , I .  

 (8) 

In machine translation based on statistical methods an 

attempt is made to construct a model of the translation 

probability
1 1( | )J IP r e , which describes the correlation 

between some chain 
1

Jr  in the source language and the 

chain 
1

Ie  in the target language. In statistical texts 

alignment model 
1 1 1( , | )J J IP r a e  a “hidden” alignment 

1

Ja  

is introduced which describes the mapping from the source 

position j into the target position
ja . The correlation 

between the translation model and the alignment model is 

given in the following way:  

1

1 1 1 1 1( | ) ( , | )
J

J I J J I

a

P r e P r a e .    (9) 

The alignment 
1

Ja  can contain the alignments 
ja  = 0 with 

the empty word 0e  for the words of the source language 

which had not been aligned with any word in the source 

language. On the whole the statistical model depends on the 

set of unknown parameters   which are extracted from the 

training data set in the course of learning.  The following 

presentation is used to express the dependence of the model 

on the set of parameters:  

1 1 1 1 1 1( , | ) ( , | )J J I J J IP r a e p r a e     (10) 

For detection of the unknown parameters   a training 

corpus of parallel texts is given containing S sentence pairs 

,(r e ) : 1,...,s s s S . For each pair  ( r , e )s s  the 

alignment variable is designated by a = 
1

Ja . The unknown 

parameters are established by means of maximization of the 

parallel texts similarity in the corpus:  

s

a1

arg max (r ,a | e )
S

s

s

p .    (11) 

As a rule the maximization for such models is performed on 

the basis of the expectation maximization algorithm [13] or 

the similar ones. Such algorithm is useful for the solution of 

the parameters estimation problem, but it is not 

indispensable for the statistical approach. Hence despite the 

fact that there exist a large number of alignments for a given 

pair of sentences, it is always possible to find the best 

alignment:  

1

1 1 1 1arg max ( , | )
J

J
J J I

a

a p r a e .    (12) 
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The alignment 1

J

a  is also called the Viterbi alignment for 

the pair of sentences 1 1( , )J Ir e . The estimation of the 

Viterbi alignment quality is performed by means of 

comparison with some reference alignment carried out 

manually. The parameters of statistical alignment models 

are optimized with the consideration of the maximal 

likelihood criterion which does not always reflect the 

quality of alignment.  

 

5 Related work 

 The problem of paraphrasing is very topical and it is 

considered in the works of the leading computational 

linguistics research teams [14,15,16,17,18,19]. The 

paraphrase model described in the work [17] was trained 

using the Europarl corpus. The authors used ten parallel 

corpora between English and (each of) Danish, Dutch, 

Finnish, French, German, Greek, Italian, Portuguese, 

Spanish, and Swedish, with approximately 30 million words 

per language for a total of 315 million English words. 

Automatic word alignments were created for these using 

Giza++ [19]. The English side of each parallel corpus was 

parsed using the Bikel parser [20]. A total of 1.6 million 

unique sentences were parsed. A trigram language model 

was trained on these English sentences using the SRI 

language modeling toolkit [21]. The toolkit supports 

creation and evaluation of a variety of language model types 

based on N-gram statistics, as well as several related tasks, 

such as statistical tagging and manipulation of N-best lists 

and word lattices.  

Paraphrase extraction using bilingual parallel corpora 

was proposed by Bannard and Callison-Burch [22] who 

induced paraphrases using techniques from phrase-based 

statistical machine translation [23]. Furthermore, by 

introducing complex syntactic labels instead of solely 

relying on non-terminal symbols in the parse trees, the 

authors were able to keep the broad coverage of the baseline 

method. Syntactic constraints significantly improve the 

quality of this paraphrasing method. The paper [24] presents 

a novel approach to paraphrasing with bilingual parallel 

corpora, the author demonstrates that a significantly higher 

performance can be achieved by constraining paraphrases to 

have the same syntactic type as the original phrase. The 

paper proposed constraints on paraphrases at two stages: 

when deriving them from parsed parallel corpora and when 

substituting them into parsed test sentences, the author 

introduced syntactic constraints by labeling all phrases and 

paraphrases (even non-constituent phrases) with CCG-

inspired slash categories. The author did not formally define 

a synchronous grammar, nor discuss decoding, since his 

presentation did not include hierarchical rules. Synchronous 

grammar rules for translation are extracted from sentence 

pairs in a bixtext which have been automatically parsed and 

word-aligned. Extraction methods vary on whether they 

extract only minimal rules for phrases dominated by nodes 

in the parse tree, or more complex rules that include non-

constituent phrases [25]. 

A key motivation for the use of syntactic paraphrases 

over their phrasal counterparts is their potential to capture 

meaning-preserving linguistic transformations in a more 

general fashion. A syntactic paraphrasing system intuitively 

should be able to learn well-formed and generic patterns 

that can be easily applied to unseen data. 

 

6 Transformations in parallel texts 

alignment  

For developing the typology of transformations we 

consider the following Simultaneous Interpretation 

Techniques (SIT): 

1) Full translation of lexical grammatical forms (LGF) 

completely correspond to each other both in the source and 

the target languages as to their form, function and meaning  

(2) Null translation (LGF is used differently)  

(3) Partial translation (several content functions)  

(4) Functional substitution (functional identity of different 

LGF)  

(5) Assimilation (LGF combinability features differ)  

(6) Conversion (substituting a form of one category by a 

form of another category)  

(7) Antonyms employment (is used for eliminating a 

conflict between lexical and grammatical combinability of 

LFG) 

The transformations in focus are singled out on the basis of 

their counts in parallel texts, these are:  

Nominalization (35% in the English-Russian language pair); 

Passivization (18-24% in the Russian-English direction);  

Adjectival – Adverbial structures (12-14% in both 

directions; 

Subject – Object transformations (28% in both directions). 

Consider some examples: 

Indirect Object  Subject 

Ser’oznymi raznoglasiyami byla otmechena vstrecha storon 

– Serious disagreements arose during the meeting of the 

sides 

Direct Object  Subject 

Novuiu planetu nazvali v tchest’ ieio otkryvatelia – The new 

planet was named after its discoverer. 

Prepositional phrase  Subject  

Na vstreche dogovorilis’ – The meeting reached the 

conclusion. 

Regular semantic shifts are as follows: 

Substituting a predicate of action by the predicate of state. 

He is a member of the college team. (A predicate of state).  

On igraet v studencheskoi komande. (He plays in the 

students’ team. A predicate of action).  

Functional motivation of phrase structures is represented in 

the set of non-terminals with their counts in a text,  e.g.: 

(   "Objective infinitive",      400.0 )  

(   "Objective be-infinitive",     600.0 )  

(   "Subjective infinitive with participlePast",600.0 )  

(   "Subjective infinitive with adjective",  600.0 )  
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(   "Subjective participle",     600.0 )  

We employ match typing and statistical portraits of 

transformations. The Russian language is about 35% more 

“nominative” than English: 

 In vacuum  molecules have large space in which to move 

(V)   

V  vakuume molekuly   imeiut bol’shoe prostranstvo dlia 

dvizhenia. (Rus.-translit)  

dlia dvizhenia -  for   movement  

in which to move (V)   dlia dvizhenia (N) 

The most productive types of verbal-nominal 

transformations correlate with the following functional 

values  

• Adverbial modifier of purpose and of consequence, 

expressed by infinitive (58%), 

•  Composite predicate with the infinitive (be + 

infinitive) (51%). 

This statistics is taken into account in the multivariant 

cognitive transfer rules. The matches, or events comprise 

well-formed nonterminals and dynamic syntactic contexts 

represented in categorial grammar (SUG) notation [2,3]. For 

disambiguation procedures Vector spaces of events are 

employed. The main technique of phrase matching is heads 

alignment which is carried out at present semiautomatically, 

and the fully automated procedure is under development: 

phrase head elements are aligned and structures are 

compared). It is important to emphasize that Transfeme is a 

paradigmatic unit, i.e. relating to Language, Match is a 

syntagmatic unit, i.e. a unit of Speech (Discourse). 

Transfeme is realized in Matches. 

We distinguish two types of Matches: the direct 

matches without transformation  and the matches 

employing transformations .  display direct 

correspondence of categorial features of head elements of 

the matched structures (  and ), i.e. a noun in the source 

text will correspond to the noun in the objective text, and 

the phrase structures will be similar, e.g. a NP in the source 

text will correspond to the NP in the objective text.  

 will employ transformations, e.g. a noun in the 

source text will correspond to a verbal element in the 

objective text, and the phrase structures will differ,  

e.g. NP  VP 

Match strategies are employed taking into account  the 

possible transformations , where M is Match, t is 

transformation, s is a source language, o is an objective 

language;    forms the space of cognitive 

transfer matches ( ). 

The goal of semantic alignment is the establishment of 

matches (rules) for training data collections of the machine 

learning components for the machine translation systems 

based on statistical and symbolic approaches. 

Examples of the English – Russian texts alignment: 

The second step of the above described process is 

conducted in the presence of a metal catalyst. 

NP (Subj) PP VP (Passive) PP (English). 

Vtoruju (Adj, F, Sg, Acc)  stadiju (N, F, Sg, Acc)  

vysheopisannogo (N, F, Sg, Acc) sposoba (N, M, Sg, Gen) 

provodiat (V, Pl, 3-d Person, Pres) v (P)  prisutstvii (N, 

Neutr, Sg, Prep)   metallicheskogo (Adj, M, Sg, Gen)  

katalizatora(N, M, Sg, Gen) . 

NP(Accusative)  NP(Gen) VP (Person Undefined – Plural) 

PP (Russian). 

The transformation will be as follows : 

NP (Subj) PP VP (Passive) PP  

NP(Accusative)  NP(Gen) VP (Person Undefined – Plural) 

PP 

 

134 types of matches were established classified into 

Cognitive Transfer Spaces (CTS) 

Primary Predication  

Secondary Predication 

Nomination and Relativity  

Modality and Mood  

Connectivity 

Attributiveness 

Metrics and Parameters 

 

Orientation  

Partition  

Determination  

Existentiality  

Negation  

Reflexivity  

Emphasis  

Dispersion  

 

Machine learning methods [26,27] provide the system 

ability to extract meanings that are expected to be heared or 

read in a given context. Therefore, it is natural to apply 

statistical data extracted from large amounts of existing 

textual information and use it to calculate the probability of 

a certain meaning in a specific context. 

The success of a probabilistic model depends, among 

other things, on an adequate definition of event. A common 

type of event in probabilistic NLP is the occurrence of one 

or more words in a specific context. Here word usually 

means not a word-form (i.e. a character string as it appears 

in a text) but rather a stem or lemma. The context is in turn 

defined as an ordered set of adjacent words on both sides of 

each word occurrence and the length of such context 

window is usually set to an arbitrary integer value. While 

equating a stem with a lexical unit (lexeme) may be a 

reasonable if not ideal way of representing meanings, the 

definition of context commonly used in statistical NLP is a 

clear oversimplification, which obscures important 

linguistic relationships. It is indeed reasonable to assume 

that the probability of a word having a specific sense 

depends on other words located in its proximity. However, 

this “bag of words” approach hides underlying complexities 

that require more precise discovery procedures. 

 

7 Conclusions 

In this paper the English-Russian language pair is 

considered, however our experiments show that major 

conclusions hold for Byelorussian and Ukrainian languages 

that are closely related to Russian, as the syntactical 

transformation processes are similar in these languages.  

Introduction of statistics into the rule-based systems allows 

to capture the dynamics and variety of language forms and 

meanings generated in the process of speech activity. 
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Functional and cognitive motivation of the seed grammar 

rules increases the precision of matches by 23% - 42% 

depending on the text type (the evaluation of human 

experts). Further developments will comprise the French 

and German languages and will focus on the texts of 

scientific and economic domains 
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Abstract—This paper proposes a new index for the relevance of
terms extracted from domain corpora. We call it term frequency,
disjoint corpora frequency (tf-dcf ), and it is based on the absolute
term frequency of each term tempered by its frequency in other
(contrasting) corpora. Conceptual differences and mathematical
computation of the proposed index are discussed in respect
with other similar approaches that also take the frequency in
contrasting corpora into account. To illustrate the efficiency of
the tf-dcf index, this paper evaluates the application of this index
and other similar approaches.

I. INTRODUCTION

The automatic extraction of terms from texts is a well
mapped task, but the automatic choice of which extracted
terms are relevant for a specific domain is a much more
defiant task. Finding the most relevant terms for a domain,
i.e., the domain concepts, is an important step for knowledge
engineering tasks such as ontology learning from texts [1].

Some classical linguistic-based work in this area suggest
the use of distributional analysis [2] to associate terms and
then, establish which of them are good concept candidates. A
different approach, but yet following the same idea of inferring
concepts from term association, is made by Chemudugunta et
al. [3], where the identification of concepts is made through
pure statistical measures tempered by previous inserted human
information. Titov and Kozhevnikov [4] work also follows this
line of research by inferring semantic relations among terms in
order to identify different terms representing a same concept in
sets of small documents (weather forecasts) with no linguistic
annotation.

The work of Bosma and Vossen [5] presents a similar
effort to establish term relevance measures considering a mul-
tiple corpora resource. This work proposes different relevance
measures of terms to each corpus, but, Bosma and Vossen’s
relevance measure of a term in a given corpus do not affect
the relevance of this same term in other corpora. In fact, the
methodology proposed in their work access WORDNET [6]
in order to validate the term candidates according to their
measures, but also to establish relations (hypernym, hyponym,
meronym, etc.) among them.

In opposition to these efforts, this paper proposes an ap-
proach that is not linguistic-based, but it relies only the
on statistical information gather from the domain corpus
to establish a numerical measure to term relevance in this
corpus. Therefore, this paper approach is aligned with works

that take into account the term frequency on documents to
compute a relevance index to establish how representative
a term extracted from a corpus will be for the domain
represented by this corpus. Some examples of such statistical-
based approaches are the works of Dunning in 1993 [7]
which proposes the use of log likelihood ratio, Manning and
Schultz in 1999 [8] which proposes a composition of tf-idf
(term-frequency, inverse document frequency [9] adapted for
term relevance in a corpus), and other initiatives based on
computing indexes from one specific corpus only.

However, our claim is that those typical indices fail to rule
out those terms which are not particularly relevant to a target
domain. The basic idea behind approaches like the one in our
paper is the assumption that a term relevance to a specific
domain can only be established by comparison with corpora
from other domains, called contrasting corpora.

One of the first examples of similar previous work like
our own was the work of Chung in 2003 [10]. But recently,
more sophisticated versions were proposed by Park et al. in
2008 [11] with domain specificity index, by Kit and Liu in
2008 with termhood index [12], and by Kim et al. in 2009 with
term frequency, inverse domain frequency index [13]. These
approaches brought some quality to the term extraction, as was
verified by the works of Teixeira et al. [14], as well as, Rose
et al. [15].

Similar to our proposal, all these previous works followed
the same principle to compute a relevance index that is directly
proportional to the term absolute frequency in the corpus and
inversely proportional to the term absolute frequency in other
corpora. The main difference among these similar previous
works [11], [12], [13] and our own is the specific formula to
weight the influence of other corpora frequency.

This paper first contribution resides in drawing a panorama
of options of indices to express the relevance of extracted
term from a domain corpus, focusing on indices that take into
account also corpora of other domains (contrasting corpora).
Some experiments illustrate the benefits of approaches using
contrasting corpora over traditional indices.

Secondly, and most important, this paper contributes with
the proposal of a new relevance index, called tf-dcf, that is,
according to our experiments, superior to the other indexes
based on contrasting corpora. This contribution is enhanced
by the analysis of the tf-dcf behavior against different options
of contrasting corpora.
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It is not the goal of this paper to analyze techniques to im-
prove the quality of term extraction itself, since we assume that
a previously performed extraction provides a set of extracted
terms. It is also out of the scope of this paper to analyze
how many terms should be considered concepts of a domain.
Our purpose is to present arguments and experiments showing
that the proposed index is effective to rank extracted terms
according to their relevance for the domain, thus allowing to
identify domain concept candidates.

This paper is organized as follows: Section II describes the
existent statistical measures that are compared to our proposed
tf-dcf index; Section III presents our paper main contribution,
which is the proposal of a term relevance index based on the
inclusion of a “disjoint corpora frequency” (dcf ) component;
Section IV evaluates the existing and proposed indices. Finally,
Conclusion stress the contributions and limitations of this
paper, leading to the proposition of future works.

II. EXISTING MEASURES FOR RELEVANCE ESTIMATION

The most elementary way to establish the statistical rel-
evance of terms extracted from a domain specific corpus
is to compute the absolute frequency of terms, i.e., how
many times each term occurs in the corpus. Obviously, this
simple approach is very fragile, since not necessarily a very
frequent term is relevant for the domain. This fact is specially
noticeable with simple extraction methods, although even
sophisticated linguistic-based methods also suffer from using
such simple criteria.

For example, pure statistical methods require the adoption of
a list of highly frequent grammatical words (stop list). Without
a stop list, any pure statistical method delivers terms with very
low significance such as prepositions and usual expressions.
However, it might be very difficult to establish an exhaustive
stop list in advance for different domain and genre.

The use of term frequency as relevance measure is a
little less harmful for extraction methods taking into account
linguistic information. For example, the syntactic annotation of
a corpus allows the extraction procedure to avoid terms that are
unsuitable for concept names, such as verbs and pronouns. In
fact, more sophisticated linguistic analysis, as the identification
of noun phrases, may improve significantly the quality of
extraction, but even in these cases the use of term frequency
do not prevent the incorrect extraction of common expressions
which are not domain specific. For example, the quite common
expression “future work” may be found in several academic
texts, but it is hardly considered a defining concept to any
scientific domain.

Nevertheless, the starting point of all sophisticated indices is
the simple absolute frequency. Assuming, tf t,d as the number
of occurrences of term t in document d, and D(c) the set of
all documents belonging to the corpus c referring to a specific
domain, the absolute term frequency of a term t in corpus c
is expressed by:

tf(c)t =
∑
∀d∈D(c)

tft,d (1)

A. Term frequency and inverse document frequency - tf-idf

An alternative for plain term frequency is to take into
account the frequency of the term among documents. The
seminal work of Spärck-Jones [9] shows the importance to
consider frequent terms, but also non-frequent ones in order
to retrieve documents. These ideas lead to the well-known
Robertson and Spärck-Jones probabilistic model to term rele-
vance to specific documents [16]. Croft and Harper [17], and
later Robertson and Walker [18], proposed formulations to
a popular index that takes positively into account the term
frequency (tf ), i.e., the number of occurrences of a given term
t in a document d; and also considers negatively the number
of documents of the corpus where term t appears at least once,
i.e., the inverse document frequency (idf ).

This index, called tf-idf has many formulations, e.g., [19],
[20], [8], but in this paper we will consider the formulation
adopted by Bell et al. [21]. The tf-idf index is mathematically
defined for each term t to each document d belonging to a
corpus c that has at least one occurrence of t as follows:

tf-idft,d = (1 + log(tft,d))︸ ︷︷ ︸
tf part

× log

(
1 +
| D(c) |
| D(c)

t |

)
︸ ︷︷ ︸

idf part

(2)

where tft,d is the number of occurrences of term t in document
d; D(c) is the set of all document of a given corpus c; and
D(c)

t is the subset of these documents where t appears at least
once.

Observing equation (2) it is possible to observe the term
frequency (tf ) and the inverse document frequency (idf ) parts.
The tf part considers the logarithmic frequency of the term,
since the variation of term occurrences of terms approaches
an exponential distribution, i.e., a term t that occurs 10 times
is not 10 times more important than a term t′ that appears
only once. Nevertheless, term t is an order of magnitude more
important than term t′. The idf part represents a value that
varies from log(2) for a term that appears in all documents,
until log(1+ | D(c) |) for a document that appears in only one
document.

The idea behind tf-idf formulation is that a term t is
more relevant as a keyword for a document d if it appears
many times in this document and very few times (or ideally
none) in other documents. This is an important distinction for
information retrieval. The popularity of this index is justified
mostly because it prevents frequent terms spread in many
documents to be considered more relevant than they should.
Indeed, tf-idf is an effective measure to identify the defining
terms of documents, because it spots terms that are good for
document indexation.

The use of tf-idf to establish relevance of terms to domain
corpora was proposed by Manning and Schütze [8]. According
to these authors, a possible index to express the relevance of
a term t in a corpus c is expressed by:

tf-idf(c)t =
∑
∀d∈D(c)

t

tf-idft,d (3)
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B. Term domain specificity - tds

The first initiatives to consider the relevance of terms to a
domain corpus taking into account contrastive generic corpus,
or corpora, include the works made by Chung in 2003 [10] and
Drouin in 2004 [22]. However, at the authors best knowledge,
it is the work of Park et al. [11], in 2008, one of the first
formulations of an index to express term relevance to a specific
domain. In that work, such index is called domain specificity,
and it is expressed as the ratio between the probability of
occurrence of a term t in a domain corpus c and the probability
of this same term in a generic corpus. Park et al. definition
of term t domain specificity to a specific domain corpus c,
considering a generic domain corpus g was expressed as:

tds(c)t =
p
(c)
t

p
(g)
t

=

tf(c)t

N(c)

tf(g)t

N(g)

(4)

where p
(c)
t express the probability of occurrence of term t in

corpus c; and N (c) is the total number of terms in corpus c,
i.e., N (c) =

∑
∀t′ tf(c)t′ .

C. Termhood - thd

Following the approach to consider, besides the domain
corpus of interest, a contrasting corpus, the work of Kit and
Liu in 2008 [12] proposes an index called termhood. This
index, as for Park et al.’s term domain specificity, follows
the idea that a term relevant to a domain is more frequent in
the corpus domain than in other corpora. The main difference
brought by this work is to consider the term rank in the corpus
vocabulary (the set of all terms in the corpus), instead of
the term absolute frequency. Kit and Liu definition of term
t termhood index for a corpus c, a generic domain corpus g
(called background corpus by them) was expressed by:

thd(c)t =
r
(c)
t

| V (c) |︸ ︷︷ ︸
norm. rank value in c

− r
(g)
t

| V (g) |︸ ︷︷ ︸
norm. rank value in g

(5)

where V (c) is the vocabulary of corpus c, i.e., | V (c) | is the
cardinality of the set of all terms in the corpus c, and r

(c)
t is

the rank value of term t expressed as | V (c) | for the more
frequent term, | V (c) | −1 for the second most frequent, and
so on until the less frequent term as r

(c)
t = 1.

Observing the termhood index we can see it as the difference
between the normalized rank value of the term in the domain
corpus c and the generic domain corpus g. Actually, the
division of the rank value by the vocabulary size is intended to
keep the normalized rank value within the interval (0, 1], with
a value equal to 1 to the more frequent term, and the other
terms decaying, according to their frequency, asymptotically
toward 0.

As a result, the termhood index will be whitin the interval
[1,−1], having the more frequent term in c having a value
equal to 1, if it does not belong to vocabulary V (g), until a
value -1 for the more frequent term in g, if it does not belong
to vocabulary V (c).

D. Term frequency, inverse domain frequency - TF-IDF

Recently, Kim et al. [13] have proposed in 2009 another
index to rank term relevance considering the original idea
of the tf-idf index, which was to identify whereas a term is
suitable to represent a document. In such way, Kim et al. did
not actually proposed a new index, but instead, they proposed
the use of the same tf-idf formulation, but considering the
set of documents of a corpus as a single document. To avoid
confusion, we will refer to this index with the acronym TF-
IDF in uppercase, to differentiate it from the term frequency,
inverse document frequency (tf-idf ).

The TF-IDF index for term t at corpus c, considering a
set of corpora G as proposed by Kim et al. is numerically
expressed by:

TF-IDF(c)
t =

tf(c)t∑
∀t′

tf(c)t′︸ ︷︷ ︸
TF part

× log

(
| G |
| Gt |

)
︸ ︷︷ ︸

IDF part

(6)

where tf(c)t is the term frequency of term t in corpus c; G is
the set of all domain corpora; and Gt is the subset of G where
the term t appears at least once.

It is important to notice that the basic formulation of tf-idf
used as inspiration by Kim et al. proposal is not as robust
as the one of Bell et al. (Eq. 3). For instance, if a term t
appears in all corpora, the IDF part of Eq. 6 will become 0,
and therefore, such term t will have a TF-IDF index also equal
to 0, i.e., it will be considered less relevant than any other
term, regardless its number of occurrences. Another important
difference between Equations 3 and 6 is that Bell et al.’s
(Eq. 3) uses the log of absolute term frequency in the tf
part, while Kim et al.’s (Eq. 6) considers directly a relative
term frequency.

III. PROPOSED INDEX

The goal of all indices presented in the previous section
is to obtain higher numeric values for terms that are relevant
to a given domain, or for more recent knowledge engineering
tasks [14], [15], terms that are suitable candidates for concepts
of an ontology. The raw term absolute frequency (Eq. 1),
obviously indicates a relevance, since a term that is very
frequent is likely to be important to the domain. Also the tf-idf
(Eq. 3) index can be an indicative of relevance, since terms
that are very distinctive to some documents of the corpus are
also likely to be representative of the domain.

The tds (Eq. 4), thd (Eq. 5) and TF-IDF (Eq. 6) indices
have better chance to identifying concepts of a domain because
they use contrasting corpora. Nevertheless, these indices adopt
different approaches that reveals distinct empirical initiatives
to tackle the concept identification problem.

The first difference is how these indices take the occurrences
of terms in the domain corpus into account. The tds (Eq. 4)
and TF-IDF (Eq. 6) indices compute a relative frequency of
the term, since the term probability (p(c)t ) for tds and the tf part
for TF-IDF are computed as the absolute frequency divided
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by the total number of terms in the domain corpus. The thd
(Eq. 5) index, however, computes a normalized rank value,
that, even though being computed according to the absolute
frequency, delivers a linear relation1 among all terms.

The second difference resides in the effect brought by the
occurrence of terms in contrasting corpora. The tds (Eq. 4)
index penalizes the terms that occurs in the contrasting corpora
by dividing its probability in the domain corpus by the
probability in the contrasting corpora. The thd (Eq. 5) index
also penalizes the terms that occurs in the contrasting corpora,
but in this case it subtracts the normalized rank value in the
domain corpus by the normalized rank value in the contrasting
corpora. The approach for TF-IDF (Eq. 6) index is quite
different, since it rewards the terms that are unique to the
domain corpus by multiplying the relative frequency by the log
of the number of corpora. Such reward decreases as the term
appears in other contrasting corpora, until it drops to 0 when
the term appears in all corpora. It is important to notice that
this reward decreases proportionally to the number of corpora,
but it is independent to the number of term occurrences in
contrasting corpora.

We propose a new index to estimate the term relevance
to a domain following the same idea of contrasting corpora,
but we propose differences in the way term occurrences in
the domain corpus are taken into account, and most of all, in
the effect brought by occurrences in the contrasting corpora.
Specifically, we propose a representation to this effect called
“disjoint corpora frequency” (dcf ), which is a mathematical
way to penalize terms that appear in contrasting corpora
proportionally to its number of occurrences, as well as the
number of contrasting corpora in which the term appears.

A. Term frequency, disjoint corpora frequency - tf-dcf

Our proposal, like other contrasting corpora approaches,
is based on a primary indication of term relevance and a
reward/penalization mechanism. The basis of tf-dcf index is
to consider the absolute frequency as the primary indication
of term relevance. Then, we choose to penalize terms that
appear in the contrasting corpora by dividing its absolute
frequency in the domain corpus by a geometric composition
of its absolute frequency in each of the contrasting corpora.
The tf-dcf index is mathematically expressed, for term t in
corpus c, considering a set of contrasting corpora G, as:

tf-dcf(c)t =
tf(c)t∏

∀g∈G

1 + log
(
1 + tf(g)t

) (7)

The choice of absolute frequency as primary indication of
term t relevance for corpus c, instead of using a relative
frequency (like tds and TF-IDF) or term rank (like thd), aims
the simplicity of the measure for two main reasons:

1It is important to recall, that the distribution of absolute frequency values
is likely to follow a Zipf law [23], i.e., the most frequent term is likely to
have twice the number of occurrences as the second, three times the number
of occurrences of the third, and so on.

• We do not consider that there is a need for linearization
brought by the use of the term rank, as for thd index,
nor there is a need to make explicit the normalization
according to the corpus size, as for tds and TF-IDF; In
fact, any normalization according to the corpus size still
remain possible after the tf-dcf computation;

• We consider that keeping a relation with the absolute term
frequency preserves the index intuitive comprehension,
since the tf-dcf index numeric value will be smaller (if
the term appears in the contrasting corpora) or equal to tf
(if the term does not appear in the contrasting corpora).

The geometric composition of absolute frequencies in the
contrasting corpora chosen to express the penalization, i.e., the
divisor in Eq. 7, tries to encompass the following assumptions:
• The number of occurrences of a term in each of the

contrasting corpora is distributed according to a Zipf
law [23], and to correctly estimated this importance, a
linearization of this number of occurrences must be made;

• A term that appears only in the domain corpora should
not be penalized at all, i.e., terms that do not occur in the
contrasting corpora must have the divisor equal to 1; and

• A term that appears in many corpora is more likely to
be irrelevant to the domain corpus, than those terms that
appears in fewer corpora.

Because of the first assumption, we choose to consider
a log function to compute the absolute frequency in each
contrasting corpora (tf(g)t ). This decision follows the same
principle adopted in the original proposition of tf-idf measure
proposed by Robertson and Spärck-Jones [16].

The second assumption made us adapt this log function with
the addition of value 1 inside and outside the log function
in order to deliver a value equal to 1 when the number of
occurrences of a term in a contrasting corpora is equal to 0.
This decision follows the same principle adopted to the Bell
et al. [21] to express their formulation of tf-idf measure.

Finally, the third assumption led us to employ the product
of the log of occurrences in each contrasting corpora. The
product represents that the importance of occurrences grows
geometrically as it appears in other corpora. In fact, according
to our formulation a term is more likely to be irrelevant for
a domain corpus when it appears few times in many multiple
contrasting corpora, than if it appears many times in just few
contrasting corpora. Additionally, the product is compatible
with the idea to have a divisor equal to 1 when a term appears
only in the domain corpus.

IV. PRACTICAL RESULTS

The practical application of the proposed index is meant to
illustrate its effectiveness and some basic characteristics of tf-
dcf according to the contrasting corpora used. The experiments
were conducted over Brazilian Portuguese corpora, using a
linguistic-based term extraction tool to provide terms and their
number of occurrences. Nevertheless, corpora in any language
submitted to any kind of extraction could be employed without
any loss of generality.
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A. The chosen corpora

The chosen test bed was one corpus from Pediatrics do-
main [24] with 281 documents from The Brazilian Journal
on Pediatrics. This corpus (PED) was chosen because of the
availability of reference lists of relevant terms.

Four other scientific corpora were used as support for
definition of specific Pediatrics terms. These corpora have
approximatively 1 million words each and their domains
are: Stochastic modeling (SM), Data mining (DM), Parallel
processing (PP) and Geology (GEO) [25]. Tab. I summarizes
the information about these corpora.

Table I
CORPORA CHARACTERISTICS.

documents sentences words
Pediatrics PED 281 27,724 835,412
Stochastic Modeling SM 88 44,222 1,173,401
Data Mining DM 53 42,932 1,127,816
Parallel Processing PP 62 40,928 1,086,771
Geology GEO 234 69,461 2,010,527

B. Extraction tools

The extraction procedure of terms and their frequencies
was made by a two step process. First the documents were
annotated by the Portuguese parser PALAVRAS [26]. Then
the PALAVRAS output, i.e., a set of TigerXML files, was
submitted to ExATOlp term extractor [27].

PALAVRAS and ExATOlp joint application delivers high
quality term lists, since the extracted terms are noun phrases
found in the corpus and their frequencies. The extracted noun
phrases were filtered according to ExATOlp heuristic rules
aiming the output of noun phrases as meaningful as possible.
These heuristics goes from simple exclusion of articles, but
also quite ingenious ones like detection of implicit noun
phrases2 [28].

C. Extracted terms and reference lists

The extracted terms were divided in two lists, bigrams and
trigrams. Single terms and those with more than three words
were not considered in the evaluation, since they were not
included in the hand-made reference list constructed by termi-
nology laboratory TEXTECC (http://www6.ufrgs.br/textecc/).

The reference lists were produced by a careful and laborious
process that involved terminologists, domain specialists (Pedi-
atricians) and academic students. These lists are available for
download at TEXTECC website and they have been used for
practical applications including glossary construction, trans-
lation aid, and even ontology construction. These reference
lists are composed by 1,534 bigrams and 2,660 trigrams and
they can also be consulted at http://ontolp.inf.pucrs.br/ontolp/
downloads-ontolplista.php.

The full extracted term lists delivered by PALAVRAS and
ExATOlp for the Pediatrics corpus were composed by 15,483

2Implicit noun phrases are, for example, “sick children” and “healthy
children” that can be extracted from the sentence “Sick and healthy children
can be treated.”.

distinct bigrams and 18,171 distinct trigrams. To each of these
lists the computed indices were:
• tf the absolute term frequency (Eq. 1);
• tf-idf the term frequency, inverse document fre-

quency (Eq. 3) with the basic formulation from Bell et
al. [21] aggregated with the sum proposed by Manning
and Schütze [8] to be used as an example of index not
using contrasting corpora;

• tds the term domain specificity (Eq. 4) proposed
by Park et al. [11];

• thd the termhood (Eq. 5) proposed by Kit and
Liu [12];

• TF-IDF the term frequency, inverse domain fre-
quency (Eq. 6) proposed by Kim et al. [13]; and

• tf-dcf the term frequency, disjoint corpora fre-
quency (Eq. 7) proposed in the previous section of this
paper.

D. The impact of different measures on frequent terms

Observing in detail some terms in the extracted lists it
is possible to have a better understanding of the effect of
each index, and, therefore, the benefits brought by tf-dcf as
relevance index. Tab. II presents the top ten frequent terms, i.e.,
the ten terms with more absolute occurrences in the Pediatrics
corpus. In this table it is shown the number of occurrences
of the term in each corpora, i.e., Pediatrics (PED), Stochastic
modeling (SM), Data mining (DM), Parallel processing (PP)
and Geology (GEO). Additionally, the last column (ref. list)
indicates wether the term belongs (“IN”) or not (“OUT”) to
the reference list.

Table II
OCCURRENCES FOR FREQUENT TERMS FROM PEDIATRICS CORPUS.

term in Portuguese (translation) PED SM DM PP GEO ref.
list

aleitamento materno (breast feeding) 306 0 0 0 0 IN
recém nascido (new born) 299 0 0 0 0 IN
faixa etária (age slot) 234 0 6 0 0 IN
presente estudo (current study) 188 4 1 0 67 OUT
leite materno (mother’s milk) 163 0 0 0 0 IN
idade gestacional (gestacional age) 144 0 0 0 0 IN
ventilação mecânica (mechanical ventilation) 138 0 0 0 0 IN
via aérea (airway) 120 0 0 0 0 IN
pressão arterial (blood pressure) 112 0 0 0 0 IN
sexo masculino (male sex) 109 7 8 0 0 OUT

The same ten more frequent terms are also shown in Tab. III
with the values for the six presented indices, as well as their
rank according to each of them. For example, in the third
row of Tab. III, the term “faixa etária” (“age slot” in English)
belongs to the reference list and it is ranked as the third term
in the lists sorted with the term frequency (tf - Eq. 1) and
with the term frequency, inverse document frequency (tf-idf -
Eq. 3). In the lists sorted with the other indices this term is
ranked as the 13,281th (for tds - Eq. 4), the fourth (for thd -
Eq. 5), the sixth (for TF-IDF - Eq. 6), and the fifteenth (for
tf-dcf - Eq. 7).

Observing the rank differences between the lists sorted with
the term frequency (tf - Eq. 1) and the term frequency, inverse
document frequency (tf-idf - Eq. 3), we noticed an important
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Table III
ANALYSIS OF FREQUENT TERMS FROM PEDIATRICS CORPUS.

term in Portuguese tf tf-idf tds thd TF-IDF tf-dcf
(translation) Eq. 1 Eq. 3 Eq. 4 Eq. 5 Eq. 6 Eq. 7

aleitamento materno 306 199.18 1.00 1.00 0.0027 306.00
(breast feeding) 1st 1st 1st 1st 1st 1th

recém nascido 299 184.98 1.00 0.99 0.0027 299.00
(new born) 2nd 2nd 1st 2nd 2nd 2nd

faixa etária 234 169.18 0.98 0.93 0.0012 61.46
(age slot) 3rd 3rd 13,281st 4th 6th 15th

presente estudo 188 167.78 0.73 0.50 0.0002 3.99
(current study) 4th 4th 13,429th 42nd 57th 1,276th

leite materno 163 143.23 1.00 0.94 0.0015 163.00
(mother’s milk) 5th 5th 1st 3rd 3rd 3rd

idade gestacional 144 135.60 1.00 0.93 0.0013 144.00
(gestacional age) 6th 7th 1st 5th 4th 4th

ventilação mecânica 138 140.85 1.00 0.91 0.0012 138.00
(mechanical ventilation) 7th 6th 1st 6th 5th 5th

via aérea 120 132.72 1.00 0.90 0.0011 120.00
(airway) 8th 8th 1st 7th 7th 6th

pressão arterial 112 93.27 1.00 0.88 0.0010 112.00
(blood pressure) 9th 19th 1st 8th 8th 7th

sexo masculino 109 125.70 0.88 0.77 0.0003 6.53
(male sex) 10th 9th 13,318th 14th 35th 543th

similarity. The only significantly change occurs for the term
“pressão arterial” (“blood pressure”) that drops from the 9th to
the 19th position. However, this change does not correspond
to a meaningful downgrade, since this term (“blood pressure”)
seems to be as relevant to Pediatrics as, for instance, “via
aérea” (“airway”). In contrast, the quite generic term “presente
estudo” (“current study”) is not affected at all by tf-idf.

Observing the effect brought by the term domain specificity
index (tds - Eq. 4), we realize the lack of precision, since it
assigns an equally important rank to all terms that are not
exclusive to the Pediatrics corpus. Consequently, the terms
that appears in other corpora are cast out of any list of relevant
terms, since, giving the contrasting corpora (SM, DM, PP and
GEO), there is more than 13,000 terms appearing only in
the Pediatrics corpus. The terms “faixa etária” (“age slot”),
“presente estudo” (“current study”) and “sexo masculino”
(“male sex”) are all ranked beyond the 13,000th position.

The list sorted with the termhood index (thd - Eq. 5)
shows the downgrade effect on the three terms appearing
in the contrasting corpora (grey rows in Tabs. II and III).
However, these terms are not sent very low, since even the term
“presente estudo” (“current study”), which is very frequent in
the contrasting corpora (72 occurrences), is downgraded only
to the 42th position.

The list sorted according to term frequency, inverse domain
frequency index (TF-IDF - Eq. 6) shows a stronger effect than
the termhood (thd - Eq. 5), since it is based on the number of
contrasting corpora the term appear. In consequence, the term
“faixa etária” (“age slot”) drops to the sixth position because
it appears also in the Data Mining corpus, while the term
“presente estudo” (“current study”) drops to the 57th position
because it appears in all corpora, but Geology.

It is important to call the reader attention that our proposed
index (tf-dcf - Eq. 7) is the only one that takes into account
both the number of occurrences in the contrasting corpora (as
termhood and term domain specificity), and the number of
corpora in which the term appears (as term frequency, inverse
corpus frequency). For that reason, the downgrade effect in
the list sorted according to our index is the stronger one. Our
index casts out the term “presente estudo” (“current study”)

to the 1,276th position, while it downgrades significantly the
term “sexo masculino” (“male sex”) to the 543th position.
In opposition, the term “faixa etária” (“age slot”) is mildly
downgraded from the third to the fifteenth position.

V. CONCLUSION

This paper presented a novel numerical index to estimate
the relevance of extracted terms with respect to a specific
domain. The inclusion of disjoint corpora frequency (dcf )
component successfully improved the precision of extracted
lists in comparison with the traditional tf and tf-idf, but also
other indices based on comparison with contrasting corpora,
namely term domain specificity [11], termhood [12] and term
frequency, inverse domain frequency [13].

The proposed dcf approach was described here in composi-
tion with the absolute frequency (tf ) and it has the advantage to
keep an analogue semantic of the original absolute frequency
index. If a given term does not appear in other corpora, its tf-
dcf index will be equal to the term frequency, i.e., only terms
appearing in other corpora will be numerically downgraded.
This is not the case of any of the other pre-existent measures.

Our proposal is the follow up to initial studies based on
the comparison with contrasting corpora. Such intuitive idea
was initially proposed during the last 10 years [10], [22], [29],
[11], [12], [13], [15], but, at the authors best knowledge, our
proposal is the first one to pay attention to an correct weighting
of the influence of occurrences of terms in contrasting corpora.

Specifically, our tf-dcf index formulation consider the
product of the log of the number of occurrences in other
corpora as reductive factor for the domain corpus absolute
term frequency. This choice is justified by the fact that term
occurrences are likely to be distributed by a Zipf law [23]. In
Park et al. [11] this fact was ignored. In Kit and Liu [12] this
fact was approached by the rank difference. In Kim et al. [13]
this fact was approached by term relative frequency and the
logarithm in the IDF part. Therefore, our formulation seems
to be mathematically more robust.

The main limitation of the current study is the lack of
thorough experiments with other corpora. We had choose to
limit our experiments to the studied corpora because there
were no sign of availability of data sets previously employed
by other authors. Nevertheless, since the objective of this paper
is to propose the tf-dcf index, it remains as a natural future
work the experimentation of our proposal to a statistically
significant set of corpora. Such future work will demand the
analysis of the proposed tf-dcf index, in comparison with other
indices, in terms of numerical measures, as precision, and the
gathering of corpora and corresponding lists of references.

Another valid future work is the study of heuristics to
choose a good cut-off point to apply in the extracted term lists.
With the use of a simple index of relevance, like the absolute
term frequency, the cut-off point choice seems simple, since it
is enough to define a minimum number of term occurrences.
However, with a more sophisticated one, as the tf-dcf index
proposed here, it is a little less obvious to define a meaningful
and effective cut-off point [30].
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Abstract — The paper suggests a method for analyzing cause and 

effect of technology. The process can be identified as a flowchart 

of technologies over time. The method analyzes term frequency of 

technological terms in patents to identify the prior technologies 

that lead to a new technology and the identified technology 

outcome. The analysis was performed on 4,354,054 patents from 

the US Patent Office from 1975 until today. 

I.  INTRODUCTION 

The problem of identifying new technologies has 
implementations in the area of stock prediction, technology 
venture funds, and government research investment planning. 
The current work presents a method for analyzing technology 
trends and identifying the cause and effect of a given 
technology. The method is based on temporal term frequency 
analysis and identification of similar technologies that present 
exponential growth. These technologies are compared to the 
analyzed technology to identify cause and effect according to 
the prediction ability of each technology based on their 
coefficient of determination value over a delta time difference 
from the original technology.   

II. RELEATED WORK 

Previous work in Information Retrieval (IR) has targeted 
patent documents. During the NTCIR Workshops [1], [2] a 
patent retrieval task was organized in which a test collection of 
patent documents was produced and used to evaluate a number 
of participating IR systems. In the NTCIR-3 Patent Retrieval 
Task, participant groups were required to submit a list of 
relevant patent documents in response to a search topic 
consisting of a newspaper article and a supplementary 
description. Search topics were in four languages. All topics 
were initially written in Japanese and were manually translated 
into English, Korean, and traditional or simplified Chinese. In 
NTCIR-4 the search topic files were Japanese patent 
applications that were rejected by the Japanese Patent Office. 
The English patent abstracts were human translations of the 
Japanese patent abstracts. Currently, the NTCIR tasks aim at 
machine translation of sentences and claims from Japanese to 
English. Other work analyzed Japanese-English cross-language 
patent retrieval using Kernel Canonical Correlation Analysis 
(KCCA), a method of correlating linear relationships between 
two variables in the kernel defined by feature spaces [3]. 

The Workshop of Cross-Language Evaluation Forum 
(CLEF 2009) [4] gave separate topic sets for the language 

tasks, when the document language of the topics was English, 
German, and French. CLEF-IP included Prior Art Candidate 
Search task (PAC) and Classification task (CLS). Participants 
in the PAC task were asked to return documents in the corpus 
that could constitute prior art for a given topic patent. 
Participants in the CLS task were given patent documents that 
had to be classified using the International Patent Classification 
codes. In addition, evaluations were performed on chemical 
datasets in chemical IR in general and chemical patent IR in 
particular. A chemical IR track in TREC (TREC-CHEM) [5] 
addressed the challenges in chemical and patent IR. 

Previous work analyzes automatic patent retrieval, while 
this work describes a method that involves a manual decision 
process assisted by an automatic suggestion of relevant 
concepts related to patent technology evolution over time.  

III. TECHNOLOGY TEMPORAL ANALAYSIS METHOD 

The technology temporal analysis method is based on 
analyzing a large data set of technology-based documents such 
as patents. The data set is assumed to be organized sequentially 
by date of issue. The method includes identifying the main 
terms related to a given, the next step involves extracting the 
sequential graph describing the frequency of the terms, 
followed by an elimination of graphs with different behavior, 
and finally identification of graphs with closest delta distance 
that represent the cause and effect of the analyzed technology. 

A. Extracting Related Terms 

The first step identifies all the terms related to the 
technology being analyzed. A method to extract the relevant 
terms can include extracting all of the linked terms that appear 
in the technology term description in Wikipedia. The extracted 
term list can be filtered and additional terms can be added 
manually. 

B. Extracting All Graphs 

The second step involves extracting values that represent 
term frequency in a large data set of documents that can 
represent the different technologies. An example of such data 
sets can be patents or research publications. The term 
frequency uses simple keyword search in either the subject, 
abstract, full description of the document, or all of these 
options. The time slot being analyzed usually involves a year 
since smaller time slots can entail high incidents seasonal 
noise. The term frequency has to be weighted since the 
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extraction searches for an increase in term frequency rather 
than just elevated values. The weight method analyzed used 
maxj (tfj) value on all technology term frequencies. Other terms 
such as (tfi - tfi-1)/maxj (tfj) were also evaluated. An example of 
the results of term frequency of related terms to email 
technology is presented in Figure 1 (top). 

C. Elimination Process 

The elimination process includes identifying all the graphs 
that do not represent exponential growth of a new technology. 
The following types of regression functions were analyzed to 
identify the best fitting function for technology growth 
including linear, quadric, cubic, quadratic, exponential, and 
mixed. The best matching function based on a predefined set of 
sample of existing technologies was an exponential regression 
and the values selected as coefficients were based on the 
average values of the sample technology functions: 

y= 0.055558046* 1.160450815^x -0.084088217 

For all technologies, the coefficient of determination R
2
 was 

calculated as the square of the sample correlation coefficient 
between the outcomes and their predicted values in the 
matching function y. If the value of R

2
<0.94, then the 

technology was discarded as not representing new technology 
exponential growth. 

D. Graph Distance 

Once all of the exponential growth technologies have been 
identified, the next step includes classifying technologies that 
are cause, effect, or non-related to the technology being 
analyzed. The coefficient of determination is used again to 
identify the distance between the technology being analyzed 
and all other technologies. A similar process is used based on 
predefined Δt time difference. The Δt represents the possible 
prediction time of one technology affected by the other. The 
last step identifies the number of data samples that appear 
before and after the analyzed technology. If the majority of the 
data samples are before, then the current technology is a 
predictive cause of the current technology (Figure 1 - middle). 
If the majority of samples are after the technology, then the 
current technology is a cause of the new technology, or an 
effect of the analyzed technology (Figure 1 - bottom). 

IV. TECHNOLOGY TEMPORAL ANALYSIS EXPERIENCES 

The analysis was performed on 4,354,054 patents from the 
US Patent Office from 1975 until today. An example of email 
technology is displayed in Figure 1. The method allows an 
identification of contributing technologies which led to the fast 
growth of the email technology. In addition, the method 
enables the elimination of possible irrelevant technologies that 
existed at the time but did not directly contribute directly to the 
analyzed technology. Additional work is currently being 
performed to create an ongoing flow chart of all technologies 
that presented exponential growth and their contribution to 
other new technologies. 
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Abstract - The paper focuses on the issues of introducing 

syntactic expertise into the example-based machine 
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incorporated into the heuristic language processing tools. 

Machine learning techniques are used for expansion of seed 

rules and templates. 
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1 Introduction 

 

The paper deals with the problem of enhancing the 

example-based (set-phrase) machine translation by linguistic 

expertise representing the syntactic rules of parse and 

transfer of the whole sentence structures. The main thesis of 

the set-phrase translation is the statement that the concept 

names in texts are determined by word combinations rather 

than single words, the meaning of units of higher level 

cannot be fully reduced to the sum of meanings of the lower 

level units comprising them [1-6]. Usual approaches to 

machine translation concentrate on the study of words and 

modes of their combinations, being unaware of the two-level 

structure of languages and its crucial implications both for 

linguistic theory and for the construction of the models for 

machine translation. A greater part of the expertise of our 

system resides outside the lexicon, in a body of knowledge 

about how meanings and operations on meanings are 

distributed with reference to the symbolic expressions of 

language. 

The basic method of the set-phrase machine translation 

is single-step compiling of bilingual frequency dictionaries 

of words and set-phrase word combinations (Fig. 1). 

The systems of machine translation of texts simulate 

operation of a human translator. Their efficiency depends on 

how the nature of language operation and mentation are 

taken into account, and this nature has not yet been 

adequately studied. Therefore, developers, dealing with the 

problem of machine translation, must take into account the 

experience in international communication and translation 

that has been accumulated by human and machine 

translators. That experience testifies that in the process of 

text translation the phraseological word combinations 

expressing the concepts rather than single words are the 

basic units of sense. The concepts are the elementary 

intellectual images, by the use of which it is possible to 

create more complex intellectual image corresponding to 

translated text.  

In this case, the single words were considered to be 

basic units of sense expressing the concepts, and the sense 

of larger speech units (word combinations, phrases and 

utterance-length units) was supposed to be determined on 

the base of the sense of words comprising them. In 

dictionaries the use of word combinations along with single 

words was also admitted. But these combinations were 

mainly the idiomatic expressions, and their amount in 

dictionaries of machine translation systems was negligible in 

comparison with the amount of single words. Statistical 

machine translation allows to select the variant for the word 

combination translation based on matching frequency of the 

language pair elements. 

A weak point of statistical systems is partial or total 

absence of a mechanism of grammatical rules analysis for 

the source and target languages. A system which does not 

analyze the text from the point of view of grammar is unable 

to release the correct translation of semantically complex 

texts. 

2 Method and implementation of the 

set phrase machine translation 

 The starting point of our semantic operators 

establishment is the phrase structure level. The structures 

are segmented on the semantic principle of functional 

transferability, i.e. these structures should be “translatable” 

which is not always the case if the existing phrase structure 

grammars are employed. The orientation at the semantic-

syntactic and mainly word-by-word translation alone could 

not lead to the solution of the basic problems of machine 

translation, because within language and speech the sense of 

units of higher level, as a rule, cannot be reduced or fully 

reduced to the sense of the lower level units comprising 

them. Almost all known systems related to traditional 

machine translation systems, developed in that direction. 

Later the developers of traditional systems began to include 

more terminological word combinations into their 

dictionaries.  

The concept of translation memory (sentence memory) 

appeared as an alternative to traditional machine translation. 

That concept can be regarded as an attempt to realize the 
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idea of Japanese computer scientist Makoto Nagao, that in 

the process of machine translation it is necessary to use the 

large corpora of parallel texts, earlier translated by humans 

[7-10]. A more adequate approach is based on the concept 

of statistical machine translation (statistics-based machine 

translation), which is defined by some authors as a "sort of 

machine translation of texts, based on comparing of large 

corpora of language pairs". In contrast to traditional 

machine translation, statistical approach is based on 

statistical computation of matching probability and does not 

use the linguistic algorithms. Large corpora of parallel texts 

are necessary for operation of this system. A statistical 

mechanism of text analysis is used in the process of 

translation. This mechanism allows to select the variant for 

the word combination translation based on matching 

frequency of the language pair elements. A weak point of 

statistical systems is partial or total absence of a mechanism 

of grammatical rules analysis for source and target 

languages.  

 

 
Fig. 1. The MetaPhrase translation system environment: set phrases with translations from parallel texts. 

 

3 Translation memory and example-

based translation 

A translation memory, or TM, is a database that stores 

so-called "segments", which can be sentences, paragraphs or 

sentence-like units (headings, titles or elements in a list) that 

have previously been translated, in order to aid human 

translators. The translation memory stores the source text 

and its corresponding translation in language pairs called 

“translation units”. The idea to create machine translation 

systems on the base of previously translated texts presented 

in the form of "large corpora of language pairs" is not 

objectionable. It can be realized in different ways. The first 

way provides text translation with the use of statistic 

analysis of large corpora of bilingual texts in the process of 

translation. This way is "statistical machine translation". 

The second way is connected with a single-step compiling 

of bilingual frequency dictionaries of words and 

phraseological word combinations. The creators of the 

systems of the set-phrase machine translations follow the 

second way. This way excludes the fatal dependence of the 

translation process on availability of large volumes of 

parallel texts and quality of their translation. 

The systems of phraseological machine translation are 

based on the theoretical concept, the main thesis of which is 

a statement that the concept names in texts are determined 

by word combinations rather than single words. Therefore, 

in the process of text translation from one language to 

another, it is necessary to use the phraseological 

combinations expressing the concepts, relationships between 

concepts and the typical situations rather than single words 
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as basic units of sense. The single words may also be used if 

the translation with the help of the phraseological word 

combinations fails.  

In compliance with that thesis, the system of 

phraseological machine translation must comprise the 

knowledge base of translation equivalents for most frequent 

phrases, phraseological combinations and single words. In 

the process of text translation the system should use the 

translation equivalents stored in its knowledge base in the 

following order: at first, an attempt to translate the 

successive sentence of the source text as the integral 

phraseological unit is made; then, if this attempt fails, words 

combinations being a part of the sentence should be 

translated; and, finally, if both above-mentioned attempts 

fail, word-by-word translation of the text fragments is 

performed. The fragments of the target text translated with 

the use of all three approaches, must grammatically agree 

with one another with the help of procedures of 

morphological and syntactic synthesis). Let's give 

consideration to this conception in detail. It is necessary to 

apply the following principles in the process of development 

of phraseological machine translation systems: 

1. The phraseological units (word combinations and 

phrases).are basic language and speech units, which should 

be primarily included in the computerized dictionary. 

 2. Along with the phraseological units composed of 

continual word sequences, so called "speech models", 

phraseological units with slots that may be filled with 

different words and word combinations, generating 

meaningful segments of speech, may be used in machine 

translation systems.  

3. Real texts, without regard to their subject area, tend 

to be polythematic, if they have sufficiently large size. 

These texts differ from each other not so much by word 

stock as by probability distribution of occurrence of 

different words and word combinations from national word 

stock in them. Therefore, the computerized dictionary 

designed for translation of the text belonging to a single 

subject area must be polithematic, not to speak of translation 

of texts belonging to different subject areas.  

4. Systems of phraseological translation need high-

volume computerized dictionaries. Such dictionaries should 

be created on the base of computer-aided processing of 

parallel texts - bilingual texts, which are translations of each 

other, and in the process of translation system operation. 

 5. Along with the main high-volume polithematic 

dictionary, it is also reasonable to use a set of additional 

small-volume highly specialized dictionaries in systems of 

phraseological machine translation. The additional 

dictionaries should only contain information missing from 

the main dictionary (for example, data on priority translation 

equivalents of word combinations and words for different 

subject areas, if these equivalents are not equal to priority 

translation equivalents of the main dictionary). 

 6. The main means for solution of the problem of 

words polysemy in phraseological translation systems is 

their use in phraseological word combinations. The 

additional means is a set of additional specialized 

dictionaries, where the priority translation equivalent 

specific for subject area in question is identified for each 

multiple-meaning word or word combination. 

7. The procedures of morphological and syntactic 

analysis and synthesis of texts that are built on the base of 

linguistic analogy may play a major role in the systems of 

phraseological machine translation of texts. These 

procedures allow us to give up storing large amounts of 

grammatical information in dictionaries and generate it 

automatically in the process of translation when the need 

arises. They make the translation system open - able to 

process texts with "new" words. 

 8. Along with text translation in automatic mode, it is 

reasonable to provide for an interactive mode of operation 

for the systems of phraseological machine translation. In 

that mode the user should have potentiality to intervene in 

the translation process and adapt the additional 

computerized dictionaries for the subject area of the 

translated text.  

 

4 Adult learning memory metaphor  

Human cognitive systems are likely to be conditioned 

by principles of efficiency. It is best to concentrate on 

frequency in search for repeating patterns. There is a clear 

theoretical justification in associationist psychology for 

regarding frequency as an important variable in learning. 

The importance of frequency was recognized in [11, 12, 13].  

Actually, our approach takes into account the following 

principal conclusions: 

 human language mechanisms employ a number of 

complementary techniques, the core being the demand for 

generalization which is presented in the system of grammar 

rules; 

 the disambiguation process, as well as picking out the 

particular sense of a given language unit in a given context, 

is to a great extent similar to the way parallel texts in 

different languages are aligned, the “statistical mechanisms” 

incorporated into human brain being at work; 

 operation by ready patterns which have been 

successfully learned at previous stages of a human language 

activity, and which are stored in the human memory without 

being subjected to further analysis. This mechanism is 

simulated in a number of modern machine translation 

systems, and is known as “translation memory”.  

Hence, the computational simulation of language 

processing mechanisms should employ procedures for all 

these activities to be more adequate to the complicity of the 

task. The “adult learning memory” (ALM) means that the 

system will be supplied with the “adult rule kit” – a starter 

set of about 300 rules stating the structural semantic 

correspondences between source and target languages.  

The machine translation technique will comprise 

analysis, transfer and generation across the functional – 
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categorial values of language units. The core set of language 

structures designed for the transfer will be upgraded taking 

into account the cases of categorial shifts and structural 

polysemy in accordance with the Generalized Nucleus Law 

[14]. 

The process of structural patterns recognition will be 

performed basing on the multiple transfer rule set and the 

probabilistic functional tree substitution grammar (PFTSG) 

[15]. New language patterns will be acquired with the 

employment of machine learning methods.  

The rule system design is a sophisticated task, and will 

employ the following techniques: 

“Didactic Expertise” (DE) which includes didactical 

competence and sufficient language structures coverage: 

singling out and stating first the most important (highly 

relevant) rules covering the systems of the source and target 

languages on the basis of functional similarity.  

“Interpreter Expertise” (IE) consists in bridging the 

gap and establishment of correspondences between the 

source and target language structures. A very important 

interpretation technique employing the segmentation of 

structures will be carried out on the basis of the functional 

transfer principle. Segmentation and unification of 

utterances in the course of translation is a major task for 

human professional interpreters. The selectivity of 

languages as to the choice of specific characteristics of 

description of one and the same situation results in 

numerous distinctions, and one of the most crucial of them 

is the degree of particularity in conveying a referential 

situation. Therefore, a situation which in one language is 

described by means of one specific feature, in another 

language may require two or more characteristics. 

5 Syntactic rules in digital dictionaries 

Syntactic rules in the set-phrase machine translation are 

part of the dictionary enties representing the syntactic 

information as the sequeces of the categorial tags for the 

phrasal segments acquired by the system from parallel texts. 

At first glance, the machine translation concept offered by 

professor Makoto Nagao in 1984 [7-10] fundamentally 

differs from the concept, formulated by professor G.G. 

Belonogov [1-6] nine years earlier. But this is not true. 

Indeed, in the process of practical realization of Makoto 

Nagao’s concept, it is difficult to imagine that the text 

written in any language is completely the same as another 

text written earlier and translated into foreign language. It is 

not to be expected that this text contains  long fragments 

(chapters, paragraphs and etc.),  that are the same as the 

fragments of the text written and translated earlier but, as 

our investigations showed,  the continuous texts fragments 

including over ten words  repeat on rare occasions - their 

total frequency doesn’t exceed 1%. It is necessary to use 

only short sentences, single words and text fragments (word 

combinations) including less than 10-12 words. This is the 

semantic-syntactic phraseological translation (see Fig. 2). 

Of course, along with the translation equivalents of the 

relatively short fragments of texts, it is possible to include 

the translation equivalents of longer fragments in the 

computerized dictionaries. But in this case one should keep 

in mind, that the computerized dictionaries will be filled 

with "dead" ballast, i.e. with the dictionary entries, which  

will be used on rare occasions  or will not be used at all in 

the process of text translation.  

When developing the systems of phraseological 

machine translation, most difficult and time-consuming 

problem is a problem of compiling sufficiently high-volume 

computerized dictionaries. The quality of translation 

depends on the volume of these dictionaries and on the 

quantity of the phraseological word combinations in them. 

And those volumes need to be sufficiently large to provide 

the good covering of texts.  

It is known, that in modern languages of the world (for 

example, in Russian or English) the amount of different 

words exceeds one million, and the amount of concept 

names determined by word combinations exceeds hundreds 

of millions. The authors of this article came to this 

conclusion on the basis of many years' experience of the 

statistical study of texts. Confirmation of such viewpoint is 

the report of All-European terminological centre "Infoterm" 

(Vienna, Austria, 1998), in which it was found that in 

modern languages of the world, such as English and 

German, a total amount of different terms exceeds 50 

million, and nomenclature of goods exceeds 100 million. It 

is well known, that the connected texts consist of not only 

terms and names of goods. 

The computerized dictionaries of such volume cannot 

be created quickly, but as experience shows, it is possible to 

achieve satisfactory quality of translation at the first stage in 

the presence of only several millions of entries in 

dictionaries, at least 80% of which should be word 

combinations. In this case the polithematic texts have the 

coverage of about 99, 7%.    

Thereafter, the volume of dictionaries must be 

constantly increased and with the growth in amount of 

phraseological combinations, the quality of machine 

translation should improve. This problem cannot be solved 

by manual methods. For its solution, a system of 

computerized compiling and maintenance of the 

computerized dictionaries was created. 

The systems of phraseological machine translation 

should be orientated at translation of texts on business, 

science, technologies, politics and economy. Translation of 

literary texts is a more complex task. But success can be 

also achieved in this area in future, if modern technological 

means are used to compile huge phraseological dictionaries 

for these texts.  
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6 Well-formed nonterminals and 

dynamic rules  

Conventional machine translation systems use rules as 

the knowledge. This framework is called Rule-Based 

Machine Translation (RBMT). The translation mechanism 

which retrieves similar examples from the database, 

adapting the examples to the new source text is called 

Example-Based Machine Translation (EBMT). Enhancment 

of the set-phrase translation with the syntactic parse and 

transfer rules consists in the process of grammar formalism 

design over the set of   cognitive transfer structures. In our 

case a generative unification grammar will be employed 

incorporating the feature-value structures into the hybrid 

system of context-free (and partly context-sensitive) 

productions. The parse and generation will be performed on 

the basis of these rule systems. We assume a 

computationally practical approach of feature-valued head-

driven phrase structure rules for all the languages included. 

The further development of the rules set will be carried 

out on the basis of Semiotic Universal Grammar (SUG) 

principles: the ordering of the tree structures and the head 

features inheritance will be determined by the Nucleus Law 

(stating that the nucleus of a configuration takes on the 

function of this configuration on top of its own function of 

the nucleus of this configuration), and the multiple transfers 

will be supported by the typing strategy proposed in the 

SUG approach [14].  

The rule systems for functional transfer [15] will 

comprise about 350 well-formed nonterminals : grammar 

rules capturing the paradigmatic syntactic structures of the 

Russian and English languges, and the dynamic rules 

represented in the SUG categorial grammar formalism will 

be automatically generated by the system in the course of 

operation and reflect the dynamic character of the actual 

speech (discourse). 

 

 

Fig. 2. Translations of the sentences from Parallel texts in the MetaPhrase system. 

 

7 System performance 

The implementation of the computerized 

phraseological text translation from one language into 

another must have three stages. At first stage, the semantic-

syntactic analysis of the source text is carried out. During 

that analysis the text is split into sentences and then their 

conceptual and syntactic structure is determined. At the 

second stage (at the  transfer stage) the concept names of the 

source  text are substituted  by the concept names in  target  

language and  the information  on the syntactic structure of  

the source  text is transformed into information  required for  

the  target  text synthesis. At the final stage (the stage of 

semantic-syntactic synthesis of the target text) the text in the 

target language is formed. 

The stages listed above are present in the process of 

translation of texts from any language to any other language, 

but their specific content for different pairs of languages has 
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a specific character. This specific character can be seen in 

procedures of semantic-syntactic analysis and synthesis of 

texts, which include the procedures of morphological, 

syntactic and conceptual analysis and synthesis [1-6].  

The set-phrase machine translation based on the 

multilingual dictionaries will operate in the same way, but 

these systems should be complemented with the procedures 

of semantic-syntactic and conceptual analysis and synthesis 

of all languages, which will be included in the system. The 

authors developed the effective technology based on the use 

of principles of linguistic analogy for creation of these 

procedures.  

The computerized dictionaries are the most important 

part of the systems of phraseological machine translation. 

They should have sufficiently large volume, in order to 

cover texts, and should contain mainly word combinations. 

The authors developed the original methods, algorithms and 

programs for automated compiling and maintaining 

dictionaries for the system of phraseological machine 

translation. In cooperation with other specialists, the large-

volume Russian-English and English-Russian phraseological 

computerized dictionaries containing 2, 6 million dictionary 

entries each were compiled. These dictionaries cover 99, 

7% of the lexical content of modern texts and they represent 

the powerful bilingual conceptual model  for a wide  range 

of fields  of human activity . 

 

8 Generation of dictionaries 

The experience in creation of the large-volume 

Russian-English and English-Russian computerized 

dictionaries convinced authors, that Russian and English 

texts, which are translations to each other (for example, 

bilingual titles of the documents),  can serve as the most 

reliable source for dictionaries compiling.  

The compiling of the computerized dictionaries with 

the use of bilingual texts was carried out both manually and 

with the assistance of computers. The manual dictionary 

making requires huge expenditures of human labour. 

Therefore the authors of the article developed the procedure 

for automated dictionary making [3].This procedure is based 

on the hypothesis, that in numerous bilingual pairs of 

sentences, which are translations to each other and which 

contain the same word or word combination of one of the 

languages, the word or word combination of another 

language, which is the translation of this word or word 

combination has maximal occurence frequency.  

The procedure was used for processing bilingual 

(Russian and English) titles of the documents from the 

databases of VINITI (All-Union Scientific and Technical 

Information Institute). In this case more than one million 

pairs of the document titles were processed. The 

computerized dictionaries of MetaPhrase system can be 

corrected and completed in the process of text translation in 

the interactive mode. In that mode there is an opportunity to 

identify the words and word combinations, which have no 

translation equivalents in the dictionary or these equivalents 

do not comply with the context or several equivalents are 

given, but the first equivalent does not comply with the 

context.  These equivalents can be replaced by the 

equivalents complying with the textual context. 

In compliance with the method described above, the 

large-scale experiment on compiling English-Russian 

frequency dictionaries on the base of the automated concept 

analysis of English and Russian titles of the documents, 

which are translations to each other, was carried out. For 

this purpose, the corpus of English titles of the 

polithematical documents and their Russian translations 

having the volume of about 2 million pairs of sentences 

from the VINITI's databases (1994-1999) were processed. 

The total volume of the corpus of texts is 390 Mb.  

In the process of research three English-Russian 

frequency dictionaries were created: 

1. The dictionary, items of which are the combinations 

of fragments of English and Russian titles of documents, 

between which the translation equivalents were determined 

with the assistance of MetaPhrase system;  

2. The dictionary, items of which are fragments of  

titles of documents, between which the translation 

equivalents were not determined, but they are surrounded by 

the other fragments, between which such equivalents were  

determined , or by signs of beginning or end-of-the title; 

 3. The dictionary, items of which are fragments of 

English and Russian titles of documents, between which 

translation equivalents were determined  on the initial stage 

of titles processing.  

The first frequency dictionary includes bilingual 

phraseological word combinations containing 2 to 16 words. 

It had 3.127.363 dictionary entries.  

The value of the dictionary in question is that it 

contains translation equivalents between English and 

Russian fragments of titles of documents, which are longer 

than their fragments selected at the first stage of conceptual 

analysis of titles. Each of the newly formed dictionary 

entries practically has just one translation version of English 

word combination (the percentage of dictionary entries 

having more than one version of translation is less than 0.1).  

The second frequency dictionary includes translation 

equivalents between fragments of titles of documents that 

were not found at the initial stage of conceptual analysis of 

these titles. This dictionary contains 1.825.612 dictionary 

entries. The most frequent dictionary entries have the 

frequency of 1.008, and infrequent dictionary entries have 

the frequency equal to one. 87% of dictionary entries have 

the frequency equal to one. A spot-check of the dictionary 

showed that about 50 % of translation equivalents were 

incorrect. The quantity of such translation equivalents can 

be reduced at the final stage of dictionary making, if the 

procedure of semantic-syntactic checking   is applied.  After 

that, the dictionary must be edited by humans.  

The third frequency dictionary contains translation 

equivalents between fragments of English and Russian titles 
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of documents that were found at the initial stage of 

processing of these titles. It contains 387.025 dictionary 

entries. The most frequent dictionary entries have the 

frequency of 4.985, and most infrequent dictionary entries 

have the frequency equal to one. 56% of dictionary entries 

had the frequency equal to one. 

This dictionary contains only translation equivalents of 

English concept names, which are found in Russian titles of 

documents. Therefore, it proved to be tuned to the subject 

field of translated titles. It allows to consider the compiling 

procedure of such a dictionary as a means for automated 

creation of thematically oriented dictionaries.  

 

9 Conclusion 

The modern multilingual machine translation systems 

should be based on set-phrase translation enhanced by 

functionally motivated grammar. The extensive application 

of the means for automation allowed the authors to 

essentially reduce expenditures of human labour in the 

process of creation of the MetaPhrase system, and therefore, 

to reduce the creation cost of such systems. The main 

method for syntactic model enhancement in the set-phrase 

machine translation is including well-formed non-terminals 

in the general system of sentence analysis. The non-

terminals constitute the complete parse tree of a sentence 

comprising set-phrase models. The dynamic formation of 

syntactic structures is supported by alternative categorial 

grammar parse on the basis of the rules dynamically 

extracted from parallel corpora.  

Further research and development is connected with 

the expansion and semantic structuring of dictionaries and 

syntactic transformations introduction. The synergistic 

approach built on the joint employment of the rule-based 

and example-based approaches will provide new insights 

into the language processing theory and practice. This will 

also be important in developing more efficient educational 

programs for computer science and computational 

linguistics courses. 

 

10 References  

[1] Belonogov, G. G., Khoroshilov, Alexander A., 

Khoroshilov, Alexei.  A. Phraseological Machine 

Translation of Texts from Natural Languages to Other 

Natural Languages. Col:"Scientific-Technical Information", 

Series 2. - M.: VINITI, 2010, № 10. 

[2] Belonogov, G. G., Khoroshilov, Alexander A., 

Khoroshilov, Alexei A.  Automatization of compiling of 

English-Russian bilingual phraseological dictionary using 

the corpora of bilingual texts. Col.: “Scientific Technical 

Information”, Series 2. - M,  VINITI, 2010, № 5. 

[3] Belonogov, G. G., Gilyarevskij, R. S., Khoroshilov, 

A.A. On the nature of information. Col.:"Scientific 

Technical Information”, Series 2. - 2009. - № 1. 

[4] Belonogov, G. G., Kalinin, Yu. P., Khoroshilov, 

Alexander A., Khoroshilov, Alexei A. Systems of 

Phraseological Machine Translation of Texts. Theoretical 

Preconditions and Experience in the Development. - M.   

2007. 

[5] Belonogov, G. G., Kalinin, Yu. P., Khoroshilov, A. A. 

Computational linguistics and Advanced Information 

Technologies. Theory and Practice of Constructing of 

Automatic Text Processing Systems. - M.   2004. 

[6] Belonogov, G. G., Bystrov, I. I., Kozachuk, M V., 

Novoselov, A. P., Khoroshilov A.A. Automated Conceptual 

Text Analysis. Col.  :” Scientific Technical Information”, 

Series 2. - 2002.  № 10. 

[7] Nagao, M. A Framework of a Mechanical 

Translation between Japanese and English byAnalogy 

Principle. In A. Elithom and R. Banerji (ed.), Artificial and 

Human Intelligence, North-Holland, P. 173-180. 1984.  

[8] Nagao, M. 1988 "Language Engineering: The Real 

Bottleneck of Natural Language Processing", Proceedings 

of the 12th International Conference on Computational 

Linguistics.Nirenburg, S. 1987 Machine Translation, 

Cambridge University Press, 350. 

[9] Sato, S. and Nagao, M. Toward Memory-Based 

Translation. Proceedings of the 13th International 

Conference on Computational Linguistics. 1990. 

[10] Sumita, E., Iida, H. and Kohyama, H. Translating 

with Examples: A New Approach to Machine Translation", 

Proceedings of The Third International Conference on 

Theoretical and Methodological Issues in Machine 

Translation of NaturalLanguages, Texas, 203-212. 1990. 

[11] Wolff, J. G. Frequency, conceptual structure and 

pattern recognition. British Journal of Psychology, 67,  377-

390, 1976. 

[12] Wolff, J. G. Language acquisition and the 

discovery of phrase structure. Language & Speech, 23, 255-

269, 1980. 

[13] Wolff, J. G. Cognitive development as 

optimization. In L. Bolc (Ed.), Computational models of 

learning. Heidelberg: Springer-Verlag 1987. 

[14] Shaumyan, S. Categorial Grammar and Semiotic 

Universal Grammar. In Proceedings of The International 

Conference on Artificial Intelligence, IC-AI’03, Las Vegas, 

Nevada, CSREA Press, 2003. 

[15] Kozerenko, E.B. Cognitive Approach to Language 

Structure Segmentation for Machine Translation Algorithms 

// Proceedings of the International Conference on Machine 

Learning, Models, Technologies and Applications, June, 

23-26, 2003, Las Vegas, USA.// CSREA Press, pp. 49-55, 

2003. 

Int'l Conf. Artificial Intelligence |  ICAI'12  | 1109



 

1110 Int'l Conf. Artificial Intelligence |  ICAI'12  |




