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Abstract - Curriculum design and development for Computer
Science and similar disciplines as a formal model is
introduced and analysed. Functions of education process as
knowledge delivery and assessment are analysed. Structural
formation of curriculum design is presented using definitive,
characteristic and predictive functions. The process of change
in the discipline is described and analysed. The algorithm to
determine the core of the discipline is developed. Functions of
the core moving and merging are introduced and analysed. A
new assessment technique, multiple choice answers approach
(MCAA) with several right and not mutually exclusive
answers from a larger set of answers, is introduced. MCAA,
even though developed as an assessment technique, also
facilitates the formation of reliable coverage of subject
curricula. The rigorous formation of assessment becomes an
essential segment of curriculum design and development.
Levels of applicability are explained showing the practical
effectiveness of the proposed approach. A trial application in
a real module of computer science showed promising results.
Schemes of student progress assessment are introduced
including analysis of success and protection from guessing,
using penalty functions. Schemes of further development and
directions for further research are discussed.

Keywords: Curriculum Design, Curriculum Development,
Curriculum Core, Theory of Classification, Formalisation,
Multiple Choice Answer Approach, Penalty Function.

1 Introduction

Computer Science is a relatively new and fast growing
discipline for teaching. It absorbs different theoretical and
technical results from different disciplines and creates a
fusion which penetrates and influences many aspects of
human life. Computer Science is, in fact, the theoretical base
for the fastest ever growing area of technological
development, that of Information Technology (IT). At first
glance, Computer Science as a discipline should absorb its
own technical applications (IT), but previous attempts to do
this failed. It is, therefore, necessary to create a ‘bridge over
troubled water’ and make curriculum design, development
and assessment more connected and, where possible,
rigorously designed.

The need for such an effort evidently grows day by day,
as one of the fathers of Computer Science, Dijkstra, in his
letter [1] to the Communications of the ACM, admits; “I
would therefore like to posit that computing’s central
challenge, viz. "How not to make a mess of it," has not been
met. ... You see, while we all know that unmastered
complexity is at the root of the misery, we do not know what
degree of simplicity can be obtained, nor to what extent the
intrinsic complexity of the whole design has to show up in the
interfaces. ... To put it bluntly, we simply do not know yet
what we should be talking about...”

This work attempts to form a logical core of curriculum
design for computer science and similar disciplines. Initialy,
the main terms used are defined and the role of education as a
very important driving force in the improvement of life for the
society at large is identified. Existing models of curriculum
development and their drawbacks are briefly discussed.
Curriculum design as information processing is then analysed
and further developed by the introduction of three main
functions in discipline construction: definitive, characteristic
and predictive. The core of the discipline, the way of its
selection and its main features: moving and merging, are
analysed and discussed. The authors also focus on the issue of
assessment and address this as pat of curriculum
development and a new type of assessment, Multiple Choice
Answers Approach (MCAA) is introduced, and is supported
by a scheme for its implementation as well as suggestions for
a penalty function. Our goal is to create a new assessment
methodology, which, apart from assessing the students, also
enables us to estimate the quality of teaching delivery. The
creation of an automatic (or semi-automatic) assessment
procedure along with the development of an algorithm for the
selection of the most important material for assessment will
help in estimating the quality of teaching delivery. A result
from such an assessment for a concrete module from
Computer Science is presented. Finally, further work and
open problems in the further development of our approach are
outlined.

By considering the following facts about Computer

Science and other similar disciplines, one readizes that the
need for this work becomes multi-fold:
e Computer science in general suffers from a snowball of
information, useful and otherwise [1], which cannot be
handled, properly processed or justified for teaching
purposes.



e Standard analysis of the learning outcomes mostly serves
to indicate the general performance through the use of
statistics and has very limited module or student meaning.

o Thelevel of competency of students varies enormously.

« Even though socia demand to help students with
different backgrounds get high levels of education is present,
the resources to match these demands are limited.

If the strategic aim of this work is to be achieved,
Computer Science as a discipline for teaching must be
modified to incorporate IT, tuned for purpose, thus resulting
in a more efficient and effective teaching process (those who
ruined us, help us).

2 Science, knowledge, sKkills, curriculum:
definitions and classifications

The main terms used in this study are general and have a
variety of meanings which depend on the human activity that
they may be used for. It is, therefore, necessary to define the
specific meaning of these terms for the work presented here.
Complete description of each term can be found in [2].

e Stience - 1. The study, description, experimental
investigation and theoretical explanation of the nature and
behaviour of phenomena in the physical and natural world; 2.
Branch of systematized knowledge of study.

o Knowledge - 1. Information, understanding acquired
through learning or experience; 2. The total body of known
facts or those associated with a particular subject; 3. Justified
or verifiable belief, as distinct from opinion (Phil).

o kills - Specia abilities in particular field acquired by
learning or practice.

e Curriculum - The courses offered by an educational
ingtitution or followed by an individual or group; Latin -
running, course, course of study, programme.

o Computer Science - Study of the construction, operation,
and use of computers.

A more holistic approach to the word curriculum
assumes that it should be placed between the aim of education
and the learning outcome, where the aim is “what we want to
achieve” and the learning outcome is “what we are able to
measure”. A major question raised here about the learning
outcome, as this assumes to express the result of education in
one sentence, is whether we can actually do this!? This term
will not be used here and its applicability is out of the scope
of thiswork.

Curriculum design was analysed by Aristotle; “For the
formal nature is of greater importance than the material
nature” [3] and Confucius: “He who learns but does not think
is lost; He who thinks but does not learn isin great danger”
[4], clearly identifying the necessity of reflecting on what one
has learned. This work aims to build an algorithm of
Curriculum design and development for Computer Science
and similar disciplines using our own recent theoretical results
and experience during the redevelopment of an existing
module within the Faculty of Computing of the London
Metropolitan University.
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The terminology shows that Science differs from
knowledge by the indirect introduction of the Subject (an
agent) to receive knowledge. In spite of its well-deserved
recognition, the Penguin Dictionary has, in our opinion, a
serious mistake in the definition of the word knowledge by
using the too general and absolutely not essential in this
context term information. Long discussions on the
interrelations of this term are presented in the number of
books written by N. Wirth, E. Dijkstra, W. Turski and others.
Our opinion about the relation between knowledge and
information is shown below and the efficiency of this
description is further elaborated below:

Knowledge = Information + Algorithm of its Application (1)

Curriculum, in turn, is just another name for the program
of study. Just like any other program it must be complete,
efficient and reliable in order to provide education in the
selected area or discipline. The education cycle is completed
when its outcome has been returned back to the society
(figure 1). The roles of the main agents (student and teacher),
are analysed here in the framework of the education process.
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Fig. 1. 'Return the Results of Education to Society’ Algorithm

As shown in Figure 1, feedback is the main measure of
teaching success. During teaching the lecturer is the main
deliverer of the products: knowledge and skills. The main
consumer or customer isthe student. The cycle of education is
completed when a customer returns his/her results back to the
society and, therefore, becomes a deliverer.

Confucius indirectly confirms the usefulness of this kind
of modelling by presenting a measure of success for education
by the production of better men after education: “a goal is to
create gentlemen who carry themselves with grace, speak
correctly, and demonstrate the integrity of things” . The model
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presented here goes a step further with the teacher becoming
the main manufacturer and deliverer of knowledge, while the
student changes their role from consumer during the learning
process to a deliverer after it, when s/he returns back to
society new experiences from the results of education, while
Confucius claims that teacher is “a transmitter and not

maker”.

Any discipline of Computer Science assumes a certain
amount of knowledge and skills in some proportion which
plays a very important role in discipline design, and therefore,
curriculum development. Skills are different from knowledge
in the definitions presented above as they concern a specia
ability, not a wide understanding of the area. A good
argument in favour of this differentiation is the variation in
the area of application — skills are concerned with the
application of particular knowledge or experience in a
specific, well known environment, whereas knowledge is
about the application of experience and learning outcomes in
an uncertain and wide environment. This separation is
important in further discipline structure and its curriculum

development.

The equation K+S = Successful Application presents
Knowledge (K) and SKkills (S) as essential components of
education. Rigorous separation of K and S helps to balance
discipline structure by means of using the most appropriate
instruments of the teaching/learning circle: lectures, tutorials,
as various assessment
techniques. Three main but different types of segments
(modules) of Computer Science as discipline are presented in

practicals, courseworks, as well

Figure 2:

Knowledge / Skills
Case A

Knowledge / Skills
CaseB

@ L

Fig. 2. Ratio of knowledge and skillsin computer science
disciplines; the blue (darker) segment presents knowledge.

Enowledge / Skills
Case C

Case A refers to areas within the discipline of Computer
Science such as Algorithm Design and Problem Solving,
Software Engineering, Network Technologies, Theory of
Programming, Discrete Math, Theory of Data Bases, etc.
Case B refers to areas such as Human Computer Interaction,
Computer Aided Design, Computer Graphics, etc. Case C

refers to areas such as Web Design, HTML, Java, Visua
Basic, Modula-2, Pascal, Applications of Data Bases, etc.

In disciplines where K > S the discipline must be built
with a wide area of knowledge, be more abstract and, where
possible, general in order to show the limits of the existing
knowledge, as well as its place in the context of science.
Areas of discipline which fall within this scenario require
much more active lectures and seminars in the pure academic

meaning of these words.

In disciplines where K < S there should be more concern
for deeper and practical aspects of one narrow area of skills
and the applicability of these skills. Areas of discipline which

fall within this scenario require many more practical sessions
with small introductions of elementary or essential theory.

There is no doubt that the curriculum for these different
cases should have different structure and forms.

The invention of measurement and efficiency of teaching
and progress of learning by the use of the so-called Learning
Outcomes (LO) caused both serious criticism and scepticism
amongst practitioners. Indeed, when considering that 11
from 15 modules in Computer Science have nearly identical
LOs and with all others being pretty much similar the
immediate question which arises is. what do these LOs
actually mean? Neither the structure of the discipline, nor its
context and success of understanding can be described in two
or three sentences.

It is clear from the above that new research is required in
the area of structuring of knowledge delivery and derivation
of schemes in order to measure the result of discipline
delivery. The research work presented here focuses on
schemes of knowledge delivery and assessing and in this
context Curriculum Development.

3 Modelling of educational program
development

Three very complex entities are involved in the process
of education: Science, Science Deliverer (Lecturer) and
Science Consumer (Student). Various authors [5][6][7]
described the main elements of the course design process,
their interrelation in time and their logical order. The most
cited author [6] presents the generalized model shown in
Figure 3.

Establish Establish Determine Set Goals Choose Implement,
need and student content and teaching and Evaluateand
demand for | | characteristics | | | | Objectives | | Assessment | | Adjust
course Methods Components

as necessary

Fig. 3. A typical model of the course design process [6]

The model shown in Figure 3 suffers from poor logic:
student characteristics are placed before content
determination; goals and objectives, which are much more
general terms and wider in meaning, are placed after
determination of the context; teaching and assessment
methods are selected based on goas and objectives;
implementation and evauation requires “adjustment” as
necessary, but with no indication as to the meaning of the
phrase “as necessary”. More logical might be the sequence
presented in Figure 4.
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Fig. 4. Modified model of course design process.

But even this “logicalisation” (figure 4) cannot change
the comments on the applicability, usefulness and efficiency



and their measurement in the course design process. Both
models shown in Figures 3 and 4 are too general to be useful.
Furthermore, the resource dependence of the discipline and
possible ways of its delivery are not even mentioned in the
models of these authors [5][6][7].

We must also add that the context of the discipline
should be involved, embedded and reflected in and during the
curriculum design process. These arguments make obvious
the need to develop a new model of the discipline and,
therefore, curriculum design. The order is important: at first,
one has to develop a discipline, and then the way of delivery.
Below is such a sequence of discipline devel opment:

1) Determination and definitions of the main elementsin the
discipline:

o  Description of connections between definitions.

o  Selection of main features of definitions.

2) Analysis of the schemes for discipline delivery (either
existing, or new).
3) Specification of discipline delivery main elements:

o Coursestructure.

e Assessment instruments.

o  Performance issues and scheme of its measurement.

Work published by [8][9][10] concern a development of
the Theory of Information Processing, described at the level
of the main categories and resources. Here, the input
information goes through an algorithm (processing), new
information is created on the way and the result is produced
and delivered. The process of Learning can also be analysed
as Information Processing and vice versa: The Processes of
Teaching and Learning are in fact one entity — Information
Processing.

4 Curriculum Development as | nformation
Processing

By accepting this point of view we could apply terms and
results from the theory of information processing for various
aspects and areas of pedagogy — in this case to the processes
of discipline and curriculum development. This means that
principles of classification for information systems can help
build a course of learning with the highest possible
understanding as well as a measure of this understanding.

The next important issue relates to the analysis of al
possible resources necessary to form a discipline and its
curriculum. Rigorous classification of resources and ways of
their use and processing should be built to form the
framework for all further steps.

The delivery of knowledge is a process of transforming a
student from a state without knowledge to another state, where
the knowledge obtained can be assessed and confirmed. The
process of assessment can differentiate those students with the
required level of knowledge and those without. A well-known
seguence of stepsto deliver knowledge includes:

1) Knowledge delivery.
2) Deélivery of practical (application of knowledge).
3) An assessment.
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All steps in this sequence should be completed at the
right time and in such a manner that the system (University)
should notice neither afault nor the process of its elimination.
Students are involved in al these steps. Some may not
understand some elements and/or may not be able to
“process’ information when delivered in the course, but can
catch up during the course. The passing of an assessment will
then confirm a student as successful in acquiring the required
level of knowledge. In some cases, however, expected failure,
lack of confidence or change of interest may cause a student
to change his/her course. Such cases will not be considered
here due to the uncertainty and existing elements of
subjectivity that such cases entail.

In reality, many more steps (in the Knowledge Dédlivery
Algorithm) are needed to eliminate malfunctions and avoid
student failures or even their withdrawal from a course. These
actions depend on the various functions and features of
learning and the teaching processes, their roles and “power”
to provide knowledge for the students.

A Knowledge Delivery System can be analyzed as an
information processing system using first order philosophical
categories such as matter and time. For Knowledge Delivery
it is structure and time. More importantly, the main function
of knowledge (information) delivery must be considered at
the first level of description, together with matter (structure)
and time (seefigure 5).

Resources of Knowledge
17 Order Categories Delivery (RKD)
! ' l
| Structure | | Information | | Time |
v hd
Hardware Software Human

2% Order Categories:
A Realisation

Fig. 5. Classification of resources to deliver knowledge

The levels shown in Figure 5 describe the structural core
of the system to deliver knowledge. While first order
categories present reflections of our understanding (they exist
in the mind only), the second order descriptions (hardware,
software) present real world objects as executive elements for
the first order categories.

In general, the above mentioned sequence of steps
towards delivering knowledge should generally be completed
in scheduled time and in such a manner that the ‘average’
student could cope with the speed of its delivery as well as be
able to continue learning. Furthermore, attention should be
paid to the following sensible comments:

1) Time spent on exams and tests, in fact, is excluded from
learning.
2) This sequence does not match IT use.
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3) There is no direct evidence that lectures delivered were
transformed into knowledge until the assessment was
completed and passed.

The first statement suggests that the time of learning and
the time of assessment (tests, exams) are separated for the
student and is usually wrong to expect that under pressure of a
possible failure the student continues to learn during the
assessment.

The second statement suggests that knowledge delivery
uses IT in one-way, and assessment uses IT in ancther.
Knowledge delivery primarily concerns presentation aspects,
while the use of IT in assessment is often based on multiple
choice questions.

The third statement suggests that even the best developed
and presented lectures can be unclear for students with
different background. It becomes visible only during exams,
and by then it istoo late.

What options and resources do we have when creating a
discipline and curriculum suitable for efficient teaching and
learning? Again, according to [8][9][10] these are structure,
time and information. At the same time, it is clear that testing
time (assessment) should be eliminated from the algorithm of
knowledge delivery (see first statement above) even though
without assessment it will be impossible to receive feedback
on the quality of education, either at the macro level — from
the society at large (see Fig.1), or from the university. To
resolve this issue well-known hardware design techniques of
self-checking developed by [11] could help and should be
used. In our case the most important feature of self-checking
is concurrency, or near-concurrency, with functioning and
self-checking even though the term self-checking in pedagogy
has a one-to-one synonym: self-assessment. The difference
lies in the quality of self-assessment which is very weak in
comparison with self-checking as described by the Boolean
logic function. As far as resources for knowledge delivery are
concerned time cannot be counted, as it is beyond our control!
Figure 5 can therefore be transformed as shown in Figure 6.

Resources of Knowledge Delivery

(RKD)
v
! I
Structure Information
. '
¥ ¥ v

Hardware Software Human

Fig. 6. Classification of resourcesto deliver knowledge
excluding time

The two blue (shaded) boxes above present Information
Technology elements, which can be involved in the process of
knowledge delivery. We believe that further progress in the
theory of Knowledge Ddivery should be found in the
selection of the principles and also in finding ways to load
and reload it on the I T resources.

5 Principlesof curriculum design

By direct analogy with [8][9][10] the Knowledge
Delivery System must realize three closely connected
functions: Definitive, Characteristic and Predictive.

A Knowledge Area has to have a Definitive Function
(DF), in which terms and concepts are called and nominated.
DF answers the question “What is it?”. The second function
describes the interrelations between Definitions and
characterises them and is called the Characteristic Function
(CF). CF answers the question “how are these definitions
connected?”. The Predictive Function (PF), in turn, answers
the question “What if?”. Knowledge of DF and CF and their
application are essentia elements here. Application of
definitions and characterisation of their interrelations enables
the use of elements that have just been learned and predicts
their behaviour.

But what is the core for the successful organisation of a
learning process for one discipline and what is it for another?
According to [8][9][10] the success of learning is the
formation of a strong PF in the selected area of Knowledge -
discipline and holds true for both new and well established
disciplines. The success of PF depends on concurrent
observation and satisfaction of two conditions:

« The first condition is accuracy, precision in the selection
of the aim pursued, with analysis of a new or existing subject
domain and the key required feature - kind of aimintegrity.

e The second condition, not less important, is the internal
structure of the course: rigorous approach in the construction
and introduction of terms and concepts inside the course, as
well as its assessment procedures.

To summarise, the requirements on the formation of a
new curriculum note:

1) Any discipling, as an introduction of a theory, should be
considered from the point of view of performance of three
interconnected functions: Definitive, Characteristic and
Predictive.

2) The discipline must be constructed with the strict
principle of aim integrity, i.e. with the selection of the single
feature (predictive function) necessary to achieve and
maximise.

3) Each phase of introduction, presentation and detailed
analysis of a discipline development must be rigorously
analysed. Otherwise, the success of the course built around
this discipline will be problematic.

4) Only realy essential features and details of the analyzed
discipline objects and phenomena must be included. For
example, the course of computer science as information
processing system should be discussed in terms based or
directly connected with information; a course describing
distributed systems and networks should present in some way
categories of dimensions directly connected to these kinds of
systems, aswell as basic relative terms.

The applicability of the three functions mentioned above
is the key to successful discipline and curriculum
development. Essentially, the resources available should be
analyzed, including any new technologies such as information



processing. IT involvement in the process of course
construction should be considered from the beginning. Here,
we try to analyse the process of knowledge delivery from the
point of view of three interrelated functions: DF, CF, PF and
algorithm of learning, using the approach from [8][9][10].
Consider the sequence of functions discussed above:

DF > CF > PF @

At first one déivers definitions (DF) and then their
interrelations (CF). The agorithm of learning completes when
a learner has acquired the skill in the subject to predict the
behaviour of the elements presented in the course, and PF
exists. The power of prediction (PF) means understanding of
the course material by the student. The bigger an individual
PF is the better the student knowledge is. PF should be
formally measured. Growth of the knowledge can be
described as evolution and transition from nowhere to PF:

Nowhere and Nothing > DF 2 CF 2> PF 3

This evolution can be analysed and terminated when
PF. > PF; (indices s. student and tr: threshold). Threshold
indicates the required level of understanding, proven by
assessment through analysis of predictive functions devel oped
in the student’s mind.

If a full set of definitions exists in a discipline it can
count towards some development of DF. The question how to
build the DF of the subject has its own importance and
requires special research and elements essential for this paper
will beintroduced further.

Suppose for now that a teacher has prepared the DF of
the course, or its part, and is ready to deliver it (Nowhere and
Nothing > DF). The first iteration of learning will then
consist of the delivery of DF from teacher to student. Once
the student absorbs the essential definitions required for the
understanding of the lecture material information from the
course segment DF is completed and g/he is ready to learn
further. Connections of elements — terms in the subject denote
(determinate) CF: DF = CF.

In math CF is an essential set of formulag, in language
course — grammar, etc. If we can deliver to a student an
explanation on how terms of the course are connected then we
can assume that CF does exist. Then the process of learning
goes to another phase:

DF > CF > PF @

In adiscipline, as awhole, it isimpossible to expect that
DF has to be learned as a whole before a student starts to
understand CF also as a whole. Therefore, there must be a
way to break DF and CF down properly into logical pieces.

To build well-balanced “golden” shape segments of DF
one has to build as correct sequence of severa DF; in a
curriculum as awhole;

DF = {DF1,.DFi,..DFn,DFu}, i=1n (5)
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During the learning process a sequence of DF; for i =
[1,n] should be accompanied by a proper sequence of {CF;}
with some shift in time, as presented in Figure 7. Any overlap
in time with the delivery of DF; and CF; is acceptable and
even useful. The length of overlap should be selected
regarding the level and ability of students. Also, the size of a
particular DF; might be determined by a student’s ability for
learning. For good students any particular F; might be bigger
than for weaker students. This is especially important due to
some recent political initiatives such as that for ‘universities
for al’.

B

B

Fig. 7. Sequence of knowledge delivery

DF,

v

v

We denote DF, and CF, as universal (complete) functions
for the discipline. Having DF; and CF; provides a possibility
to build in the discipline or its part a predictive function: PF;
for the whole discipline, having DF, and CF, enables to build
PF, for the discipline in the student’s mind. Neighbourhood
DF; and DF;,; might not be intersected (for the poor organised
curriculum), but for the discipline as a whole a unification of
all elementary definition (DF;) takes place:

DF, ...u...DFy ...u...DF, =DF,  (6)

The form of the curve for DF; , CF; and PF; could also be
different as well as the length of their intervals and would be
defined by the features of the discipline and the personal
preferences of the deliverer. It is not clear as yet what defines
the form of curve and the length of the triangles except of the
student and teacher abilities. It is, however, clear that the total
workload of delivery of DF; is asum of workloads to deliver
all elements as shown in the equation below:

i1 p
DF;
W(DF,) = = -
t

where: t; and t;,; define the interval of delivery for DF,.
In a similar way, the total workloads to deliver CF and
PF are shown below:

)

Liva
dCF,
W(CF) = ey l ©)
t
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dt
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Naturally, discipline delivery should be done smoothly,
with well-balanced functions of DF, , CF, and PF as
mentioned above. But proper management of their delivery
seems to be a subject of special research, and includes human
computer interaction aspects and specific features of the
learning subject.

6 Curriculum Core

To build the core of a curriculum on a subject a set of
Definitive Functions {DF} and one of Characteristic
Functions {CF} must be constructed. The {DF} should
contain the set of terms, in the same way as the Glossary of a
book does, and the {CF} should contain the set of topics
describing how definitions are connected, in the same way as
the Index of a book does. By combining terms from the
Glossary with the Index we have a semi-automatic procedure
to form a set of essentia questions required for Assessment.
Up to now, except for pure math disciplines, the proper
formation of a set of essential questions was hardly known.
There is no doubt that statistics should be obtained to analyse
the relevance of these questions to the core of the curriculum.
Additionally, a logical sequence of the questions should be
arranged for the assessment, as well as for the process of
delivery of the discipline. It is clear that even a semi-
automatic procedure might be quite useful, as it reduces
teacher’'s workload in formation of assessment and, at the
same time, guarantees quality. In one extreme there is a fully
automated option in formation of assessment by direct
programming of a set of terms and a set of questions. But this
approach requires further research and approbation. In
another extreme, a “manual” application of this agorithm
should be taken.

If the core of the subject does exist, it does not mean that
guestions and terms taken from one book or lecture notes do
relate to the core. Personal preferences of ateacher can be so
high that they may completely mislead students and should be
avoided. Thus, severa books on the same subject from
different authors could be selected and a joint Glossary { DF;}
of terms, which includes terms that belong to at least one
glossary from the analysed books and lecture notes, could be
organised thus creating an essential Glossary { DF¢} of terms
which includes those terms only common to all Glossaries.
Formally these two sets of glossaries are described as follows:

DF; =DF,;UDF, ... U DF,; U DF, (10)

DF. =DF;nDF;... nDF,1 n DF, (11
Building a set of questions around an essential glossary
DF. forms an essential set of questions CF, and, in fact,
complete as a whole a formal preparation of assessment. DF,
and CF, combined form a core of the discipline assessment.
The core of the curriculum and its features present us
with a specia interest. Above we discussed in brief some
elements of the algorithm how to define a core. Here we
discuss features of the observation and behaviour of the core.

We discover two phenomena in behaviour of the core —
moving core and merging core.

A moving core occurs when curriculum design (and re-
design, asthisis a permanent process due to the appearance of
new books, new papers and other sources of information)
shows growth when using some descriptive elements (DF)
and decrease of use for some others. This change of intensity
in the use of different areas of the core is shown in Figure 8
by a different intensity of blue colour.

all definitions Moving core

insegment —

Fig. 8. Moving core of curriculum

This process of movement can lead to the separation of a
discipline into several new disciplines. This separation should
be detected early before it happens, as the discipline can loose
its predictive function (PF) and become obsolete — theory can
become very advanced to be practical (pure math case) and
vice versa — practice can be developed much faster than
theory and thus theory becomes almost useless, having only a
descriptive function (networking). In the first example,
knowledge does not connect with skills and is therefore
hardly applicable to the society at large; in the second, the
technological development has big advances in comparison
with theoretical adaptation of the technological results. Both
cases are very inefficient in terms of the model about the role
of education presented in Figure 1. Keeping in mind this
model, education should be effective from the point of view
of improvement to the quality of life, and thus the early
detection of the process of moving core seems to be
important.

On the other hand, the merging of several cores can be
caused by serious inventions, practical demand or revolution
in technology, which accelerate the involvement of different
disciplines into fusion as shown in Figure 9 where Computer
Science is used as an example. The main reason of this fusion
is the growth of Predictive Function resulting in the
applicability of anew discipline to society.

e Computer Science

.
/  Theoryof
1 Information
1

T

[
]

#

\
A

Merging corve --—---

% Physics
~. (Electronics)

Fig. 9. Merging of several cores
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Such processes and their detection are pretty complex but
understandable and their algorithmisation and programming
do not look impossible. Thisis a perfect areafor the use of IT
to assist the teacher to assemble the correct elements for the
core of the discipline.

In the long run, these two processes can help detect
changes in scientific areas related to the discipline
automatically and assist the teacher to almost automatically
adjust the curriculum and assessment to these changes. There
is hope here that artificial intelligence (Al) and IT can be
involved much more in the formation, correction and
adjustment of curriculum for any scientific or technical
discipline.

7 Assessment

Methods with which an assessment using the model of
curriculum design and development proposed [12][13] can be
formed are discussed in this section. By considering the
requirements for assessment, a nearly formal assessment
procedure could be realized that is aso free from existing
drawbacks. This procedure is called Multiple Choice Answers
Approach (MCAA) and should not be confused with Multiple
Choice Questions (MCQ) as the two are very different. A
process for the formation of a questionnaire and a scheme to
maximize the efficiency of assessment, thus increasing the
objectivity of the curriculum, are also introduced.

7.1 Assessment requirements

We consider the most important requirements and

features of assessment to be:

o  Objectivity.

o Quantitative analysis.

« Time (and other resources) efficiency.
o  Concurrency with the learning process.

The popularity of assessing using MCQ, especialy
during the last decade, driven by the help that it provided
teachers with the complex and boring procedure of marking
and calculation of assessment results, has been growing very
fast. And even though MCQ is a relatively new invention,
which enables the applicability of IT to be used as a tool for
assessment, it was considered a panacea. However, even
though successful in that, the MCQ approach, disappointedly,
does not provide proof of efficiency and growth of
knowledge. The fact is that it does not have a connection with
real delivery of knowledge or a measure of the quality of
knowledge delivery — an assessment of its result. The
standard assessment used to be limited by definitive
descriptions, i.e. without the use of the set of functions,
characteristic {CF} and predictive {PF}, as described in
[9][10].

According to [14], Bertrand Russell claims that: “to be
directly acquainted with something is to be in a position to
give it a name in the dtrict logical sense, and to know
something only by description is to know only that something
uniquely fits the description” . But to give something a name

Int'l Conf. Frontiers in Education: CS and CE| FECS'12 |

and to be able to understand and use that name correctly are
two different things ...

7.2 Formation of the Multiple Choice
Answers Approach (MCAA) assessment

The Multiple Choice Answers Approach (MCAA) that

enables the effective use of IT for assessment and matches the

requirements set in section 7.1, is presented here. Compared

with its predecessor, MCQ, the MCAA, which is based on the

process of curriculum design and development presented in
[12][13], enables the application of IT for assessment,
increases the reliability of knowledge, eliminates guessing,

and can help manage the assessment of thousands of students
at the same time! Assume that the discipline in question,
Computer Science or other similar, has sets of definitions

(Definitive Function, DF), a set of key characteristics about
how definitions are connected (Characteristic Function, CF)

and, therefore, a set of known predictions (Predictive

Function, PF) and that al elements of these sets are known. A

guestion g; can then be created which covers (includes)
several terms from DF; (DF; < DF, segment of the discipline)
and g € CF; (CF < CF, questions on the segment of the
discipline DF;) as shown in Figure 10.

q;

as

All definitions
from domain

q; = {dy, ... dp}and {dy, ... dy,} € DF,

Fig. 10. Formation of a question using { DF} and { CF}

Suppose we organise a table from the elements of { DF}
caled Working Table, WTDF,. Inside WTDF, we have
overlapped areas in DF, ..., DF, (DF; N DF; # &, i #j) and

where some definitions might belong to the various questions,

and be “more important” than others:

3d, €DF :d, eDF,,i # | (12)

By organising sub-tables WTDF; for each DF; as an
elementary segment of knowledge delivery — could be a
lecture, seminar, etc — we can create a question ¢; with
explanations for each term dy, ..., d,, from DF; as shown in
Figure 11. All elements from DF; should be covered by at
least one question from CF,. We can then form subsets of
questions {q;, ..., g to construct the full set Q; ={qy, ..., G}

where Q; covers the whole area of definitions from DF;. Very

importantly, the same terms from {d, ..
in the answers of different questions.

., Gm} can beinvolved
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DF; (elements of definitive function)

d; d> ds v |l | e [ e | dy
q; X X X
Q> X X >
OF; Qs X X X X
X X X
9m-1
Qm 5.4 5.¢ X X X

Fig. 11. Connecting questions and definitions

Once table WTDF is developed, the number of
definitions required for the correct answer of question g
becomes available. Furthermore, the table will aso alow us
to creste more than one question with multiple right
definitions from the same domain (DF;), if necessary. All of
them (say m) could be used together with all other possible
definitions' domains relating to DF;. The correct answer will
then mean 100% hit of right m from n. In fact, the full set of
guestions for one fragment of the course will form CF;. Using
other definitions from the same DF; for the construction of
different questions will actually enforce the student learning
during assessment or the trial assessment exercise.

Formally, the procedure to create a question set is
completed when the resultant questions cover al elements
from DF;. But this condition is not unique. We will, later on,
show that there are other conditions with their own merits in
forming a question set around DF,.

The level of overlapping between working tables WTDF;
developed for a module assessment will indicate how directly
connected with the structure of the curriculum they actualy
are. The formation of a question set, however, has both
objective and subjective aspects. coverage of the module and
the students ahilities and psychology respectively. Thus
overlapping of WTDF itself might be an interesting subject
for further research.

7.3 Formation of the Questionnaire

Let's assume that several questions have been built
around the same subset of terms: g € Q; and {d, ..., dy} <
DF; and that questions from Q; cover DF; as shown in Figure
12.

Terms, all together n elements, form DF;

‘ Question q1.
1 terms

Fig. 12. Formation of DF,

Question gj,
mj related terms

The procedure for the generation of set Q; is completed
when all terms of the subject (or its part) are involved in the
guestions and, therefore, are covered by answers of some or,
at least, one question. Or formally:

11

(Vd,:d, € DF))3¢;€0,:d. €q9;)  (13)
Alternatively:
Ug =DE, (14)
9; €9

If the set of questions uses several terms more than once,
we can say that the subset of mostly used terms forms a core
of adiscipline (or its part). The rule of belonging to the core
of definitions in the discipline segment DF; is fairly smple —
if there exist questions created on this segment of definitions
(DF)) and the intersection of these questions in the number of
terms used from DF; are the biggest, then these questions and
elements from the segment of definitions form a core of the
segment, or formally:

CFi.core= { V0;,0c€Q; : ok < au(DF;i ),q< q; (DF; ) and
lak(DFi ) M q; (DF; )|=max} (15)

DFi—core = ﬂ qi

0 €CFi_core

(16)

The formation of a set of questions is the formation of
CF, since these questions show how terms are connected and
characterised. The selection of the core terms from DF can be
combined with the selection of the core questions from CF.
This double core, if determined, can be really useful for the
formation of the course assessment, formally:

‘Dﬁvcc;‘f = U DE_COW‘

i=1

17

And:

CF,,. =|JCF._.,. (18)
i=1

The hierarchy of the importance of the questions can also
be interesting as it helps to form an essential set of questions
towards the required level of knowledge (grade) and adjust
this level to different student abilities. Assume that for grade
A we have one set of questions Q,, for B we have Q, , for C
we have Q. and Q, > Q, > Q., where A, B, C are grades of
student marks. But the most important aspect of the MCAA
approach is that it avoids the well known problem of MCQ,
that of knowing by name. In fact, MCAA enforces students
and learners to dig deeper for the meaning of definitions
along with their interconnections and known predictive
functions, thus pushing researchers and students to discover
new knowledge — increasing the power of { PF}. R. Feynman
[15], in his interview for the BBC emphasi<es the importance
of such an approach, in our case for curriculum and
assessment design and development: “ When you finished all
that naming, you know absolutely nothing what that bird is;
now let us ook at the bird and discover what it isdoing ...".
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8 MCAA efficiency

Suppose we have DF; which has cardinality n — i.e. n
terms in it and n = |{dy,...,d.}| as shown in Figure 13. The
level of their connections does not matter here.

Question qi.
mrelated terms Terms,
’ all together n elements,

form DF;

Fig. 13. Formation of questions g; around definition domain DF;

Assume that a set of questions Q;  CF; which covers and
includes all elements of DF; has been built. As an example,
for memory based questions in a computer architecture
course, this could be: Memory: DRAM, SRAM, VRAM,
Address, Data, etc. Full understanding of the meaning of the
question ¢; assumes a selection of right m related to the
question terms, i.e. 100% correct answer for g; is m from n
possible choices. To avoid guessing by the students, the best
ratio of m and n can be found, using features of binomial
coefficients, to be:

2Xxm=n (19)

This relationship between the numbers of right and
wrong answers in the proposed Multiple Choice Answers
Approach can be proven by considering the number of
different m options from n possible answers which is
determined by the classic formula of binomial coefficients:

[ n) n!
S P . (20)
s mt(n—m)!

Our task here is to find a maximum of (4) making the
chances of guessing in MCAA negligible. Let's consider two
extreme examples: when m = n-1 and when m = 1. For these
two variants equal results can be found:

1!
(n—D!D)!

Also, because we have n! in the upper part of the ratio in
both variants it is easy to see that the minimum of m!(n-m)!
isachieved when m! = (n-m)! and, thus, n = 2m.

Suppose that n = 2a, and m= n/2, then:

MERE=S)

i=o \
For n=8 and m=4 the probability of the occasional hit on
a right answer, even if the student knows that m=4, is 1/70
(1.43%) confirming the validity of this approach as a means
towards excluding guessing and cheating during exams. Even

(21)

(22)
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semi-automatic procedures of formation of questions for
assessment can decrease the workload of teachers. Thereisno
doubt that there is much more to be done in the approbation
of this approach in various universities and different
disciplines.

There will, of course, be cases where the terms in the
answer would be selected incorrectly and we would thus
have: Selection (q; ( DF; )) < m. Furthermore, we may also
face the case when all buttons might be pressed, ie n from n.
For these cases a penalty function should be established,
which will decrease the mark for each wrong answer and only
count the right ones.

Various forms of penalty function do exist and selection
of some best-fit functions can be developed even though the
approach towards the selection of best-fit functions requires
further research. The distribution of answers, of course,
varies. The best answers on questions g; have hit ratio 1 (m
right answers from m (the same) options).

The form and severity of the penalty function is the
subject of special interest and may be different whether on
assessment or training purposes. A penalty function can be
constructed where its effect could be “severe” in
examinations, whereas one might choose another form of
“kind” testing scheme for training purposes. During tutorials,
for example, student should be able to experiment with
MCAA.. The penalty function in this case should be somehow
forgiving or even soft to enable more wrong answers without
visible penalisation. On the contrary, during assessment
exercises the penalty function should become severe to
exclude guessing. Changing the questions for each tutorial by
noting which questions a student has previously answered,
provides us with the facility to automatically force student to
answer all questions from the discipline, and, in fact, receive
essential  knowledge and be assessed concurrently with
learning! We fedl that this feature of MCAA makes this
approach promising.

Precision of the answers depends on the n and m
selections and their sizes. When a candidate does not choose
all right boxes for questions correctly and does not hit any
wrong answers his / her total mark can be calculated by
deduction of the ratio |[m,| / |m| from the total mark (equa 1):

Mark in absence of wrong answers = (1-|m,|/|m|)  (23)

Where: m, isthe set of not mentioned correct answers.

Thus, a candidate who misses 2 from 4 right answers gets
atotal mark of: 1- (2/4) = 0.5, or 50%

If the question is required to be weighted, say, cost 30
marks then the student with the sample answer above, will be
awarded 15 marks.

A student, in turn, can make mistakes and may respond
with incorrect answers. Again, the number of wrong answers
should be weighted with the total number of wrong answers
(equal to the number of right answers) and deducted from the

total mark:
Mark when wrong answerspresent = (1—|my|/|m|)  (24)

Where: m,, is the set of wrong answers identified by student.
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A generalized relative mark is caculated using the

following set theory equation:

Tm=1-(1/Im]) (Im-mg| +man (n-m)) (25

Where: m, is the answer provided by the candidate; m is the
right answer, n — m is the relative complement. Note that

m, U my, = m,.

Further research regarding the transition from set theory
equations into arithmetic equations to calculate the grade in
the assessment is needed. Formalisation of assessment
procedures by use of set theory Euler, Venn or Peirce
diagrams might not be so easy. Forms of penalty function
must consider two variables — the number of right answers
and the number of all possible answers — as these are
dependent on each other. Preliminary work on these diagrams
failed to convert a decision rule from set theory into an
arithmetic rule in order to get a grading rule. The first
impression is that the resolution of uncertainties mentioned
here might be found if models for DF, CF and PF and the
scheme of assessment using MCAA could be described with

more than two dimensions.

9 Trial Application

A trial application of the MCAA approach to assessment
in real everyday practice (module: Network Technologies) in
the Faculty of Computing (FoC) at the London Metropolitan
University, showed very promising results. With MCAA,
students achieved much better marks than those achieved by
students on the previous year when MCAA was not used
either for practice or for assessment. An example of atypical

MCAA question used is shown in Figure 14.

In the table below, mark all boxes with “1” which relate to protocol functions:

DDemulupk‘(mg ]\Iuluple‘ung DDupl xxxxx g
e [Gesm [l

I:‘ Traffic Control 1 | Addressing Services
Data protection Segmentation D Information 1 Error control
bling integrity

Connec tion Control

Ordered Delivery

Fig. 14. An example of atypica MCAA question

Statistics accumulated, an essential part of module
development procedures, for the specific module by the
Assessments Unit of the university supports this claim.
Comparative statistics of fina results from this year, using
MCAA, and last year are presented in Figure 15 and show a
real trend of improvement in the module results — less failures
and more students achieving A and B grades — confirming
that the discussed changes and the way of implementing these
changes seem to be workable. The result, as a whole, looks
very promising even though it is too early to discuss
efficiency of separate elements in any changes planned and

realised.

13

| thisyear | 29 29
26 last year
3 1
21 22
17
13 - —
5 |
I 5 ]
a b c d f
Grades

Fig. 15. Statistics of MCAA approach: 2 sequential years

10 Conclusions and Future Work

This work attempted to form alogical core of curriculum
design for computer science and similar disciplines. Initialy,
the main terms used (science, knowledge, skills, curriculum
and computer science) were defined and the role of education
as a very important driving force in the improvement of life
for the society at large was identified.

Existing models of curriculum development were briefly
discussed and were found to be of avery generic nature. Their
drawbacks were also identified as being applicability,
usefulness and efficiency, and their measurement in the
course design process. Curriculum design as information
processing was then analysed and further developed by the
introduction of three man functions in discipline
construction: definitive, characteristic and predictive.

The core of the discipline, the way of its selection and its
main features. moving and merging, were also analysed and
discussed. The automatic formation of Glossary, Indexes,
tracing their modifications, formation of assessment
procedure and its realisation was shown to be one of the roles
of IT. The two processes (moving and merging) were shown
to be able to help detect changes in scientific areas related to
the discipline automatically and assist the teacher towards
amost automatic adjustment of the curriculum and
assessment.

A new assessment methodology, Multiple Choice
Answers Approach (MCAA), which apart from assessing the
students also enables us to estimate the quality of teaching
delivery, has been introduced and analysed. This was
addressed as part of curriculum design and development,
where the cycle of knowledge delivery and its progress were
analysed using the same three functions. definitive,
characteristic and predictive.

The features of the Multiple Choice Answer Approach
assessment were analysed and the principles of the formation
of multiple choice answers around a discipline, using the core
of that discipline, were explained. A scheme for its realisation
was shown to be through the creation of an automatic (or
semi-automatic) assessment procedure and through the
development of an algorithm for the selection of the most
important material for assessment.

A process for the formation of an MCAA questionnaire
and a scheme to maximize the efficiency of assessment, thus
increasing the objectivity of the curriculum were also
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introduced. Specia consideration was paid on a penalty
function which even though it will consider the correct
answers given it will also consider the incorrect ones which,
in turn, will determine the level of penalty imposed.

A trial application of the MCAA approach to assessment
on a rea module at the Faculty of Computing at London
Metropolitan University confirmed the applicability of this
methodology with the analysis of dstatistics showing the
growth in efficiency of teaching in this specific field of
computer science.

Further development of this work will incorporate the
formation of a framework and design of atool for automatic
curriculum design and update using the web and any available
electronic resources.

Additional investigation on some open questions
regarding the structure of a discipline in terms of models of
curriculum design proposed. More specifically, what does it
mean ... :

e ... if the Index in the module is much bigger than the
Glossary: ({DF} > {CF})?
e ... if the Index in the book is much smaller than the

Glossary ({DFy} <{CF})?

e ... when the index and the Glossary are equal ({DF} =
{CFR})?

e ... when the index and the glossary are mixed, ie not
separated ({ DF} w {CF.})?

Development of the agorithm of accumulation and
selection of elements for questions and glossaries as well as
further extension of this algorithm towards the formation of
essential  questions to achieve iterative and growing
understanding of the course or discipline (predictive
function). Further use of set theory should formalise
development of essential sub-dictionaries and questionnaires
for any selected discipline.

Development of various assessment modes, including
training and testing, using various supportive / advising
schemes and various penalty functions — rewarding students
for choosing the correct answers, even though they may not
choose all the correct ones, might make assessment part of
learning. Introduction and applicability analysis of specia
forms of penalty function for various modes of learning and
testing aiming to create an applicable library, suitable for
practitioners. Furthermore, the possibility of a grading
function will be investigated in terms of overal level of
knowledge achieved and “fine tuning” of required efforts in
improving student knowledge.

Finally, the creation of an automatic framework for
almost real time analysis of distributions of results obtained
during the approbation period of the use of MCAA in
assessment practice.
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Abstract: The adaption of constructivist change theory
(Lueddeke) to the dynamic curriculum content related to
teaching technology is applied through a computer literacy
increasing dependency on technology has
reshaped educational systems worldwide to adjust their
curriculum and embed the requirement of basic technical
skills among graduates at all levels. In this paper, we present
an analysis of data that supports the application of our
continuous improvement process to the technology sections of
a computer literacy course. We also demonstrate a more
comprehensive analysis of the student survey results, which is
the primary motivation for updating the topics in the course.
The survey results rank the topics covered in the course based
on student feedback on the usefulness and appeal of subjects.
The appropriate modifications will be applied based on this
feedback. Modifications will be discussed among faculty and
change.
Furthermore, the analysis of data identifies the topics most
liked or disliked by a group of students based on their gender,

course. An

a collective effort will determine the final

classification, and major program.

Keywords: Computer literacy, Education, Technology,

Adaptive curriculum

1. Introduction

Information literacy, as part of the required and
essential technical competency for all college graduates, has
been one of the main topics of study worldwide. In the US,

states have defined their standards and developed curricula

for Higher Education and Secondary Education to meet their
required information literacy. Based on Wikipedia, the most
common definition of information literacy is “...the ability to
know when there is a need for information, to be able to
identify, locate, evaluate, and effectively use that information
for the issue or problem at hand”. The “Information Literacy
Competency Standards for Higher Education” report from the
Association of College & Research Libraries (ACRL)
defined information literacy as a “set of abilities requiring
individuals to recognize when information is needed and
have the ability to locate, evaluate, and use effectively the

needed information.” The report indicates the importance of
information literacy in higher education and points out the
fact that information literacy is considered a key outcome for

college students by the Western Association of Schools and

College (WASC) and the Southern Association of Colleges

and Schools (SACS).

Computer Literacy, on the other hand, is defined as the
knowledge and ability to use computers and related
technology efficiently, with a range of skills covering levels
from elementary use to programming and advanced problem
solving. The level of computer literacy one must achieve to
gain an advantage over others depends both on the society one
is in and one's place in the social hierarchy (Wikipedia).
Employers in the 21st century want their workers to not just
be information literate but also familiar with computer
applications that they would use on a daily basis. Our ever-
increasing dependency on high-tech tools for almost everyone
has created a new environment that demands a basic
understanding and application of emerging technologies. We
define the computer literacy requirement for students at the
Post-Secondary Education level to be “exploration of the
concepts of microcomputer systems” which includes the
knowledge and the use of a variety of computer software
applications. Aligned with the rapid changes in technology,
the elements of a computer literacy course need to change and
hence it is imperative to frequently revise and update the
course to include the latest technological advancements.

2. Computer Literacy

The ACRL report defines five standards and twenty-two
performance indicators to classify someone as information
literate. The standards are outlined as the ability of an
individual to:

o Determine the extent of information needed

e Access the needed information effectively and efficiently

e FEvaluate information and its sources critically and
incorporate selected information into one’s knowledge
base

e Use information effectively to accomplish a specific
purpose

e Understand the economic, legal, and social issues
surrounding the use of information, and access and use
information ethically and legally

Although most researchers emphasize information literacy
that is common to all disciplines, learning environments, and
levels of education, they rely extensively on information
technology. Computer literacy and competency as a major and
required component of information technology has been
gaining more attention. With the rise of the internet age, many
aspects of information literacy are associated with the use of
computers (Association of College and Research Libraries).
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This paper describes and analyzes the process used to adjust
the curriculum with the rapid changes in technology for an
introductory computer literacy course at Southern Utah
University. The course is a required general education (GE)
course and is divided into two sections--Applications and
Technology. The Applications part of the course has specific
outcomes derived from standards defined by the state
computer literacy requirement. The topics used in the
Technology section of the course are basically essential and
updated knowledge of some basic computer concepts and
software that are commonly used. These topics are adapted
and changed based on the feasibility, the result of the
students’ surveys, and the faculty input in order to align with
the dynamic technological competency needs of the students.
Critical information technology competencies are also often
taken for granted (Liao and Pope). This course is taught
through hands-on projects and in-class activities (for in-class
sections) that have been proven to be one of the most helpful
strategies to learn technical concepts (Florence and Qi).

The technology section was assessed through assignments and
tests split between two parts called Technology 1 and
Technology 2.

During Fall-2011 semester, Technology 1 and 2 contained the
following topics:

Technology 1:
e Intro to Firefox Extensions
e Intro to Cyber Crime, Electronic Commerce, and Ethics
e Intro to Audio Editing
e Intro to Video Editing
Intro to 3D Computer Graphic
Intro to the Command Line
Intro to Cloud Computing
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Intro to Web Development

Intro to Photo Editing

Intro to Image Creation Using GIMP

Intro to Computer Programming

Intro to Open Office

Intro to Web 2.0

Computer literacy included, in addition to the above
technology topics, sections covering Microsoft applications
(Word, Excel, Access, and PowerPoint). At the end of each
semester, a student survey asks students to rate their level
enjoyment for all sections of the course.

The following is a report of the findings which compares the
results obtained based on gender, classification, delivery
method, and students’ major study. The data collected during
Fall 2011 are based on 624 students from 12 in-class sections
(333 students) and 11 online sections (291 students).

3. Assessing the level of enjoyment

The ranking assignment contains a question for each topic in
the form “Please rate the following assignment on a scale of 0
to 10, where 10 is enjoyed, 5 is neutral, and 0 is hated”. For
each topic, the students are asked to provide a numeric value
in response to a question. The final question in the assessment
process provides feedback for assessment and is mentioned
as: “We try to expose you to some of the most interesting
issues in today's technology. Because this area changes so
quickly, we do not want to fall behind. Please list some
suggested topics that you believe might be of interest to future
students taking CSIS 1000.”

Data from 624 students was collected and 27 of them were
removed from the set of data considered due to error in the
values entered (not within the range or unspecified). The data
collected from 597 students were used for analysis. The

e Intro to Linux Mint following Figure demonstrates the overall student
Technology 2: demographic.
e Intro to Networking
200
180 | 9 |
160 -
140 n——
120 W Senior
100 = Junior In-Class Online
80 1 sopohmore Female Male Female Male Total
o] mFreshman  |Freshman | 44 53 45 45 187
20 j Sopohmore 103 56 57 51 267
o 4 Junior 30 19 28 19 96
Female | Male ‘ Female | Male Senior 9 8 16 14 47
In-Class Online Total 186 136 146 129 597

Figure 1-Student demographic

3.1 Result of ranking the level of enjoyment for
the application section

The average in overall ranking of the assessment data for each
section is separated based on method of delivery (In-Class vs.

Online). The results for the Application section are shown in

Figure 2.
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.
7 In-Class |Online
& Applications Average Ranking
> Intro to CSIS 1000 6.337 | 5.858
- " |Word 6.806 | 6.649
. Excel 6.381 6.287
11 Access 4.458 3.911
0 - - \ \ PowerPoint 7.338 7.027
Intro to CSIS Word Excel Access PowerPoint
1000 Overall Average 6.264 5.946

Figure 2- Average Ranking for Application

The data indicate that PowerPoint was the most liked and
Access was the least liked subject among the topics in the
Application section for both in-class and online. Average
rankings of in-class students have been higher than online

The rankings of 332 female students and 256 male students
for both in-class and online based on their classification are
shown in Figures 3 and 4.

ones.
9
s Female Students
7
6 J
M Freshman

Z #sophomore | FEMAle Intro to CSIS 1000 Word Excel Access PowerPoint
5 Junior Freshman 6.36 6.98 6.21 4.28 7.59
P Senior Sophomore 5.74 6.48 5.92 4.04 7.05
1- Junior 5.66 6.51 594 344 6.94
° IntroioCS\S‘ Word I Excel ‘ Access ‘PowerPoint Senior 540 796 548 356 700

1000 Average 5.87 6.73 597 3.96 7.17

Male Students

7
6 -
5
4
3
2 -
1 -
0 T T T T

= Freshman

Figure 3-Application Ranking by Female Students

¥ sophomore | Male Intro to CSIS 1000 Word Excel Access PowerPoint
J””i_°r Freshman 6.88 7.10 6.91 5.18 7.60
senter Sophomore 6.35 6.45 6.54 3.98 7.14
Junior 6.18 7.05 7.45 4.74 7.16
Intro to CSIS Word Excel Access PowerPoint Senior 527 605 650 373 609
1000 Average 6.43 6.74 6.80 4.51 7.23

Figure 4-Application Ranking by Male Students

The results indicate that PowerPoint was the most preferred
by male and female freshman students. The Word section was
appreciated most by senior female students (mostly online)
and least by senior male students. Overall, female students
liked Word and PowerPoint the same as male students but
male students liked Excel significantly more than female
students. All topics except Word for female students and
Excel for male students were enjoyed more by freshman

students than others. Access was disliked more by female
students than male students.

The figure below demonstrates the differences in rankings for
120 students within GENS (General Education) majors
compared to 477 other (non-GENS) students. In general, the
GENS (General Education) major students ranked the
application section higher than non-GENS majors.
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8 - Compare By Major Study
7
6
5 Major GENS NON-GENS
¢ ® GENS Female Application Female | Male | Female | Male
3 GENS Male
2 Intro to CSIS1000| 6.10 6.55 5.81 6.40
B NON-GENS Female
1 - NON-GENS Male | Word 7.13 6.69 6.63 6.75
0 Excel 6.14 6.62 5.93 6.85
Access 4.39 4.61 3.86 4.48
o PowerPoint 7.75 7.30 7.04 7.20
N Overall Average 6.30 6.35 5.85 6.33

Figure 5-Application Ranking by Major Study

Non-GENS male students provided higher rankings in all
subjects than females whereas within the GENS majors,
female students have ranked Word and PowerPoint higher
than males.

3.2 Results of ranking the level of enjoyment for

the Technology 1 section

The following figure compares the

Technology 1 section for in-class vs. online.

8
7 In-Class |On|ine
? Technology 1 Average Ranking
4 Intro to Firefox Extentions 6.836 6.507
3 Intro to Cyber Crime, E-Com, Ethics| 5.808 5.326
: winclass |Intro to Audio Editing 7143 | 6.872
0 ) online  |Intro to Video Editing 7.386 6.994
& 006‘"' &&‘% & QQ@‘ ’ b\;\a\"‘ & Intro to 3D Computer Graphics 7.047 6.471
A & s
+<a'§' & & \‘bv? & {@"‘0 o oo°° Intro to the Command Line 5.411 5.115
& \s N
e Intro to Cloud Computing 5968 | 5.446
o &, S & &
S S Intro to Linux Mint 6.669 | 5.459
A <L & &
Overall Average 6.534 6.024

Figure 6- Average Ranking for Technology 1 —In-Class and Online

rankings of the

The results show that the in-class students have given a higher
ranking for all topics within the Technology 1 section
compared to online students (similar results were observed in
the Application section). The “Intro to Linux — Mint” exercise

had a relatively significant difference in rankings due to the
difficulty of exercises without proper assistance.

The overall rankings of the level of enjoyment for all the
topics within the Technology 1 section based on gender are

shown below.

8 Female Students
7
6
5
= Freshman
4 Intro to Cyber Intro to 3D
= Sophomore Female  {intro to Firefox |Crime, E-Com, [Intro to Audio Intro to Video Computer |Intro to the  [Intro to Cloud [Intro to Linux
3 Junior Technologyl Extentions Ethics Editing Editing Graphics  |Command Line|Computing  [Mint Average
2 Senior Freshman 7.09 5.54 7.06 7.04 6.12 4.73 5.76 5.82 6.14
1 Sophomore 6.51 5.27 7.05 7.28 6.49 5.20 5.55 6.13 6.19
0 Junior 6.74 5.26 7.03 7.10 6.78 4.85 5.21 5.37 6.04
[ [ In [ ELI h L f
Frelor  Cber cime, Auli Ediaiden Eing Computer commend  Clod | MnE Senior 600 5.46 .04 716 612 452 532 4% | 58
Estentions E-Com, Ethics Graphics Une  Computing Average 6.67 5.36 7.05 7.18 6.42 4.96 5.53 5.82 6.12

Figure 7-Average Ranking of Technology 1 - Female
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hill

Intro to
Audio
Editing

Intrato  Intro to
Firefox Cyber
Extentlons Crime, E-
Com,
Ethics

Video

Editing  Graphics

Intro to  Intro to 3DIntro to the  Intro to
Computer Command
Line

Male Students

Intro to Intro to Cyber Intro to 3D |Intro to the
= Sophomoare Male Firefox  [Crime, E-Com, [Intro to Audio [Intro to Video [Computer [Command |Intro to Cloud Intro to Linux
Junior Technology 1|Extentions |Ethics Editing Editing Graphics  [Line Computing  |Mint Average

‘ ‘ Senior Freshman 7.21 6.25 7.22 7.54 7.34 6.35 6.56 7.18 6.96
: : ) Sophomore 6.65 5.88 6.56 6.93 7.21 5.20 5.72 6.17 6.29
T Unox Mt Junior 6.66 5.68 753 745 7.2 555 5.66 6.00 6.47
Computing Senior 4.86 4.55 7.09 7.09 7.04 5.10 5.18 5.59 5.81
Average 6.71 5.88 6.98 7.24 7.25 5.67 5.98 6.47 6.52

With the exception of "Intro

Figure 8-Average Ranki
to Audio Editing", which

appealed to junior male students, male freshman students
almost always liked the topics more. Female freshman
students gave the highest ranks to “Intro to Firefox”, “Intro to
Cyber Crime, E-Com, Ethic”, Intro to Audio Editing”, and
Intro to Cloud Computing”. However “Intro to Video
Editing”, “Intro to the Command Line”, and “Intro to Linux-
MINT” were most liked by sophomore female students.

Among female students, “Intro

to 3D Computer Graphics”

ng of Technology 1 - Male
was liked most by juniors. Overall,

male students liked all

topics in Technology 1 except “Intro to Audio Editing” more

than female students.

The figure below demonstrates the difference in rankings for
students with the General Education major compared to other
students for topics in Technology 1. In general, the GENS
(General Education) major students ranked the Application
section higher than non-GENS major students.

8

7

Intrate  Introte Introto  Introto
Firefox Cyber
extentions  Crime, £-

Com, Ethics

Audio
Editing

videa
Editing

Computer
Graphics

Intro ta 3D Intro tathe  Intro to

Compare By Major Study

m GENS Female
GENS Male
W NON-GENS Female

= NON-GENS Male

Intro to
command Linux Mint

Line

cloud
Computing

Major GENS NON-GENS

Technology 1 Female Male Female Male

Intro to Firefox

Extentions 6.86 6.70 6.62 6.71
- =

::ntro to C_yber Crime, 5.38 5.89 5.35 5.87

om, Ethics

Intro to Audio Editing 7.32 6.79 6.98 7.03

Intro to Video Editing 7.32 7.49 7.14 7.18

Intro to 3D Computer

Graphics 6.32 7.08 6.44 7.28

1 he C d

[ero o the Comman 4.85 5.47 4.98 5.72

Intro to Cloud

Computing 5.42 5.75 5.55 6.03

Intro to Linux Mint 5.87 6.09 5.81 6.57

Average 6.17 6.41 6.11 6.55

Figure 9- Technology 1

The overall average for several topics in Technology 1 was
the highest among males in non-GENS majors. There were a
few topics that GENS students liked more. “Intro to Audio
Editing” and “Intro to Video Editing” were especially more

popular among GENS students.

Ranking by Major Study

3.3 Results of ranking the level of enjoyment for

the Technology 2 section

The following figure shows the rankings of the Technology 2

section for in-class vs. online.

9 In-Class [Online

? Technology 2 Average Ranking
: Intro to Networking 6.072 5.808
g Intro to Web Development 6.355 6.109
i mincass |INtro to Photo Editing 7.888 7.317
0 : online  [Intro to Image Creation Using Gimp 7.332 6.881
4@@& o & 0%8'”“& &5&’« O&Q&é 063‘& \‘\z@g Intro to Computer Programming 6.453 6.155
o@&“ v@“ @Q@ @&’ &‘@b &o‘?a Q&“’@ Intro to Open Office 5.845 5.401
& eSS &0 Intro to Web 2.0 6.099 | 5.843
« Overall Average 6.578 6.216

Figure 10-Average Ranking for Technology 2 — In-Class and Online

The results show that in-class students have given a higher

ranking for all topics within

the Technology 2 section

compared to online which is consistent with all other topics.

The “Intro to Photo Editing” exercise had a relatively high
ranking, especially among in-class students.

The rankings in level of enjoyment for each of the topics
within the Technology 2 section based on gender are shown

below.
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9
N Female Students
7
6 Intro to
5 = Freshman Image
m sophomore Female |introto  [introtoWeb [intro to Photo [Creation  |Intro to Computer [Intro to Open intro to

4 Junior Technology 2 king|Development |Editing Using Gimp |Programming Office Web 2.0 |Average
3 Senior Freshman 5.60 6.14 833 7.16 6.07 6.01 628 | 6.51
2 Sophomore 5.9 6.07 7.67 7.08 6.03 5.57 600 | 634
' Junior 5.46 5.75 7.32 7.35 5.91 5.59 587 | 6.18
¢ Irroto ‘\mmlmwm Introto Photo Intro to Image  Introto  Intro to Gpen Iaro to Web Senior 5.16 5.72 7.64 6.72 6.12 5.04 552 | 599

Networking Development  Editing  Creation Using  Computer Office

Gmp  Programming Average 5.71 6.01 7.78 7.12 6.02 5.65 602 | 633
Figure 11-Average Ranking of Technology 2 - Female
9
8 Male Students
7
6 IntrotoImage |Introto
5 ® Freshman Male Introto Introto Web |Introto Creation Using [Computer Introto Introto
4 = Sophomore Techno|ogy2 Networking  |Development |Photo Editing | Gimp Programming |Open Office |Web2.0 |Average
3 Js""i“' Freshman 6.78 6.96 7.85 7.62 7.07 6.43 6.44 | 7.02
enior

2 Sophomore 5.85 6.28 717 6.83 6.53 5.14 573 | 622
1 Junior 6.55 6.55 7.26 6.66 6.24 5.58 6.00 | 641
A — e o i .mm.mm Intra to m.mmopgn m:mmwgb Senior 532 5.86 7.03 1.27 6.50 464 | 459 | 589

etrne fresiopment e eragramming Average 6.25 6.53 7.4 7.13 6.68 564 | 594 | 651

Figure 12-Average Ranking of Technology 2 - Male

All freshman male students liked the topics most and in many
cases significantly more than other male students. Most of the
topics were liked most by female freshman students as well.
Female sophomore students liked “Intro to Networking” and
female junior students liked “Intro to Image Creation using

GIMP” the most. Senior female students liked “Intro to
Computer Programming” more than other female students.

The figure below demonstrates the student ranking for GENS
(General Education) majors compared to other non-GENS
students for topics in Technology 2.

Compare by Major Study

= GENS Female

GENS Male

H NON-GENS Female

H NON-GENS Male

o P N W A U O N B O

introto IntrotoWeb  Introto
Networking Development Photo Editing

Introto Introto mtrD(DDpenlntmtDWeb
Image Computer  Office

Creation  Programming
Using Gimp

Major GENS NON-GENS
Technology 2 Female Male Female Male
Intro to Networking 6.06 6.04 5.63 6.30
Intro to Web Development 6.24 6.40 5.05 6.56
Intro to Photo Editing 7.83 7.36 7.77 7.43
Intro to Image Creation

Using Gimp 7.06 6.92 7.13 7.19
Intro to Computer

Programming 6.22 6.06 5.98 6.84
Intro to Open Office 5.75 5.52 5.62 5.66
Intro to Web 2.0 6.22 5.99 5.97 5.92
Average 6.48 6.33 6.29 6.56

Figure 13- Technology 2 Ranking by Major Study

The highest rankings are distributed among GENS female
students and non-GENS male students on different topics.
“Intro to Networking”, “Intro to Web Development”, “Intro to
Image Creation Using GIMP”, and “Intro to Computer
Programming” have the highest ranking by non-GENS male

4. Conclusion

The overall student rankings of all topics for Fall 2011 are
shown in the following figure.

students. In specific, “Intro to Computer programming” was
significantly more popular among non-GENS male students.
Among other popular topics, “Intro to Photo Editing” was
ranked relatively high by GENS female students.
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Overall Ranking

Intro to Photo Editing

Intro to Video Editing

PowerPoint
Intro to Image Creation Using Gimp

Intro to Audio Editing

Intro to 3D Computer Graphics

Word

Intro to Firefox Extentions

Excel
Intro to Computer Programming

Intro to Web Development
Intro to CSIS 1000

Intro to Linux Mint

Intro to Web 2.0

Intro to Networking

Intro to Cloud Computing

Intro to Open Office

Intro to Cyber Crime, E-Com, Ethics

Intro to the Command Line

Access

T T
o] 1 2

T T T T T 1
3 a 5 6 7 8

Figure 14- Overall Ranking of all topics sorted

A similar survey was conducted in the previous year in which
the most liked topic for the students was “Photo Editing
(using Gimp)”. The other topics liked by students were
PowerPoint, Image Creation, and Audio Editing. Access was
among the least liked topics followed by E-Commerce and
Cyber Crime which were combined and modified for this
year.

Before Fall 2011 and at the end of the academic year 2010-11
the topics and contents within the technology sections of the
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course were updated and modified for the new academic year.
The modifications were as follows:

e “Intro to Video Editing” replaced “Intro to Human
Computer Interaction”
e “Intro to Cloud Computing” replaced “Intro to Linux”
e  “Intro to Image Creation Using GIMP” was added
The rankings of topics will be repeated during Spring 2012
and appropriate modification or adjustment to the topics will
take place for next year.
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Abstract—Game development is one of the fastest growing
industries today. The demand for popular games is impressive
and the prospects for employment are promising. However,
many recent college graduates do not specialize in this field.
A generic computer science degree is adequate, but it could be
improved with more relevant training. We propose a dedicated
minor that emphasizes software development to prepare students
for future study or employment in the game industry. We
anticipate that this minor will distinguish students from other
recent graduates, increase enrollment, and improve feedback
from existing students.

Index Terms—Minor Design, Game Development, Curriculum
Design, Assessment, Objectives

I. INTRODUCTION

Many consider game development to be unworthy of an
academic pursuit. Recent news regarding the sexual and
violent content in games may have enforced this concern.
Other types of media like movies and magazines contain the
same kind of content, yet film and journalism schools still
exits. Perhaps such double standards exist because games have
traditionally been developed for children. However, recent
statistics show an average gamer age to be 32.82 for males
and 33.49 for females, just under the general population
average [34]. Gaming is now one of the most popular forms of
entertainment for all age groups, with 93% of all games rated
“E” for Everyone [2], [22]. Games are relatively new, but they
are as prevalent as the more traditional media, especially on
campuses full of students and young faculty who grew up
playing video games [25].

Gaming is an extremely profitable business with one of the
fastest growth rates in the United States economy. In just a
few years, the game industry has doubled in size and is now
larger than Hollywood [1], [2], [21], [25], [31], [35]. In 2007,
the industry earned $8.85 billion in revenue out of $18 billion
in sales, which is a 43% increase from the previous years [11],
[33]. Considering such rapid growth, the game industry will
soon employ as many people as the US Navy, which is the
largest in the world [22], [35]. For instance, Electronic Arts
(EA) has doubled in size since 2000. It now employs 6,450
people, with more than half of them directly involved with
game creation [25]. This company has established itself as
an industry leader in supporting education efforts in game
development. It has invested millions of dollars to support
schools that train their future employees [25]. Consequently,
many schools that initially hesitated to acknowledge game
development as a serious application of software engineering

now graduate students who are readily employed in this
industry. The number of such game-related programs has
increased more than 10 times over the last five years [25],
[35]. There is no doubt that game development is on the rise.

Recent computer science graduates are excited to work for
a game studio. Unfortunately, it is difficult for inexperienced
students to stand out among others. In some cases the
competition for a job opening could be as high as 1:100 [16].
It is more difficult to get a job at a small company, where
software engineers make up a relatively small portion of the
team and the majority of employees are involved with content
creation, e.g., artists, musicians, and designers [15], [21],
[33]. Large companies put more emphasis on the technology,
typically hiring 65% computer scientists, 30% artists, and 5%
designers [35]. We propose a dedicated game development
minor that will prepare students for future employment at such
large game studios.

However, a minor in game development does not restrict
students’ careers to a single industry. It offers a skill
set that can be readily applied to many other disciplines.
For instance, modern games often employ state of the art
computer simulation technology that is typically directed
at entertainment. The same technology may simulate other
real-world scenarios to accomplish more functional goals,
e.g., surgery simulation, psychological rehabilitation, and pain
mitigation [2], [23]. In fact, the difference between a software
developer at Electronic Arts and a software developer on Wall
Street may come down to their clothing preferences [25].

II. BACKGROUND

Game development courses attract new students. For
example, computer science enrollment at Daniel Webster
College has almost tripled in one year [10]. The University
of Southern California anticipates 45% more applications
with 80% of new students interested in game development.
Denver University expects three times as many new game
development majors [35]. Likewise, the schools observe a
positive change in students themselves. The game development
courses typically have better grades, fewer dropouts, and more
positive feedback [32] because students enjoy the classes and
can relate to the material.

The best games are not necessarily complex, so game
development does not have to be overly technical. For
example, small teams of freshman at Daniel Webster
College developed commercial quality casino and board
games with only one semester of introductory programming
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experience [10]. New students experienced an incredible
confidence boost and realized the power of computer
traditional
programming courses, students were more invested, interested,
and engaged in the course. They spent more time working on
their project, wrote more lines of code, and achieved a better
understanding of the course material [12], [31], [32]. Some
students even continued to work on their games after the
conclusion of the course [3], which indicates genuine interest.

Game development also motivates existing students.
Simple game development projects promote a more thorough
concepts and
encourage students to explore computer science further [3],
[91-[12], [17], [32]. Simple games allow students to focus
on the strategy, rather than implementation details, which
is a key concept in successful software design. No one can
write a perfect game on the first try, so frequent changes
are common. As a result, students recognize the need for
modularity and incremental development, which are also
core principles of software engineering. Furthermore, such
projects improve communication skills, facilitate collaborative

science [10], [12]. When compared with

understanding of difficult programming

learning, and motivate students to work harder [3], [32].

Game development projects offer comprehensive practical
experience. For instance, such projects give students an
opportunity to learn by construction [3]. Students are
intimately familiar with the architecture of their favorite
games, which makes it easy to visualize concepts without
implementation concerns. Sometimes students spend the entire
meeting discussing fun ideas [28]. Many are too ambitious
and far-fetching, but creativity empowers students because
their opinions matter. A simple game project offers the three
things that truly motivate students, autonomy, mastery, and

purpose [19].

Planning such projects is difficult because the teacher must
balance the entertainment and instructional goals. However,
many educational games have been successfully developed to
improve student learning in mathematics, computer science,
physics, and even poetry [2], [27]. For example, drill and
practice games increase the speed and accuracy of math
skills [3]. They engage students in active learning, encourage
collaboration, and promote social participation [13]. Games
have even been developed for the Department of Defense
(DoD) as a tool for teaching the latest theory of military
operations [30]. This shows how game development can go
beyond entertainment and have a significant influence on the

way we approach learning.

III. MINOR OBIJECTIVES

Program objectives depict the career and professional
achievements that the program is training students to attain.
Since this minor will exist within the software engineering
program, we incorporate many recommendations of the
Accreditation Board for Engineering and Technology (ABET).
The proposed game development minor has the following

objectives:
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1) Introduce game development methods, techniques, and
tools.

2) Provide the knowledge necessary for understanding and
implementing games.

3) Prepare students for the interdisciplinary nature of
commercial game development.

4) Prepare students for further study or employment in the
game development industry.

IV. MINOR OUTCOMES

Outcomes illustrate what graduates are anticipated to
comprehend and be able to perform in terms of knowledge
and capabilities. The outcomes are consistent with the existing
minors [5], [6] within the software engineering program. Upon
completion of the game development minor, students will be
able to do the following:

1) Apply various techniques, algorithms, and tools to solve
game development problems.

2) Design a storyboard for a game.

3) Implement games using scripting and compiled
languages.

4) Manipulate commercial graphic libraries.

5) Present their work orally and in writing.

6) Collaborate with other students on team projects.

V. MINOR REQUIREMENTS

The proposed curriculum includes fundamental techniques
as well as practical programming experience relevant
to any software engineering industry. We have adopted
many suggestions from the International Game Developer
Association (IGDA), which is comprised of industry
representatives and academics [11], [16], [18], [22], [31].
Table I lists the required courses in the order of increasing
complexity.

Our curriculum includes existing computer science courses
as well as four new ones, dedicated exclusively to game
development. The existing courses cover the conventional
topics of introductory computer science. Students are required
to have basic programming experience, which is covered
in Introduction to Programming (C++) I and II, CSSE
1710 and 1720 respectively. However, industrial programming
experience or coursework in a different programming language
may also satisfy this requirement.

The game development topics are evenly distributed across
three courses, CSSE 3430, 4250, and 4260. The first one
provides a broad exposure, without focusing too heavily on
one area. The other two courses cover the essential topics
in game development. Also, students have an opportunity to
apply their knowledge in a capstone project and earn the
experience that is often required in the industry.

Even though game development is a massively
interdisciplinary field, our curriculum has been carefully
chosen to emphasize technical competence. Software
development is the core component of game development [2],
[23], which is highly valued by the industry. This curriculum
will appeal to computer science and software engineering
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TABLE I
MINOR REQUIREMENTS

Course Course Name Credits | Prerequisite Co-requisite
CSSE-2130 | Programming in Java 3 CSSE-1720

CSSE-2430 | Data Structures and Algorithms 3 CSSE-1720

CSSE-3430 | Introduction to Game Programming 3 CSSE-1720 and CSSE-2430
CSSE-4250 | Game Design I 3 CSSE-3430

CSSE-4260 | Game Design II 3 CSSE-4250

CSSE-4940 | Game Development Capstone Project 3 CSSE-4260

majors because of the three-course overlap. However, students
from other departments who have taken basic programming
courses may also be interested.

VI. ASSESSMENT

Assessment is a vital practice for any program. The
assessment of the game development minor uses standard
practices employed by the software engineering program.
Program assessment will include the following:

e A capstone project demonstrating the skills developed
throughout the minor.

o A comprehensive exam, which covers all the topics of
the minor. It will be given to students during week 13 of
their last semester.

e A senior survey, which is required of all graduating
seniors. It will include the minor-specific questions.

e A research paper on an application field for each course
in their minor.

e In class exams, quizzes, and homeworks measuring
student comprehension of the class material.

Samples of exams, projects, and other assignments will be
collected over a range of quality for evaluation of outcomes
and syllabi content. Assessment information will be processed
by the department assessment coordinator. The chair of the
program will call a joint meeting of all participating faculty
to facilitate any modification of the minor.

VII. COURSE CONTENTS

CSSE-2130 Programming in Java
Java Applications, Java Applets, Control Structures,
Methods,  Arrays, Strings and  Characters,
Object-Oriented Programming, Graphics and Java
2D, Basic Graphical User Interface Components,
Exception Handling, Files and Streams, Java
Utilities.

CSSE-2430 Data Structures and Algorithms
Object-Oriented  Principles, Standard  Data
Structures, Big-O Notation, NP Completeness,
Stacks, Queues, Generic Data Types, Dynamic
Memory, Recursion, Linked Lists, Circular Lists,
Doubly Linked Lists, Trees, Binary Search
Trees, Heaps, Graphics, Sorting Algorithms,
Searching Algorithms, Object-Oriented Language
Implementation of Data Structures and Algorithms.

CSSE-3430 Introduction to Game Programming
Game Project, Game Creation, Vector Based

Graphics, Bitmap Based Graphics, Simple Sprites,
Sprite  Animations, Keyboard and Mouse Input,
Sound Effects and Music, Timing, Game Loop,
Graphics Libraries, Game Programming Projects.

CSSE-4250 Game Design 1
Design Components and Processes, Game Concepts,
Game Worlds, Character Development, Storytelling
and Narrative, User Interfaces, Animation,
Audio/Visual Design, Game Engines, Gameplay,
Game Balancing, Level Design, Action Games,
Strategy Games, Role-Playing, Sports Games,
Vehicle Simulations, Adventure Games, Online
Gaming, Prototyping, Projects.

CSSE-4260 Game Design 11
Agents, Percepts and Actions, Actions and
Movement, Combining Steering Behaviors, Path
Finding, Decision Making, Behavior Trees, Goal
Oriented Action Planning, Hierarchical Task
Planning and Partial Order Planning, Tactical
and Strategic Al, Reinforcement Learning, Board
Games, Anytime Algorithms, World Interfacing,
Geometric Queries to Games, Intelligent Content,
Al Tools and Content Creation, Scripting, Designing
Intelligent Games, Case Studies.

CSSE-4940 Game Development Capstone Project
This is a team-oriented project course in which
teams design, implement, test, and document a
computerized game. The instructor will either offer
or solicit a selection of projects. Projects may include
students from other disciplines.

VIII. CURRICULUM DISCUSSION

The minor starts with basic programming, data structures,
and algorithm courses. Once students have built up enough
programming knowledge, they should feel comfortable writing
basic applications and interacting with typical graphical
libraries, i.e., the main frameworks used in the industry [23]. In
the Introduction to Game Programming course, students will
begin actual game development, which is a more specialized
version of the traditional computer programming. This course
is a prerequisite for the more advanced courses, which may
not be taken concurrently. Such curricular design minimizes
student investment in the minor, in case they choose not to
pursue it further. The two dedicated game development courses
(CSSE 4250 and 4260) will expose students to the theory of
game design, the structure of the production process, and a
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team project that mimics industry requirements. They will
offer both supervised and independent projects, which build

teamwork as well as individual competence.

The minor ends with a project course where students
develop an original game. It gives students the freedom to be
creative, apply their skills, and demonstrate their knowledge.
Capstone projects enhance team-work, software development
experience, and proficiency with professional tools [4], [28],
[31]. Furthermore, students gain valuable experience and build
a significant portion of their professional portfolio, which
will be invaluable for industry interviews [26], [35]. Upon
completion, we will encourage students to present their work
during the “Tech Day” event, a recurring exhibit held by the
school of Engineering and Science to motivate high-school
students to pursue a college degree. Many schools report
more motivated freshmen [16] and higher enrollment [10]
after such demonstrations. Some schools explicitly promote
entrepreneurship and commercialization of student work [23].
Some even require students to purchase their own game
development tools to retain the copyright to their work [21].

We also plan to incorporate these practices in the future.

IX. COMPLEXITY CONSIDERATIONS

The significant duration, budget, and personnel size
make every game a serious software engineering project.
Multi-million dollar games are usually released in just two
or three years [21], [31]. They are a product of thousands
of man-hours spent among hundreds of individuals [11],
[23]. Our minor cannot handle projects of such scale and
complexity. Below we outline a few ways to address these

issues and increase student productivity.

A. Agile Methodologies

Even though students are typically excited about working
on a game project, they often struggle to meet the deadlines
due to over-ambition, procrastination, and poor teamwork
coordination [28], [29]. Furthermore, games evolve quickly,
so the code must be flexible, reusable, and maintainable [1],
[31], [32]. The solution is an agile software development
methodology, which promises timely delivery, especially when
the requirements are unstable. It assumes collaboration and
continuous refinement and it is the preferred methodology
for game development projects in the industry as well as
academia [7], [10], [26], [28]. We plan to incorporate it into

our courses to ensure the projects are on time.

Agile methodologies are meant for mature software
developers because of the frequent in-person interaction.
Students lack such experience, but our class schedule can
alleviate this problem. The Monday-Wednesday-Friday class
schedule would ensure that students can attend frequent
meetings, some of which may be supervised [28]. The team
size of two-three students of approximately the same age and
graduate standing is optimal for a personal feel and little
coordination [21], [29]. Finally, peer reviews can motivate
student collaboration and promote fair work distribution [10].
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We plan to adopt these techniques to facilitate the adoption of
agile methodology for student projects.

B. Mobile Gaming

Another way to simplify the inherent complexity of game
development is to specialize in a particular platform. For
example, mobile gaming is significantly smaller and simpler
because it does not require substantial resources that may
not be available on a mobile device [14], [23]. Virtually
every student has a cellphone and half of them regularly play
mobile games like Tetris, Pac-Man, and Solitaire [14]. These
games have few simple rules and do not require a significant
time commitment. Developing such games is exciting because
students can quickly create a game, play it on their phone, and
show it off to their friends [14]. Few engineering disciplines
could boast such quick turnaround time and practicality.
Mobile games would be perfect for student projects.

C. Scripting Languages

Game studios are primarily concerned with building more
interesting games, but not necessarily solving engineering
problems. Therefore, existing solutions and common low-level
functionality developed by expert programmers is often reused.
The various game engines, software architectures, design
patterns, and generative programming techniques simplify the
development of large and complex games [1], [8], [17], [20],
[24], [33]. The programming courses should give students
plenty of coding experience, so they should feel comfortable
with any game development framework. Scripting languages
abstract implementation details and let students focus on game
design. Since they only have to write the unique parts of
the game, students can be more productive [4], [17]. The
existing artifacts take care of the technical challenges and
allow developers to be more creative. We will encourage such
creativity in our minor.

X. FUTURE IMPROVEMENT

Our current curriculum is directed towards game
programming, a coding intensive occupation similar to
computer science. It covers basic mathematics, physics,
modeling, and artificial intelligence. Even though our courses
briefly cover all of the related topics, a more in-depth insight
into physics, computer graphics, and basic networking would
also be beneficial [21]. A few dedicated courses could
cover these topics in sufficient detail. In the future, basic
animation and 3D modeling classes may be recommended to
students who would like to have a more well-rounded game
development education. This version of the curriculum would
be geared towards liberal arts students, with more emphasis
on asset creation. Such complementary versions of the minor
would focus on the two respective areas of game production,
design and development.

XI. RESEARCH OPPORTUNITIES

As with many other software engineering fields, game
development has plenty of open research problems. For



26

instance, modern games exhibit an increasingly heavier
dependence on static assets, e.g., textures, sounds, and
animations [18]. This problem grows with each new game
console enticing a new generation of gamers with more
detailed graphics and sound. Eventually, no amount of details
will be able to attract consumers, who demand longer and
more immersive experiences.

As a result, the game itself must entertain and amaze the
players. Currently, the story within a typical game unravels
through a scripted sequence of scenes that change according
to the player actions [18]. The structured approach has a
finite amount of considerably distinct game plays. Artificial
intelligence techniques, on the other hand, can create an
interesting story on the fly. In fact, interactive drama is
considered the pinnacle of game design [18]. The story
within the game follows the rules of the virtual world, yet
it has no predetermined course. A player can exercise free
will and experience the consequences of his/her actions. The
dynamically generated story is always different, so the players
get to enjoy a longer gameplay. Students taking this minor
may become interested in further artificial intelligence research
specifically for such applications.

XII. CONCLUSIONS

Students enjoy playing and making computer games. Many
of them fantasize about creating the next game that would
define an entire generation, e.g., Super Mario, Tetris, or
PacMan. For a long time such fantasies remained unattainable
for young people who did not want to commit multiple years
to software development. Fortunately, modern technological
advances allow students to create relatively complex games
within just a few semesters. Because much of the serious
programming has already been done, only basic understanding
of software development is required. This makes our minor
accessible for a variety of students. However, software
engineering majors may also find this minor interesting for
the research opportunities that span beyond game applications.
This minor will give students a chance to make the game they
always wanted to play.
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ABSTRACT

Systems and Network Security is a very important
topic in today's world where Information Technology is
becoming part of our everyday lives. We access and
interact with numerous services on the Internet that
require us to exchange sensitive data. The Internet is a
highly distributed system operated by many different
entities and as such should not be trusted by end users.
This is the reason that we need strong security
measures to communicate in a secure way, privately,
with other (trusted) entities. Users, whether consumers
or businesses, retain no control how their information
is routed among the many networks that comprise the
Internet.  Therefore, there is a strong need for
cryptographic protocols to authenticate, gain trust, and
establish a secure channel for exchanging data.

We are enriching our curriculum by offering several
Computer Science advanced electives each semester
(Fall, Spring and Summer). Students have the option
of taking advanced elective courses that fit their
interest. One of our newer courses, Cryptography and
Network  Security, addresses these issues of
communicating securely over inherently insecure
channels such as the Internet. In this paper we present
the material taught in this class as well as the
assignments and demonstrations utilized in the class
room to motivate the students in learning.

Keywords - Network Security, Education

1. INTRODUCTION

Wentworth Institute of Technology is a baccalaureate
degree granting institution. The Department of
Computer Science and Networking has been in
existence since the early nineteen eighties. Our
department offers two degrees: one leading to a
Bachelor of Science in Computer Science and another

leading to a Bachelor of Science in Computer
Networking. While the computer science degree
program is a typical, traditional CS program, the
computer networking program is more hands-on and
exposes students to a wide skill-set in networking,
computer science, and management. Both majors select
four advanced Computer Science electives from a pool
of 10-12 courses during their Junior and Senior years.
One of the courses now offered regularly is the
Cryptography and Network Security course.  This
course has been very successful, with excellent student
engagement and feedback [21]. The material presented
is difficult, but demonstrations using numerical and/or
graphical examples engage the students. In fact, many
of the students work on the more difficult extra credit
assignments in addition to the regular course
assignments. Many students ultimately make a carrier
change because of this course.

The book used in the class is “Cryptography and
Network Security: Principles and Practice”, by William
Stallings, Prentice Hall. This is an excellent book and
has been adopted by many professors offering similar
courses at the college level. Most programming
assignments are done on students' laptop computers
using the Java language; a few of the assignments are
done in C#. There are six programming assignments
where we use symmetric encryption, digital signatures,
and digital certificates, and two more assignments
where we implement RSA public key cryptography
from the ground up. There are two exams during the
semester and a final exam at the end of the semester.
Because of the popularity of the topics covered in
class, we offer this course during the Summer semester
every year and sometimes during the Spring as well.

In the rest of the paper we will focus on the
programming assignments, demonstrations, and future
material we plan on incorporating into this course.



Int'l Conf. Frontiers in Education: CS and CE | FECS'12 |

2. BACKGROUND

It is suggested that hands-on, investigative teaching
with associated exercises improves the learning
performance of the students [17]. It is also shown that
engaging students in hands-on exercises promotes
active learning and helps students develop critical
thinking skills [19][20] more than simply covering
lecture material in class and leaving students with
many unanswered questions. This improves their
learning performance and as a result increases the
likelihood of programs to retain their students
[31[71[11][16][18][19][20][23]. A three year study was
performed to determine why STEM majors switch to
non-STEM majors [27]. They found that students
switch majors because of lack of interest, teaching
methodology ineffectiveness, and because they felt
overwhelmed with the curriculum demands. Successful
completion of the introductory courses for the first year
is crucial in retaining students in a program and most
lecture courses are notoriously ineffective in engaging
students [6].

DefEx is a set of hands-on cyber-defense exercises that
focuses on undergraduate development through
understanding and problem solving related to security
[28]. These exercises include code and system level
hardening, problem detection, digital forensics,
wireless access point security, cross-site scripting,
command and SQL injection, file uploading, and a
wireless access point treasure hunt game based on
wardriving that requires students to utilize all their
skills from throughout the course.

3. COURSE WORK

In this course, the students are given two exams during
the semester and a final at the end of the semester. The
students are also required to attend every lecture and
complete six assignments. Extra credit assignments are
provided for students who are interested in learning
more. In the next section we describe the major
programming assignments and demonstrations we
perform to motivate our students.

3.1. Assignment in Symmetric Encryption

The Data Encryption Standard (DES) algorithm was
the most widely used symmetric cryptosystem in the
world. It is a block cipher that was selected by the
National Bureau of Standards as an official Federal
Information Processing Standard for the United States
in 1976. DES is now considered to be insecure and has
already been superseded by the Advanced Encryption
Standard (AES) [30].

The DES algorithm takes a 64 bit plaintext block and a
64 bit long secret key and transforms them into a 64 bit
long ciphertext block. Decryption must be performed
using the same key as was used for encryption and the

same algorithm in reverse to reproduce the original
plaintext block.

The students learn about symmetric encryption
algorithms and they complete one assignment where
they use DES to encrypt and decrypt a file. In another
assignment the students compare the performance of
DES and AES by plotting how fast different size files
are encrypted and decrypted.

3.2. Assignment in Hash Functions

Cryptographic hash functions play an important role in
modern communication technology. The input to a
hash function is a file or stream of any size and the
output is a fixed size digital representation of the file
that is normally less than 1KB and serves as the
fingerprint of the original file (often called the message
digest). It is impossible to reconstruct the original file
if you only have the fingerprint. Moreover, changing a
single bit of information in the input would result in a
significantly different fingerprint. These algorithms
are designed to avoid collision. In other words, it is
very unlikely for two messages M and M' to produce
the same fingerprint using cryptographic hash function
H: H(M) != H(MY). Many cryptographic hash
functions are based on the so called MD4 algorithm
initially proposed in [24], and they have received the
greatest attention.

Students write a program to compute the message
digest given different input streams. Then they modify
the input in order to produce substantially different
digests. The students are challenged to find two inputs
that produce the same message digest. Then, we
demonstrate how they can break MDS5 using the
techniques described in [12][13]. Specifically, we
produce two different executable files that have
significantly different purposes, yet whose MD5
digests are identical. This shows that it is possible to
have two different files with the same MD5 message
digest and that using MD5 hashing to verify file
downloads is not safe.

3.3. Extra Credit Assignment on Steganography
Steganography is a technique to conceal information so
that only the communicating parties know about the
existence of the information in any form [15].
Steganography uses a Cover Image which is an image
that will have information embedded in it. Then there
is the actual information itself that could be anything
from plain ASCII text or another image to pdf files,
sound files, etc. After the information has been
embedded into the Cover Image using any of the
Steganography techniques (such as Least Significant
Bit Insertion) a Stego Image [4] is obtained. It is also
possible to encrypt the information before embedding
it, thereby adding another level of security [2].

29
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We demonstrate two applications that use
steganography. Both of them are written in Java and
are accessible via webstart technology: HAE (Hide at
End) [9] and Stego [29]. HAE demonstrates how one
can hide any document of any size at the end of a PNG
picture. The output looks exactly like the input but the
file is bigger in size. This tool relies on the fact that
PNG viewers ignore everything after the end-tag of the
PNG image. So, right after the end-tag any other file
or information can be appended. Students can use

HAE to interactively hide pictures inside other
pictures, retrieve them, and check file sizes.

Stego, shown in Figure 1, is an interactive graphical
interface that allows one to hide text or images into
other images, retrieve the secret text or image, and

Int'l Conf. Frontiers in Education: CS and CE| FECS'12 |

display them all in the same window. Stego uses the
Least Significant Bit insertion technique. This means
that every bit of the secret is inserted in the least
significant bit of a byte that represents either the Red,
Green, or Blue color of the RGB pixel of the original
image (the Cover Image). Stego also allows the
students to hide more than one bit per byte. The effect
can be seen instantly on the graphical interface. A user
can also save each image on the system to inspect the
file size, run a hash function on them, etc, or even load
saved Stego Images. This feature is provided from the
pull down menu. Figure 2 shows how the Stego Image
looks when the 5 least significant bits per byte are used
to hide the secret image.

File

COVER IMAGE Secret

Stegolmage

Result Secret

Select Cover Image H

WHAT TO HIDE

~ T —
TEXT O |HIDE ME!

IMAGE ® image5.png Bits per Byte

Figure 1. Graphical interface of the "Stego" steganography demonstration application. Four images at the top, from left to
right: the Cover Image, the secret image, the Stego Image (output image containing the secret image), and the result secret image
retrieved from the Stego Image. At the bottom, the user first selects a cover image, then the user selects what to hide (text or
image) and either types in the text or selects a secret image. Then, the user selects the number of least significant bits to be used
to hide the secret image. Finally the user can click on the "HIDE" button to create the Stego Image, and "SHOW" to retrieve the

secret image hidden in the Stego Image.

Figure 2. A Cover Image (left) and a Stego Image (right), side-by-side where the 5 least significant bits per byte are used to
hide a secret image. Visible alterations can be observed at the top of the Stego Image.
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For extra credit, we give the source code of Stego to
the students with one of the functions is removed. The
function is used to retrieve a secret image from the
Stego Image and must be replaced by the students.

3.4. Assignment in a Key Exchange Algorithm
One of the questions students have with symmetric
encryption algorithms is key distribution. One of the
simplest algorithms that we illustrate and describe with
real numbers is Diffie-Helman. The students write a
program to show how a "key" can be distributed to two
entities without actually transmitting the key itself.
The students have the option to work on an extra credit
component. The extra credit is to use the Diffie-
Helman key exchange algorithm to exchange keys in a
secure client/server "chatting” application.  They
exchange a key and then they use a symmetric
algorithm to establish a secure connection and transmit
text and images over the Internet. Later in the
semester, after we cover asymmetric encryption and we
begin talking about PGP, they can modify their
program so that the key exchange is implemented using
RSA.

3.5. Assignment in Asymmetric Encryption

RSA [25] and elliptic curve [14] are two popular public
key cryptosystems.  Public key systems are the
standard choice for sending secure information over an
insecure channel or network connection. For example,
a customer wants to send their credit card information
to a web site. There is no way for the costumer and the
web vendor to share a secret key as in symmetric
encryption systems without the risk of a third party
overhearing the secret key. Instead, public key systems
use two keys: a public key that is shared with everyone
and a private key that is kept secret by the receiving
party. The public key and the private key share a
mathematical link, but it is not possible (or is at least
computational very difficult) to derive either key from
the other.

RSA is one of the most commonly used public key
cryptosystems in the Internet today. It is based on the
premise that factoring very large numbers is difficult.
"Large" numbers in modern practice are 1024-bit or
2048-bit numbers. That is, they are numbers on the
order of 21 (~10°”) or 2% (~10%"). One of these
large numbers is chosen to serve as the modulus for
encryption and decryption and then a public key
exponent and private key exponent are chosen
following certain number theory principles. This is the
general procedure for generating the associated public
and private keys:

1) Choose two prime numbers: p and g.

2) Compute the modulus n: n = pq.

3) Compute Euler's totient function ¢(n):
o(n) = (p-1)(9-1).

4) Choose the public key exponent e, such that
1 < e < ¢(n)and e is co-prime with ¢(n).

5) Compute the private key exponent d, where
(de) mod p(n) = 1.

Step 4 is done easily by selecting a random prime
number less than ¢(r) and then checking that it is not a
factor of o). Step 5 is somewhat more
computationally intensive, but can be computed with
the Extended Euclidean algorithm. When this is
completed, the public key is the pair (n, e) and the
private key is the pair (n, d). Going back to the credit
card example above, the web vendor would send the
customer their public key so that the customer can
encrypt the credit card information. The private key is
kept secret by the vendor. The customer uses standard
encoding and padding schemes to produce the
message, m, to be sent from the credit card
information. To encrypt the message and produce the
ciphertext, c, the customer uses this formula:

6) c=m°modn

The encrypted message c is then sent over the Internet
and received by the web vendor who decrypts the
message with this formula:

7) m=cmodn

There are a few different approaches to an RSA
assignment.  There are three main components:
generating the keys, encrypting and decrypting data,
and sending information over a network. The full
assignment has students completing all three phases to
send a single encrypted file over the network. They
first generate the public and private keys, and then
write a client/server application that allows a user to
select a file and transmit it from the client to the server.
The server stores the keys and transmits the public key
to the client. The client encrypts the file, sends it, and
then the server decrypts it.

The first and last steps can be omitted due to time
constraints if necessary. For example, instead of
having students write code to generate the keys they
could compute one key pair by hand and use that
directly. Alternatively, they could use existing tools
such as OpenSSL [22] to generate the RSA keys. The
file transfer could also be optional. Students could
simply encrypt the file on the local system with one
program and decrypt it with another. This would
alleviate the need to have code that actually transmits
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the file, but loses the key exchange between two
systems.

3.6. Demonstrations

Every student that takes this class is interested in
knowing how a virus is written and how they work.
We demonstrate to the students how four different
Keyloggers work. We explain the code, which is
written in C, and they can experiment with the
programs. We also demonstrate two viruses. One of
them attacks the browser and the other attacks the
operating system (of course we only simulate the
deletion and modification of system files). We also
demonstrate and explain how to copy DVDs and how
they are protected. The code given is written in Java.
Another demonstration involves sending "fake™" email
messages (messages where the sender information is
modified). Throughout the course, we have the
opportunity to talk about ethical issues. However, the
students should learn about these techniques so that
they can protect themselves in the real world.

4. CONCLUSIONS AND FUTURE

WORK

We provide students with solid security fundamentals
and hands-on exercises that are focused on wired
networks through our course on Cryptography and
Network Security. As a next step, we will incorporate
wireless security issues into our course.

Wireless enabled devices such as laptops, smartphones,
and tablets are becoming increasingly affordable and
accessible. Wireless technology has become a crucial
component in computer networking and security
technology [8][32]. Despite the popularity of the topic,
courses on wireless and security are not frequently
offered at the undergraduate level; this is mainly due to
the fact that it is still a relatively new topic that requires
greater research. In our course, we will focus on
security issues relating to current Wi-Fi (802.11)
systems.

The first generation of the 802.11 standard included
security protection in the form of Wired Equivalent
Privacy (WEP) [1]. WEP was found to be vulnerable to
various statistical weaknesses, especially in the
encryption algorithm it employed to scramble data
passed over the WLAN [5][26]. While attempts were
made to correct the problem, it is still a relatively
simple procedure to crack the protocol. Essentially, one
can pull the password right out of the air. In response,
the Wi-Fi Alliance stepped up to the challenge and
created an interim "standard" called Wi-Fi Protected
Access (WPA). However, WPA's pre-shared key
(PSK) mode is also crackable due to a flaw that exists
in the authentication procedure [10]. For the most part,
if there is a password and a user is involved then the
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system is flawed. This fact, combined with the reality
that most users select poor passwords, provides an
opportunity that can be exploited.

Shell - Konsole <2>

Aircrack-ng 1.0 rcl rl1085
[00:00:12] 260 keys tested(23.77 k/s)
KEY FOUND! [ clueless ]

: E2 7F (5 15 2A 17 5F Al 59 B3 D1 F8 33 EF D3 (2
43 D8 4D 2D CA 1B E4 76 F8 83 19 Al FC D3 AB 58

Master Key

AD 54 A7 EA 2C D8 77

Transcient Key : BC 3B 12 46 67 99 (8
2D'C2 2F 27 54 22 D3 9B FD 6F E5 1C FA BA F2 DA
D7 F2 73 D1 E1 02 78 EB B8 6C 66 C4 7B FO 20 2B
83 90 44 F5 8B E4 A9 DB 4D 7A 34 FB B4 D7 ED

EAPOL HMAC

1 79 51 AF A3 97 96 9C 78 95 93 22 80 4F 77 24 33

Figure 3. Cracking output of Aircrack-ng.

In order to provide hands-on learning experiences in
wireless security, we will use devices and tools that are
widely used in the real market. Linksys WRT54G
series access points (802.11g broadband routers) and
OpenWRT [31] firmware will be used for deploying
and managing Wi-Fi networks. As shown in Figures 3
and 4, we will explore the vulnerabilities of the WEP
and WPA-PSK protocols with key cracking tools and
network protocol analyzers.

No. . Time source Destination Protocol  Info

5275 55.703627 Fon a2:70:32 IntelCor 55:5c:d0 EAPOL [
5276 55.703040 Fon_a2:70:32 (RA) 1EEE 802 Acknowledgement
5277 55.703554 IntelCor_55:5¢:d0 Fon_a2:70:32 EAPOL Key
| | Frame 5275 (155 bytes on wire, 155 bytes captured]
b IEEE 802.11 Data, Flags: ......F.
b Logical-Link Control
= 802.1X Authentication
version: 2
Type: Key (3)
Length: 119
Descri ptor Type: EAPOL WPA key (254)

b Key Information: ©x01c9
Key Length: 32
Replay Counter: 2
Nonce: FDCSDEIDCBC7SDFOC4EBFCF7CBCB6B2ZEBAS72CDE1CBOCCBE. .
Key 1V:
WPA Key RSC: 0600000000000000
WPA Key ID: D000000000000000
WPA Key MIC: 7182499BCA8A2F68D7AD3IBACD74BIA67
WPA Key Length: 24
b WPA Key: DD1600SOF20101000050F20201000050F20201000050F202

Figure 4. Wireshark screenshot of a WPA authentication
frame.

Students will learn two WEP key cracking schemes:
passive traffic collection and active injection. As a very
basic approach, minimal WEP encrypted data will be
passively collected. Approximately 20,000 to 50,000
packets are required to crack a 64 bit WEP key. From
the collected data packets, we will use weak
Initialization Vectors (IVs) to crack the WEP key as
defined in the 802.11 standard. However this passive
approach requires large amounts of data traffic and
collecting time. As a more efficient technique, we can
inject ARP request packets through fake authentication
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and association. The only known effective way to crack
WPA-PSK is to force a re-authentication of a valid
client. By forcing the connected client to disconnect,
we capture the re-connect and authentication packets
(i.e. the four-way-handshake) as shown in Figure 4.
Although students are mainly excited to learn about
hacking and cracking skills, we believe that this course
will allow students to be more engaged in the topic of
wireless security. It will become an even better
starting point for students to develop their interest in
the topic of network security.
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ProNIFA: A Tool Supporting Semi-Automatized
Formative Assessment in STEM Teaching
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Abstract - There is no doubt that modern technologies
significantly changed the educational needs and practice; the
impact of the continuously evolving technology will increase
the demands of teachers and learners. NEXT-TELL is a multi-
disciplinary European project that attempts to develop a
European infrastructure to facilitate and broaden the use of
modern information and communication technologies in order
to tackle the educational challenges of today and tomorrow. A
significant aspect in this context is a strong focus on modern,
formative, non-numerical approaches to the assessment of
learning in particular in STEM areas. In this paper we outline
the challenges we see in the modern classrooms and we
provide an introduction to a formal, cognitive theory that
supports modern ideas of assessment and student appraisal. In
addition, we present a software tool, named ProNIFA, that
enables teachers and learners to utilize the strength of the
formative assessment in an effective and semi-automatized

way.
Keywords: 21" century education; technology use
classrooms;  formative,  non-numerical,  probabilistic

assessment; Competence-based Knowledge Space Theory

1 21st Century Education

21st century education clearly is a big buzzword in
today’s media. The new millennium is accompanied by
substantial technological evolutions; we became a highly
diverse, globalized, complex, real-time media- knowledge-
information- and learning society. Since the 1990s, the
progress of media and technology was breath taking; during
these one or two decades, we were facing the rise of a serious
and broad use of computers at home (although the
development started earlier, of course), the rise of the internet
and how it revolutionized our society. We faced the spread of
mobile phones and their evolution from telephones to
omnipresent computer and communication devices; we see
spread of mp3, twitch speed computer games and TV shows.
We saw how our world got closer by changing the bridges
over continents and oceans from 56k wires to hyper speed

fiber glass networks.

But what does this mean for educational systems and the way
our children learn and what they learn? Today’s kindergarten

kids will retire in 2070. Facing the pace of technological and
societal changes and demands, we cannot predict what
knowledge will be required in such a “far” future. But we are
in charge to equip our children with the abilities and
backgrounds to survive in that world. Our students are also
facing many important emerging issues such as global
warming, famine, poverty, health issues, a global population
explosion and other environmental and social issues. These
issues lead to a need for students to be able to communicate,
function and create change personally, socially, economically
and politically on local, national and global levels.

Formative assessment, defined as a bidirectional process
between teacher and student to enhance, recognize, and
respond to the learning, is one vital aspect in addressing those
challenges Formative assessment is considered a promising
approach to enable 21st century teaching since it potentially
promotes self-reflection and self-directed learning processes
and, more importantly, it facilitates the integration of new
subject-specific knowledge into the student’s existing
knowledge network. It also helps adapting the teacher the
educational processes to the individual needs and, therefore,
making formal education more effective and also more
enjoyable. At the moment, however, formative assessment is a
time consuming interactive teacher-student communication
process. The teacher must carefully monitor problem/task
solution processes of each individual student, the teacher must
understand how individual students think and learn, and the
must help them to overcome conceptual difficulties, again on
an individual basis. Considering today’s situation and the
daily routines in schools this desirable feedback process
oftentimes drowns in limited time and resource context
conditions. In this paper we want to introduce NEXT-TELL
(www.next-tell.eu), a European initiative addressing the
challenges of future school education. The major aim of this
project is to support teachers in using modern technologies in
the classes, to link various technologies with each other, and
to benefit from synergies. NEXT-TELL also aim at
supporting formative assessment processes and the aligned
teaching with smart planning, assessment, and teaching
technologies. Secondly, we want to introduce a formal,
learning theoretic approach to non-numerical probabilistic
assessment to support a formative appraisal of students and
ideas of evidence-centered appraisal.
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2 Numerical vs Non-Numerical Test
Theories

Presently, western school systems are largely
characterized by described the broad and rich spectrum of
students’ abilities and knowledge by single (numerical) value,
the grade. This holds true on a small scale (e.g., on the level
of tests or single examinations) and this holds true on a large
scale (e.g., on the level of a final grade for a course). This
approach, however, cannot express what students really and
exactly can/know and what they cannot do/do not know
satisfyingly. A good example for the weakness of the
approach is the 1.Q. (intelligence quotient), which attempts to
characterize all the various abilities, strength and weaknesses
of a person in many categories and disciplines (math,
language, cognition, memory, etc.) with a single numerical
value, lately.

As summarized by Falmagne, Cosyn, Doignon, and Thiéry
[1], the origin of this popular test theoretical approach lies in
the developments in 19th century physics. The frontiers
between natural sciences, physics, psychology, and medicine
we much more blurred as they are today and disciplines like
“anthropometry” occurred, the “art of measuring the physical
and mental faculties of human beings”. Prominent proponents
were Francis Galton, William Kelvin, or Carl Pearson (Figure
1). The predominant tenor was, if you cannot measure it, it is
not science. Kelvin, for example, said “If you can‘t assign an
exact numerical value, express it in numbers, your knowledge
is of a meager and unsatisfactory kind”.

The problem of this “charming” approach gets very clear by
the following example (taken from [1]). Imagine an athletic
quotient (A.Q.) and imagine 3 distinct sportsmen, the
basketball player Michael Jordan, the tennis player Roger
Federer, and the golf player Tiger Woods. All of them are,
apparently, excellent athletes and deserve a high A.Q. but they
are very different in their individual abilities. Depending on
which scale one would take to measure the A.Q. (maybe the
jumping height, maybe stamina?), the three sportsmen would
receive very different appraisals. Now, an obvious response
would be to compute a quotient of all the three men’s main
strength. But — what if another sportsmen is added, e.g., a
long distance runner, a downhill racer, a chess player? For
each distinct sportsman another measuring dimension could
be added. And in the end, the resulting quotient would be able
to precisely describe the real characteristics and strength of
each individual sportsman.

The same problem occurs for formative assessment and the
ECAAD approach, specifically in a limited resource
classroom scenario. An approach for a fairer and more precise
appraisal comes with ideas of non-numerical test theories.
With the rise of mathematical combinatorics and with the rise
of powerful computer technologies the more demanding
approaches to precisely describe the various abilities of a
student along multiple dimensions got in the focus for
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researchers and educators. In parts, the basic idea found its

way into class rooms, for example, when students are

described in narrative text instead of a single grade in the
report card.

The approach we want to utilize for NEXT-TELL — in form of
smart software services — is based on the probabilistic, non-
numerical method of Competence-based Knowledge Space
Theory (CbKST).

Figure 1. Proponents of “Anthropometry”. From left to right:
Sir Francis Galton, William Kelvin, and Carl Pearson.

2.1 The structure of Knowledge

CbKST originates from KST established by Jean-Paul
Doignon and Jean-Claude Falmagne [2, 3], which is a well-
elaborated set-theoretic framework for addressing the
relations among problems (e.g., test items). It provides a basis

for structuring a domain of knowledge and for representing
the knowledge based on prerequisite relations (see Figure 2
for an example). While KST focuses only on performance

(the behavior; for example, solving a test item), CbKST
introduces a separation of observable performance and latent,
unobservable competences, which determine the performance.

An empirically well-validated approach to CbKST was

introduced by Klaus Korossy (1997, 1999); basically, the idea
of the Competence-Performance Approach (CPA) is to

Figure 2. Panel (a) illustrates a prerequisite relation among a
set of atomic competencies; panel (b) illustrates the
prerequisite relation among related test items, induced by the
competence structure. The example stems from learning the
relations about time, distance, and speed (cf. [4]).



Int'l Conf. Frontiers in Education: CS and CE | FECS'12 |

assume a finite set of more or less atomic competences C =
{a, b, c, d, ...} (in the sense of some well-defined, small scale
descriptions of some sort of aptitude, ability, knowledge, or
skill) and a prerequisite relation between those competences.
A prerequisite relation states that competence a (e.g., to
multiply two positive integers) is a prerequisite to acquire
another competence b (e.g., to divide two positive integers). If
a person possesses competence b, we can assume that the
person also possess competence a. To account for the fact that
more than one set of competences can be a prerequisite for
another competence (e.g., competence a or competence b are
a prerequisite for acquiring competence c), prerequisite
functions have been introduced, relying on and/or-type
relations. A person’s competence state is described by a
subset of competences of C, for example {a, b}. Due to the
prerequisite relations between the competences, not all
subsets of competences are possible competence states. To
give an example, imagine four competences from the domain
of basic algebra, the abilities to add, subtract, multiply, and
divide numbers. Given four competences, the set of all
possible knowledge states is 24. If we assume that the
competences to add, subtract, and multiply numbers are
prerequisites for the competence to divide numbers, not all of
the 16 competence states are plausible. For example, it is
highly unlikely that a child has the competence to divide
numbers but not to add numbers. The collection of possible
competence states corresponding to a prerequisite relation is
called competence structure. Such competence structure also
singles out different learning paths for moving from the naive
state { } (having no competences of a domain) to the state of
possessing all of a domain’s competences C.

So far, the structural model focuses on latent, unobservable
competencies. By utilizing interpretation and representation
functions the latent competences are mapped to a set of tasks
(or test items) Q = {p, q, 1, s, ...} relevant for a given domain.
Through the aforementioned example, Q might include a
number of addition, subtraction, multiplication, and division
tasks. The interpretation function assigns a set of competences
required to solve a task to each of the problems in Q. Vice
versa, by utilizing a representation function, a set of problems
is assigned to each competence state, which can be mastered
in this state. This assignment induces a performance structure,
which is the collection of all possible performance states. Due
to these functions, latent competences and observable
performance can be separated and no one-to-one mapping is
required. Moreover, learning or development is not seen as a
linear course; equal for all children, rather, development
follows one of a set of individual learning or developmental
paths. More in-depth introductions to CbKST can be found,
for example, in Doignon & Falmagne (1999).

In the context of NEXT-TELL, this approach to the modeling
of the knowledge domain in the first instance and of
meaningful learning sequencing in a second instance provides
some key advantages:

One the one hand, we have a formal and computable method
to analyze and define domains (i.e., the subject matter) on the
level of (more or less) atomic entities of knowledge or ability
— what term competency here. This formal nature in
combination with a set of available tools and procedures
enables to teacher to develop an individual structure of the
subject matter, an individual curriculum, that involves the
information and task from multiple sources (e.g., textbooks,
books, websites, multimedia sources, peer activities, etc.). The
flexible nature of the approach allow an easy mapping to other
instances of NEXT-TELL, for example, the KSA modeling,
the ECAAD methodology, software tools, and so forth. The
prerequisite relations / functions induce competence structures
which may serve as a means of planning, evaluating, and
visualizing learning on the basis of admissible learning paths
(cf. Figure 3). The knots of this Hasse diagram indicate
meaningful competence states of a student while the edges
indicate admissible transitions from one competence state to
another by acquiring another competency.

. In terms of learning activity planning, a teacher
may identify the starting point of an educational
episode (e.g.,, a semester) by selecting the
corresponding competence states in the figure and
likewise she may identify the learning goal in a very
precise manner.

. In terms of assessment planning, a teacher may
select or construct items the perfectly suit the
learning progress and competence states of the
students.

. The Hasse diagram and associated graphs may be
used to visualize the knowledge of students in a non-
numerical and precise manner. This opens (a) a link
to the use of open learner models (OLM) and it may
serve (b) the ideas of negotiating and communicating
appraisal outcomes (towards students and parents).

° The notions of inner and outer fringes enable very
clear statements of what a student knows/can do at
this very moment and it defines very clear
indications of what a student can/should learn or
practice next.

The CbKST approach originates from the field of intelligent
and adaptive tutorial systems, that is, autonomous computer
algorithms that attempt to interpret learner needs, learning
progress, and problems within learning episodes and tailor
educational measures accordingly. The aim is, essentially, to
provide individual students with personalized and psycho-
pedagogically optimal learning experiences and environments.
The challenge within NEXT-TELL is, to translate this
“computer-centered” approach to the 21st century classrooms
and the use of human teachers. In addition, the approach has
to be mapped and linked to the other important aspects and
facets of NEXT-TELL such as OLM, ECAAD, or TISL.
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Figure 3. Illustration of a competence structure derived from
the prerequisite relation shown in Figure 2, panel (a).

2.2 Practical Issues

The outlined approach includes three core components
the domain/learning/learner modeling and the obtained
planning of sequences of learning activities and assessment
activities. The approach facilitates an evidence-centered
approach to evaluating students’ performance by allowing for
a mapping of various activities (the evidences) to concrete
competencies (the level of proficiency). Initially a conceptual
analysis of the domain/subject matter is performed,
subsequently the domain is modeled according the CbKST
methodology (as briefly introduced above), followed by
mapping the latent competencies to concrete learning an
assessment activities. In the first instance, learning and
assessment activities must be identified (by a teacher or
learning designer) these activities are associated with the
latent competencies in terms of required competencies (to be
able to understand/perform a learning activity or to be able to
master an assessment problem) and taught competencies
(those that are taught or practiced with an activity). On the
basis of the initially developed competence structure an
activity structure is induced automatically. Subsequently,
these modeling work leads to a well-defined learning
sequence and it allows an assessment from multiple sources.
The ECAAD planner serves as a means of the concrete
analysis and planning work while the results may feed into an
(open) learner model.

An important issue is the concrete application of such ideas in
the classrooms. Establishing formative assessment scenarios
including the necessary demands to learning analytics and the
efforts required for visualization and communicating the
information is highly resource demanding. Smart software is
required that supports teachers. In the context of the NEXT-
TELL project we developed a tool named ProNIFA which is
supposed to promote and facilitate formative assessments.
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3 Probabilistic, Unobtrusive, Formative-
Assessment

ProNIFA stands for probabilistic non-invasive formative
assessment and is developed in the context of the Next-Tell
project. The tool, in essence establishes a handy user interface
for CbKST-related services and functionalities. The services
are running on a service and cover, broadly speaking, CbKST-
related computation tasks, such as updating of probability
distributions over competence structures. In addition to that,
ProNIFA provides several authoring, analysis, and
visualization features. The tool is a Windows application that
utilizes various interfaces and links to online-based contents
(Figure 4).

NEXT-TELL ProMFA Tool

Figure 4. Screenshots of the ProNIFA tool.

A distinct feature in the context of formative assessment is the
multi-source approach. ProNIFA allows connecting the
analysis features to a broad range of sources of evidence. This
refers to direct interfaces (for example to Google Docs) and it
refers to connecting, automatically or manually, to certain log
files. The only requisite is the availability of log files on the
local computer, through HTTP access or via FTP. Using this
level of connectivity, multiple sources can be merged and can
contribute to a holistic analysis of learners’ achievements and
activity levels. As an example, ProNIFA enables a teacher to
use the results of a Moodle test, exercises done in Google
Spreadsheets, and the commitment displayed in a virtual
meeting in a chat, to conduct a semi-automated appraisal of
students.

The interpretation of the sources of evidence occurs
depending on a-priori specified and defined conditions,
heurists, and rules which associate sets of available and
lacking competencies to achievements exhibited in the sources
of evidence. Very basically, the idea is to define certain
conditions or states in a given environment (no matter if a
Moodle test or a status of a problem solving process in a
learning game). Examples for such conditions may be the
direction, pace, and altitude a learner is flying with a space
ship in an adventure game or a combination of correctly and
incorrectly ticked multiple choice tasks in a regular online
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school test. The specification of such state can occur in
multiple forms, ranging from simply listing test items and the
correctness of the items to complex heuristics such as the
degree to which an activity reduced the ‘distance’ to the
solution in a problem solving process (technically this can be
achieved by pseudo code scripting). The next step of this kind
of planning/authoring is to assign a set of competencies that
can be assumed being available and also lacking when a
certain state occurs. This assumption can be weighted with the
strength of the probability updates. In essence, this approach
equals the conceptual framework of micro adaptivity as, for
example, described by [5].

3.1 Innovative visualizations

Summarized, ProNIFA collects information about
learning-related activities from various sources and analyses
and interprets these information in terms of learning progress
and abilities. This can be done on the level of individual
learners as well as on the level of groups and entire classes.
The analyses are running in the background and, in essence,
deliver probabilities sets and probability distributions. To
support formative assessment, the results need to be worked
up and visualized in an easy to understand, intuitive way.
Presently ProNIFA provides several techniques to visualize
assessment results. On the one hand there is a set of charting
methods such as bar charts or line graphs that can visualize
abilities in a rather conventional form. For example, the
distribution of grades can be illustrated as a pie chart (cf.
Figure 4). In addition, ProNIFA offers more innovative and
distinct ways of visualization information. Three of them are
presented and introduced in the following section.

3.1.1  Hasse diagrams

A Hasse diagramm is a strict mathematical representation of a
so-called semi-order. Invented in the 60s of the last century by
Helmut Hasse, entities (the knots) are connected by
relationships (indicated by edges), establishing a directed
graph. The properties of a semi-order are (i) reflexivity, (ii)
anti symmetry, and (iii) transitivity. In principle, the direction
of the graph is given by arrows of the edges; per convention
however, the representation is simplified by avoiding the
arrow heads, whereby the direction reads from bottom to top.
In addition, the arrows from one element to itself (reflexivity
property) as well as all arrows indicating transitivity are not
shown. The following image illustrates a Hasse diagram
(Figure 5).

Hasse diagrams enable a complete view to, partially, huge
structures. Insofar, they are ideal for capturing the large
competence spaces occurring in the context of CbKST-based
assessment and recommendations. Very briefly, a Hasse
diagram shows all possible (admissible) competence or
knowledge states. By the logic of CbKST, each learner is, with
a certain likelihood, in one of the competence states. This
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Figure 5. Example for a Hasse diagram.

allows coding the state likelihoods for example by colors and
thereby visualizing areas and set of states with high (or vice
versa low) probabilities. The simplest approach would by
highlighting the competence state for a specific learner with
the highest probability. The same coding principle can be used
for multiple learners. This allows for identifying various sub-
groups in a class, outliers, the best learners, and so on. A
second aspect comes from the edges of the graph. Since the
diagram reads from bottom to top, the edges indicate very
clearly the “learning path” of a learner. Depending on the
domain, we can monitor and represent each learning step from
a first initial competence state to the current state. In the
context of formative assessment, such information elucidates
efforts of the learners, learning strategies, perhaps used
learning materials, but also the efficacy of the teachers.
Finally, a Hasse diagram offers the visualization of two very
distinct concepts, the inner and out fringes. The inner fringe
indicates what a learner can do / know at the moment. This is a
clear hypothesis of which test/assessment items this learner
can master with a certain probability. Such information may
be used to generate effective and individualized tests. The
concept of the out fringe indicates what competency should or
can be reasonably taught to a specific learner as a next step.
This provides a teacher with clear recommendation about
future teaching on an individualized basis.

3.1.2  Pixel Clouds

Pixel clouds are a similar concept of representing ability on an
individual or group level. In principle, the pixel clouds depicts
each competence state (or skill/competency) as a single pixel.
Each of the competence states is assigned a probability value
which is color coded. The brighter a pixel is the higher is the
corresponding probability, vice versa, the darker a pixel is the
lower is the corresponding probability. The difficultly (or in
other terms the structural location) of a competence or
competence state in given by the position in the Euclidean
space, ordered from left to right. This type of visualization has
the great advantage that huge competency spaces can be
grasped with a single sight. Despite maybe huge spaces,
important information for teachers can be displayed on a
single screen without the need for zooming. As show in the
Figure 6, by this means also temporal information can be
illustrated easily and quickly.
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Figure 6. Pixel cloud illustrating an assessment process. With
each piece of evidence (in an ECAAD sense), the picture of a
learner’s competencies is getting clearer and more stable.

3.1.3  Problem Spaces

A problem space is a formal and complete description of all
possible solutions steps for a specific problem, represented
from the starting state to the final (desired) state. All steps are
represented on the basis of their admissibility according to the
corresponding set of rules. The figure below illustrates the
famous problem (game) the “Tower of Hanoi”. In the context
of formative assessment, this type of visualization can be used
to illustrate the progress of students in problem solving
situations. This might be on a small scale (within a short term
problem, e.g., a test item) or on a large scale (e.g., in terms of
a medium to long term project). It shall be highlighted that the
term “problem” refers to a broad notion of task, a problem
might well be a mathematical test item which is based on a set
of calculation rules. The type of illustration (cf. Figure 7) is
highly intuitive and, maybe more importantly, allows not only
a snap shot of the present state but also indicates chosen
solution paths.
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Figure 7. The image shows the problem space for the famous
Tower of Hanoi problem/game.

4 Conclusions

It is evident that the future of teaching and learning necessarily
needs to pursue innovative and novel paths. In particular in the
STEM area, a clear and important trend is formative
assessment, ideally on the basis of non-numerical information.
This, unfortunately, is not a trivial attempt. It requires a highly
amount of resources from a teacher to support the individuals
in such a “formative” supportive and progressive way. The
problem is that such resources are sparse and, facing today’s
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classroom situations, formative assessment and appraisal of
learner’s cannot be mastered by teachers with a
comprehensive and above all smart technology. In the context
of the NEXT-TELL project we try to realize the necessary
innovations and technical developments to empower teachers
and to support teachers in their daily routines in order to
realize better teaching and assessing. ProNIFA and CbKST as

the conceptual backbone, are a promising approach. Presently,
the ideas are investigated in European schools. First feedback
shows that teachers highly appreciate this kind of assessment
support. Of course, ProNIFA, as presented here, is just a small
snapshot of the developments in the entire project. The
fundamental aim is to cover the entire teaching cycle from

planning, to conducting technology-supported teaching with

various tools, to gathering evidence, analyzing and visualizing
the student achievements, and finally to communicating and

negotiating results and decisions.
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Abstract—This paper reports on an Industry Focus Group
(IFG) forum, which took place on 20 October 2011. The
objective of the forum was to obtain local Industry’s
perception and opinions of the strengths and weaknesses of
new engineering graduates (from the Department of
Electrical and Computer Engineering, University of
Manitoba) at the time they enter the work force. The
participants of the IFG forum identified missing knowledge,
skills, and attitudes in new graduates. In addition, they
identified key attributes which make engineering employees
best-in-class in their field;, these key attributes were
intended to be targets to which new engineering graduates
can aspire. The top priority identified strength of a new
engineering graduate was attitude and the top weaknesses
were tools, knowledge, and life-long learning. The reasons
for having an IFG forum stemmed from the need to improve
engineering education, to assess the performance of new
engineering graduates, to obtain an external assessment of
the program outcomes, and to satisfy the new accreditation
requirements as specified by the Canadian Engineering
Accreditation Board.

Keywords-Industry  focus
accreditation, CEAB.

group forum, assessment,

1 Introduction

The Canadian Engineering Accreditation Board (CEAB)
[1] has established new and additional accreditation criteria
for undergraduate programs in Canadian Engineering
educational institutions. These new accreditation criteria are
focused on outcomes based assessment, and they state:

“The institution must demonstrate that the graduates of a
program possess the attributes under the following headings.
The attributes will be interpreted in the context of candidates
at the time of graduation.”

A knowledge base for engineering
Problem analysis

Investigation (Validation)

Design

Use of engineering tools

R N~

6.  Individual and teamwork

7. Communication skills

8. Professionalism

9. Impact of engineering on society and the environment
10. Ethics and equity

11.  Economics and project management

12.  Life-long learning

The spirit of this requirement is that institutions must
arrange for assessment of their graduates at the time they
have left the intuition and have entered the work force.

There are many methods for performing an assessment of
engineering graduates. These methods include surveys,
interviews, and focus groups. In addition, conversational
analysis and observations may be used [2]. Surveys and
questionnaires are difficult to create Dbecause of
interpretational, cultural, and societal differences in the
readers. Interviews are more personal, but can be so to a
fault, since some honest opinions may not be communicated
in a personal contact for one reason or the other. Another
interesting method calls for eaves dropping on student
conversations during the process of design, review, and
status sessions. Much can be learned by observing the
behavior of students and what is said while students are in
the design and development process. Related to this is a
method to observe new engineering employees during their
first few months at work. Observing how the employee
reacts to new situations or expected scenarios can give
insight in what is lacking or the strengths of new graduates.
Of course, these observers can be industry members
themselves, but academics would have a third-party view of
the process.

Another form of assessment is based on measuring
incremental abilities of students during the first several years
enrolled in the program. This technique takes an integrative
approach, and assumes that if a student has the ability of the
parts, then the whole will take shape at the time of their
graduation. Furthermore, the assessment criteria are based on
the program’s objectives, which may have been done in
isolation and may not specifically address whether the
criteria supports the goals and objectives of the industry. This
method of assessment may establish reasonable processes,
but may not assess how well the institution is doing to satisfy



42

industry’s needs. How can educators substantiate claims that
student acquisition of certain topics at the completion of a
degree will support the goals and objectives of industry?

This paper presents an external assessment of the
engineering institution at the University of Manitoba,
Canada. This work is an extension and continuation of the
work reported in [3]. The extension was to include all
disciplines in the forum, including Bio-systems, Computer,
Civil, Electrical, and Mechanical and Manufacturing
engineering. The extension also explored the strengths and
weaknesses of new engineering graduates that are common
to all disciplines. As required by the CEAB, the forum is a
continual process, which is performed twice a year, and the
results are fed back for program evolution.

The remainder of this paper discusses some related work.
This is followed by a description of the IFG Forum — its
motivation, composition, and intended faculty response.
Then a description of the event, the forum, and the
presentation and analysis of the results of the forum follows.
Finally conclusions are given.

2 Related Work

Many studies have reported on the impact of engineering
education on the local industry. In [3], local industry
assessed a local engineering education institution to
determine to what degree their expectations were being met.
The approach investigated the areas of strengths and
weaknesses of the engineering graduates and compared the
results to their counterparts in universities abroad. A special
questionnaire was sent to private sector company managers
to elicit their opinions. While a questionnaire has its benefits,
as [4] explains the quality of the information acquired
depends on the extent to which subjects choose to respond
honestly as well as their ability to report accurately. Likewise
in [5], a survey study was performed to determine how well
chemical engineering graduates were prepared for work in
industry. In [6], the process of assessing engineering
graduates is compared with the Quality Function
Deployment (QFD) model, which has been used in industry
successfully to develop products. In the QFD model, product
requirements are carefully gathered from stakeholders before
embarking on any development activities. This ensures that
the final product meets the expectations of the customer.
Likewise, engineering education instructors should consult
with their major stakeholder, i.e., industry, to determine what
local industry values and expects from those engineers who
work within it. The paper [2] classified assessment methods
in engineering education into descriptive and experimental
studies. Descriptive techniques in engineering education
include surveys, interviews, focus groups, conversational
analysis, observation, and ethnography. Many examples were
given, but none explored the benefits of a forum
organization.
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3 Industry Focus Group Forum Constitution

The Industry Focus Group Forum is supported by several
advantages and benefits. The IFG Forum is an external
assessment of an engineering institution — its program,
educators, instructors, and people. The IFG consists of many
industry representatives from many different sectors, who
can offer diverse opinions related to their disciplines. The
IFG forum is profoundly motivated to improve engineering
education. Industry members openly give their opinions of
the skills, knowledge, and attitudes of new engineering
graduates. The educational institution acquires this external
viewpoint and uses it to improve their programs. The IFG
Forum is a process to improve educational programs, and
thus can be claimed to meet accreditation requirements. The
IFG members meet with faculty members to discuss
educational matters on common ground — a foundation that
has education and the desire to improve it deep at its core.

3.1 Composition of the IFG

The IFG was composed of industry members from
several diverse disciplines: Bio-systems Engineering, Civil
Engineering, Electrical and Computer Engineering, and
Mechanical and Manufacturing Engineering. There were 25
industry members from these diverse disciplines, who were
directly involved with the hiring, training, and assimilation of
new graduates in their companies: there were seven directors,
nine managers, three department heads, one team leader, and
six R&D engineers. There was a broad range of industry
sectors  represented:  hydro,  structural,  hospital,
telecommunications, information  security, aerospace
agriculture, mechanical, pharmaceuticals, and bio-systems.
The forum focused on a cross-section of different
engineering functional areas including requirements,
architecture, modeling, design, quality assurance,
development, technology transfer, manufacturing, supply
chain, regulatory compliance, profession, ethics, impact on
society, and supervisory management.

The IFG forum was also attended by a contingent of 10
faculty members, including one associate dean, 6 department
heads and associate heads, and two professors.

3.2 Motivation for the IFG Forum

There were several reasons why the Faculty of
Engineering was interested in the existence of and
participation in an IFG Forum. The objectives were to
improve engineering education, to improve student learning,
and to improve the educational institution.

1) To Be an External Assessment

The IFG forum was an external assessment of an
engineering program. It obtained Industry’s perception of the
strengths and weaknesses of new engineering graduates at
the time they entered the work force. As such, it was
intended to provide an unbiased and third-party appraisal of
the performance of an educational system. It was intended to
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separate the instructional material (inputs) given to students
from the actual attributes (outputs) exhibited by students at
the time they entered the workforce. An input given to a
system may not always show in the output of the system.
Furthermore, the external assessment was intended to avoid a
possible conflict of interest, which may arise were the
dispensers of instructional material asked to judge their own
performance, i.e., to evaluate the impact of their own
administration.

2) To Be an Assessment Tool

The IFG forum was used as an assessment tool, to
measure the quality of students after the students have left
the institution and have begun their careers in industry. It
obtained Industry’s perception of both the strengths and
weaknesses of new engineering graduates at the time they
entered the work force. The IFG identified missing
knowledge, skills, and attitudes in new graduates. As well,
the IFG identified key attributes which make engineering
employees best-in-class in their field, with the intension that
these key attributes can be strengthened and communicated
to students throughout their studies.

3) To Satisfy CEAB Accreditation Requirements

The purpose of the forum was to satisfy the new
“Continual Improvement” CEAB Accreditation
Requirement: “There must be processes in place that
demonstrate that program outcomes are being assessed in
the context of the graduate attributes, and that the results are
applied to the further development of the program” [1]. The
IFG Forum was such a process whereby industry members
identified and ranked the strengths and weaknesses of new
engineering graduates, and that their assessment was given in
terms of the CEAB attributes. Furthermore, the Faculty
intends to use the identified strengths and weaknesses to
improve and develop the program.

In addition, the purpose of the IFG Forum was to satisfy
the new “Graduate Attributes” CEAB Accreditation
Requirements: “The institution must demonstrate that the
graduates of a program possess the attributes ... The
attributes will be interpreted in the context of candidates at
the time of graduation” [1]. The IFG Forum’s assessment of
new graduates was placed in the context of the CEAB
attributes, and, furthermore, the assessment was done at the
time the graduates entered the workforce.

The Associate Dean of Engineering gave a presentation
to the IFG, which explained the Faculty’s interest in the
existence of and participation in the IFG forum. The
Associate Dean stated that: To the Faculty, the IFG forum
represents an external process, whereby (1) outcomes of new
engineering graduates can be assessed at the time they enter
the workforce; (2) outcomes can be assessed in the context of
the 12 CEAB attributes; (3) the results of the forum can be
fed back to the faculty and applied to the further
development of the program; and (4) the assessment can be

performed on an annual basis. Such a process would
therefore be applied towards a partial fulfillment of the new
CEAB accreditation requirements.

4) To Satisfy Local Industry Requirements

At the University of Manitoba, and most typically at
other universities around the world, about 90% of
engineering graduates proceed to work in industry. This
means that Industry’s needs should be at the forefront of the
objectives and that industry’s needs must be met. The more
efficient and competitive industry becomes; the more
successful academia is seen to be. This will translate to more
federal and provincial funding for the Faculty. The purpose
of the IFG Forum was to allow the Faculty to be accountable
to local industry. Through the IFG Forum, the Faculty
reaches out to local industry; asks them what their
requirements are; uses this information to improve their
program; and thus helps local industry be more productive,
efficient, and competitive.

5) A Method of Requirements Gathering

Simply put, the IFG Forum was a method to gather
industry statements of requirements. Once the statements
were gathered, a team of engineering education researchers
analyzed the statements, and translated them to actual
requirements. The requirements were intended to be used by
faculty to continually improve the program. The IFG Forum
was an assessment instrument, and, as such, it is a method
for gathering data to support evaluation of graduates of
engineering.

3.3 Faculty Response

The results of the forum — the identified strengths and
weaknesses of new graduates — has been made available to
faculty members, with the intention that they be used as input
to help reinforce, modify, shape, and restructure programs at
the Faculty of Engineering, University of Manitoba. A
presentation was given to Faculty Council on 24 January
2012, to explain the purpose of the forum; to show and
analyze the results; to explain the importance of the faculty
response; and to give faculty ideas about possible responses.

A report for each Forum was written and distributed to
IFG members and to the Faculty of Engineering at the
University of Manitoba. The past forum (February 2011) was
shared with CEEA Conference in St. Johns, NL and the
FECS conference in Las Vegas. As well, several seminars
were given for students of the IEEQ program and ECE
students, explaining what our local industry values and
expects from those engineers who work within it.

Short term changes have already been made. Syllabus
changes have already been made in courses ECE 3610 and
ECE 3740. The course content of the Computer Engineering
Curriculum was compared with an international standard.
Excesses and deficiencies were identified and corrected.
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The Faculty of Engineering created a long term plan. In
this plan, they specified how the IFG and other stakeholders
may contribute to the continual improvement of the
programs within the institution.

4 IFG Forum Procedure and Results

The Industry Focus Group (IFG) forum took place on 20
October 2011 at a central location, away from businesses and
away from the University. It took the better part of the day;
many comments were revealed, discovered, and openly
given. And faculty members listened attentively, taking
notes, and asking questions. The moderator controlled the
discussions. There was two phases: Phase 1 was a group
discussion in which all engineering disciplines (Bio-systems
Engineering, Civil Engineering, Electrical and Computer
Engineering, and Mechanical and Manufacturing
Engineering) took part. Phase 2 was a breakout session, in
which the individual disciplines had separate discussion.

4.1 Role of Academic Participants

The moderator differentiated the roles of those
participants from industry and those attendees from
academia. The meeting’s goal was to obtain the perceptions
and priorities of industry participants. The primary role of
academic participants was to be observers of the process and
to clarify any curriculum issues. An added benefit is the
opportunity to meet and network with industry professionals.

The moderator explained to the group that the central part
of the session was identification of knowledge and skills that
are strengths and weaknesses of new graduates as they enter
the work force. Industry members will be the participants
generating these ideas through discussions and brainstorming
methods, and they will vote on the prioritization of the
identified gaps. Academic guests can take part in the
discussion at the session, but academic attendees shall not
vote on priorities.

4.2 Phase 1: Strengths of New Engineering Employees

A brainstorming session was implemented in the first
phase of the meeting to elicit and identify the strengths of
new engineering employees (Table 1). The entire group took
part in this session. The moderator listened attentively and
captured the main points on PowerPoint slides, and the table
leaders took detailed notes of the comments made by the
participants at their tables.

Table 1 Group Identified Strengths of Engineering
Employees. Listed in order of discussion.

# | Statement of Strength (SoS)

1 [ Creativity
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2 | Identify the problem

3 | Communication

4 | Initiative (self starter)
5 | Ability to grow in company
6 | Interpersonal skills

7 | Innovative Resourceful
8 | Attitude

9 | Cross-disciplinary

10 | Knowledge

11 | Time management

12 | Decisiveness

13 | Adaptability

14 | Project Management

1) Attitude

The best employees always have the best possible
positive attitude towards engineering. They consider
engineering to be a respectable field, and the work engineers
do and the problems they solve have a positive impact on
society. They exhibit this attitude in their everyday work;
they are confident, competent, and have a high degree of
performance. They understand and acknowledge the need for
working together; communicating ideas among colleagues
and the general public; and engaging in lifelong learning and
to remain knowledgeable of contemporary issues. As such,
the attitude trait of the best-in-class employee may be
classified under the CEAB attributes of “individual and
teamwork,” “communication,” “professionalism,” “Impact of
engineering on society and the environment,” “ethics,” and
“lifelong learning.”

2) Knowledge

The underpinning trait of the best-in-class engineer of a
company or institution is knowledge, on both a broad base
and specific knowledge about the company’s business. One
could not be technically creative, communicative, innovative,
decisive, and come up with good designs for given problems,
without having knowledge and exhibiting competence of
basic science and fundamental engineering topics.

3) Creativity

Another identified strength of engineering employees
was creativity. Obviously, before one can do creative
engineering, one must have a depth of technical knowledge
of facts, laws, and methods. Therefore, creativity is related to
the CEAB attribute of “knowledge.” Creativity is the ability
to produce new things or new knowledge to solve some
problem. Therefore, creativity can also be classified under
the “design” CEAB attribute. A creative engineer finds their
own work to do, rather than waiting for someone else to give



Int'l Conf. Frontiers in Education: CS and CE | FECS'12 |

them an assignment. In industry, creative engineers work
more than 40/week for the sheer joy of it; they work in their
spare time, during evenings and weekends, on their “secret”
project. However, creativity needs to know bounds and
limits; being productive at work must have higher priority
than merely the sake of being creative.

4) Communication

Communication has always attracted attention in
engineering. The IFG identified the best-in-class engineer
has having the ability to communicate effectively with the
engineering team and with the multi-disciplinary community
at large. An engineer must have:

1. Fluency in written and spoken English.

2. Ability to make effective oral and written
communications to technical and nontechnical audiences.

3. Empathy to listen, comprehend, and work with
viewpoints from other stakeholders.

4. Ability to discuss and present arguments clearly and
concisely.

5. Ability to represent engineering issues and
engineering profession to the broader community.

the

5) Initiative (Self Starter)

Initiative (self-starter) is a personal skill and attitude. It
stems from a sense of responsibility and knowing that growth
happens when roots find new sources of nutrition, not just
from the hands that feed them. The best-in-class engineering
employee knows what is required, and doesn’t need to be
told what to do and how to do it. They work intellectually on
par and in parallel with their supervisors and managers,
working toward common goals, without having to be
explicitly informed of (spoon fed) those goals and objectives
of the project and company. As such, the initiative trait of a
new engineering employee can be classified under the CEAB
attributes of “Individual Work, Professionalism, Ethics, and
Life-long Learning.”

6) Problem Identification

The IFG identified one of the strengths of engineering
employees is their uncanny ability to extract and identify
deep rooted and often hidden problems to be solved in a
project. Many participants commented on the difficulty of
identifying the actual problem in many complex projects.
Many times in the past new engineering graduates started to
work on a project without having identified the actual
problem to be solved. Much company time and resources
were mostly wasted because the employee worked on
solving an indirect or peripheral problem to the project. This
has occurred because of misinterpretation and a lack of full
understanding of the problem.

An engineering employee with the problem identification
strength exhibits abilities:

1. To critically investigate the issues surrounding the
problem;

2. To evaluate information from a broad range of
appropriate and acknowledged sources (stakeholders);

3. To explain the problem in clear, unambiguous, and
simple terms; and

4. To discuss the problem’s relevance to the project, and
how it relates to the issues raised by the stakeholders.

The problem identification strength can be classified
under the “Problem Analysis” and “Investigation” CEAB
attributes, since a critical investigation is required to extract
the actual problem from the statements and issues raised by
the stakeholders, and this strength requires an ability to use
appropriate knowledge and skills to identify, formulate,
analyze, and solve complex engineering problems in order to
reach substantiated conclusions.

4.3 Prioritization of Strengths

The group prioritized the identified strengths on a scale
of 1 — 5, where 1 was the highest priority. The analysis
reversed the priority scale such that 1 was the lowest priority
and 5 was the highest priority. The total priority was
obtained by summing over the priorities over all disciplines,
i.e., over Bio-systems, Computer, Civil, Electrical, and
Mechanical. As shown in Fig. 1, the top priority was attitude,
followed closely by knowledge, creativity, communication,
and initiative.
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Fig. 1 Group prioritization of Statement of Strengths
(SoS) of new engineering employees. In this figure, the
priority was represented on a reverse scale of 1-5,
where '5' was the highest priority and 1 was the lowest
priority. The total priority was obtained by summing the
priorities over all disciplines.
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4.4 Mapping of Strengths to CEAB Attributes

The group identified strengths were mapped to CEAB
attributes. Since many of the identified strengths were of a
broad nature, they were mapped to one or more CEAB
attributes. For example, the attitude attribute was mapped to

“Individual

and

Teamwork,”

environment,” and “Ethics and Equity.”

“Communication,”
“Professionalism,” “Impact of engineering on society and the

Table 2 CEAB Attribute mapping of Group Identified
Strengths of New Engineering Employees. P=Priority.

CEAB Statement of .
SoS#| P Attribute | Strength (SoS) CEAB Attributes
A knowledge
1 |4 1,4 Creativity 1 base for
engineering
Identify the Problem
2 2,3 .
problem analysis
. Investigation
3 12 7 Communication | 3 (Validation)
Initiative (self .
4 1316,8,10, 12 starter) 4 Design
. Use of
5 12 A?rllhct(}),[:lo ag;OW 5| engineering
pany tools
Interpersonal Individual and
6 7 : 6
skills teamwork
Innovative Communication
74| 1234 Resourceful skills
8 116,7,8,10,12 Attitude 8 [Professionalism
Impact of
9 6 Cross- engineering on
disciplinary society and the
environment
10 |5 1 Knowledge |10 Ethlc§ and
equity
. Economics and
Time .
11 11 11 project
management
management
.. Life-long
12 1,2,3,6 Decisiveness |12 .
learning
13 4,5,6 Adaptability
Project
14 1 Management

4.5 Phase 2: Weaknesses of New Graduates

The second phase of the meeting implemented a
brainstorming session to elicit and identify the weaknesses of
new engineering employees. A breakout session required
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each discipline-table to discuss amongst themselves their
perceived weaknesses of new engineering graduates at the
time they entered the workforce.

4.6 Mapping of Weaknesses to CEAB Attributes

Each discipline-table was requested to identify
weaknesses of new graduates entering their field, and to map
those weaknesses to CEAB attributes. Due to time
limitations, some discipline-tables completed only the
identification of weaknesses. The table leaders performed the
outstanding mapping of weaknesses to CEAB attributes on
behalf of the discipline-tables. The results are shown in the
following tables (Table 3, Table 4, Table 5, and Table 6).

Table 3 Bio-Systems Engineering specific weaknesses
mapped to CEAB attributes.

Bio-Systems Engineering CEAB Attribute
Weaknesses

1 2 3 4 5 6 7 8 9 10 11 12
CEAB Attribute Number

Number of Statements
S}
1

Table 4 Computer Engineering specific weaknesses
mapped to CEAB attributes.

Computer Engineering CEAB Attribute

Weaknesses

15
Zz

S 10

=]
S

< 5
@
g O T T T T T I.I 1
_ag 1 2 3 4 5 6 7 8 9 10 11 12
E CEAB Attribute Number
4
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Table 5 Electrical Engineering specific weaknesses mapped
to CEAB attributes.

Civil Engineering CEAB Attribute
Weaknesses

Number of Statements
1

0' L L L L
1 23 4 5 6 7 8 9 1011

CEAB Attribute Number

12

Table 6 Mechanical Engineering specific weaknesses
mapped to CEAB attributes.

Mechanical Engineering CEAB Attribute
Weaknesses

w

\S)

O T T II:II 1

1 2 3 4 5 6 7 8 9 10 11 12
CEAB Attribute Number

Number of Statements

5 Conclusions

This paper reports on an Industry Focus Group (IFG)
forum, which took place on 20 October 2011. The objective
of the forum was to obtain local Industry’s perception and
opinions of the strengths and weaknesses of new
engineering graduates (from the Department of Electrical
and Computer Engineering, University of Manitoba) at the
time they enter the work force. The highest priority strength
of a new engineering graduate was attitude and the top
weaknesses were tools, knowledge, and life-long learning.
The IFG Forum is intended to be a continuous process,
which is performed on a semi-annual basis, whereby
requirements are gathered from industry; these requirements
are mapped to CEAB attributes for validation; these
identified strengths and weaknesses of new graduates are
fed back to the Faculty for curriculum modification, to
reinforce and strengthen the identified strengths and to
improve the weaknesses. Over several iterations the

feedback control system will evolve to a stronger and more
industry relevant faculty of engineering.
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Abstract—The fusion of information technology and healthcare
practice is reshaping the healthcare industry and revolutionizing
patient care. There has been a growing demand for health
informatics and health information management professionals
that possess knowledge and skills in both disciplines. The
multidisciplinary nature of healthcare informatics requires
an education that combines a technical foundation with
course materials covering current clinical trends, government
regulations, and healthcare-specific best management practices.
In this paper, we propose a Minor in Health Informatics with
an aim to better prepare graduates for entry into the healthcare
industry. The program objectives, outcomes, curriculum design,
as well as assessment methods are discussed in detail. It is
our ultimate goal to meet the increasing demand for health
informatics professionals in the healthcare industry.

Index Terms—Health Informatics, Minor, Program Outcomes,
Curriculum Design, Program Assessment

I. INTRODUCTION

Over the last twenty years, we have seen a considerable
rise in the implementation and use of health information
systems and information technologies in healthcare globally.
With the current United States government initiatives to move
to electronic healthcare documentation as a mandate for a
national healthcare information infrastructure by 2014 [21],
there has been an increasing demand for health informatics
and health information management professionals in the
healthcare industry. As an emerging academic discipline,
the primary goals of health informatics are to improve the
overall health of patients by combining basic scientific and
engineering insights with the useful application of these
insights to important problems [2]. Haux [13] defined health
informatics as the science of systematically processing data,
information, and knowledge in medicine and clinical research.
The field draws contributions from various disciplines such
as computer science, information science and management to
collect, analyze, and transmit medical information [11], [15],
[24]. Health informatics is playing an increasing role in the
management and effective use of data generated in clinical
care [3], [9].

The multidisciplinary nature of health informatics
requires an education that combines a technical foundation
with course materials covering evolving clinical trends,
government regulations of healthcare, and healthcare-specific
best management practices [23]. Internationally, a number of
health and nursing informatics programs have been developed

in different countries around the world. Medical schools in
the United States, France, Germany, and the Netherlands have
incorporated health informatics into their medical curricula
and training, and developed various programs such as double
degree programs (Master of Nursing and Master in Health
Information Science) [4], Health Informatics Master [10],
and Master in Nursing with a specialization in Nursing
Informatics [17], [18].

Despite the number of health informatics related programs,
we were unable to find any programs that provide students
with a Minor in Health Informatics alongside their major field
of study. In this paper, we propose such a Minor in Health
Informatics that focuses on concepts and issues surrounding
technology and information management in today’s rapidly
changing healthcare environment. The program is designed for
students majoring in healthcare, nursing, biomedical sciences,
computer science, or software engineering, who have taken
some prerequisite courses in computer science, and yet show
interests in additional training in health informatics. The minor
will complement students’ major area of study by exposing
them to broader aspects of technology and healthcare. It
will prepare them for entry into the health informatics field,
and enhance career advancement opportunities. Students who
complete the Health Informatics Minor will be prepared to
analyze, design, develop, implement, evaluate, and maintain
heath information systems in a wide array of healthcare
settings.

The rest of this paper is organized as follows: in Section
II, we demonstrate the need for a Minor in Health Informatics
by presenting various career opportunities in the healthcare
industry and existing sources of health informatics education.
Section III introduces an overview of the minor including
program objectives, program outcomes and the mapping
between them. We present the admission requirements, minor
requirements, and assessment methods of the Minor in Section
IV, V, and VI respectively, and we conclude in Section VII.

II. MOTIVATIONS FOR MINOR

As medical data and health information continue to grow
in size and complexity, the demand for their organization
and management increases dramatically [13], [24]. In this
section, we present the career outlook for health informatics
professionals, and the existing channels of health informatics
education. The lack of a minor program in health informatics
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education motivates us to propose the design of a Minor in

Health Informatics.

A. Health Informatics Career Outlook

Health informatics involves evaluating, implementing, and
information related
to the patient care delivery process: clinical, financial,
technological, and enterprise. The multidisciplinary nature of
health informatics leads to multiple health related professions
being involved in the delivery of healthcare [6]. These
professions not only involve individuals considered to be at
the forefront of delivery, such as medical doctors, dentists,
physician assistants, nurse practitioners, and nurses; but also
include laboratory and imagery technicians, pharmacists,
social scientists, and public health and clinical researchers [6].
The most common example of health informatics in action
is the emergence of the electronic health record (EHR) [8],
[21]. Regardless of the setting - whether a physician office,
hospital or nursing home - health informatics and information
systems professionals perform the vital role of organizing and
managing health information to ensure quality, patient safety,

utilizing technology to manage all

and security.

The Bureau of Labor Statistics estimates

the gap.

As the current federal stimulus package is dedicating $19
billion to speed the adoption of electronic health records [20],
this further resulted in increased demand for health informatics
specialists. According to the American Health Information
Management Association (AHIMA) [1], the average yearly
salary for entry-level medical records and health information
management specialists in 2008 was $48,000, with an
overall average salary of survey respondents being above
$57,000 annually. These promising statistics have resulted in
widespread interests in health informatics education. Along
with regular IT courses, additional health informatics training

would give students more career opportunities in the future.
A health

the healthcare information setting.

that job
opportunities for health informatics and information systems
professionals will grow much faster than the average for all
occupations by 2018 [22]. Hospitals and other healthcare
settings are pushing hard to enter the digital world. Unlike
many other businesses, the majority of hospitals and other
health-care providers are still tied to the old fashioned paper
records. Consumers, insurers, state and federal governments
are demanding a switch from paper to electronic records and
systems. This change requires present healthcare professionals
and staff to acquire new skills in IT and health informatics .
That need is so great that medical institutions are actually
sending out doctors and nurses for IT training in order to fill

informatics education also enhances career
advancement opportunities. Becoming a health information
manager, director or vice president is usually dependent
upon experience or obtaining a higher level degree in
health informatics, information technology, or a related field.
Additional training in health informatics will prepare them for
a wider range of roles at mid-to-high management levels in

B. Existing Sources of Health Informatics Education

A number of health informatics related programs have been
developed in different countries around the world. In Europe,
there have been several pioneering medical, biomedical and
health informatics master-level programs in the Netherlands
[10], Austria [14] and other European countries [12]. In North
America, there are a number of programs that offer students
Master in Biomedical and Health Informatics [7], or Master
in Nursing with a specialization in Nursing Informatics [17],
[18]. In Canada, the University of Victoria, having both a
School of Health Information Science and Nursing, allowed
for various programs such as Health Informatics Master and
double degree programs (Master of Nursing and the Master in
Health Information Science) [4].

Covvey et al. [5] surveyed existing “channels” of health
informatics education that produced IT professionals needed
within the healthcare industry. They also classified them into
four categories:

e Health Informatics Academic Programs: university or
college-level formal curricula that are intended to produce
IT professionals with Bachelor, Master, and/or Ph.D degrees
prepared specifically for addressing health informatics
challenges.

e Health Informatics Elective-Augmented General Academic
Programs: academic programs such as Computer Science at
universities and colleges offer students the opportunity to take
electives or do projects or thesis on health informatics-related
topics.

o Self-Managed  Health  Informatics  Post-Professional
Education: professionals with only a background in
computer-related or health-related disciplines extend their

initial background with additional certificates and/or
self-education to develop health informatics related
knowledge.

e On-the-job Health Informatics Learning: IT staff without
any academic qualifications learn via on the job experiences.

Most of the Health Informatics academic programs are at the
undergraduate or the graduate level. They either share curricula
with related programs or have a separate track. Some of them
are interdepartmental and usually affiliated with health science
(31%), medical (25%), public health (16%), and computer
science(16%) schools [6].

Despite the number of health informatics related programs,
we were unable to find any programs that offer a Minor in
Health Informatics alongside the major field of study. We
envision a significant need for a Minor program in Health
Informatics, that could offer distinctive health informatics
qualifications, but without another full-fledged major academic
program. Students majoring in another discipline, with some
prerequisite computer science background, can benefit from
this minor program to receive further training in health
informatics.
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III. PROGRAM OVERVIEW

The Minor in Health Informatics is designed to provide
basic proficiency in areas surrounding technology and
information management in today’s rapidly changing
healthcare environment. The course sequence provides a
strong background in information technology, in addition
to focusing on requisite skills needed to work with health
informatics applications, specifically electronic health records
and clinical information systems. The design goals of our
program are listed as follows:

e Goal I: Provide health informatics educational experience

that includes healthcare related projects, and practical
analysis and design skills, which highlight teamwork,
problem solving, communication skills, and ethical values
needed for the health informatics profession.

e Goal 2: Produce health informatics professionals who are

ready to work in Health Industry. The graduates will be
equipped with the needed practical experience in health
informatics.

A. Program Objectives

Program educational objectives describe the expected
accomplishments of graduates during the first few years after
their graduation. The educational objectives of the Minor in
Health Informatics are designed to:

o Develop the ability to formulate, apply, analyze, and
evaluate appropriate solutions to solve health informatics
problems, and assess the quality of health informatics tools
and techniques.

« Instill among students the ability to understand, analyze, and
assess the value of health informatics ethics, and demonstrate
the ability to effectively communicate ideas and outcomes,
both orally and in writing, in a logical manner.

o Improve students’ ability to work productively and
effectively in teams including interdisciplinary teams, and
infuse effective leadership skills and systems thinking
approach to adapt to the dynamic healthcare environment.

B. Program QOutcomes

Program outcomes are statements that describe what
students are expected to know and be able to do by the time of
graduation. Upon completion of the minor program, students
should be able to achieve the following outcomes:

(a) Graduates will be able to store, organize, manage, and
interpret various healthcare data and knowledge.

(b) Graduates will be able to apply Health Informatics
techniques, methods, and processes to various healthcare
areas including Public Healthcare, Consumer Healthcare,
and Clinical Care.

(c) Graduates will gain the skills needed to lead and
motivate Health Informatics departments and teams,
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manage complex projects, and understand the ethical
responsibilities and implications of Health Informatics.

(d)

Graduates will be able to apply effective oral and written
communications in a Health Informatics project setting.

(e) Graduates will be able to analyze, design, implement,
and assess Health Informatics software components and
systems using various design techniques and guided by

quality metrics.

C. Mapping Outcomes to Objectives

The Minor’s program outcomes are mapped to the program
objectives. For each program objective, one or more program
outcomes are designed to meet the stated objectives. We show
this mapping in Table I. The columns in the table represent the
program objectives whereas the rows represent the program
outcomes. An ’X’ means a mapping relationship between
the two, whereas its absence indicates 'not applicable’. This
mapping also facilitates the assessment of the Minor in terms
of overall program quality and continuous improvement.

Our approach in defining program outcomes, objectives
and their mapping is consistent with the approach used by
ABET (Accreditation Board for Engineering and Technology)
accredited programs. Although it is a minor as opposed to
a four year degree program, following this program design
approach ensures that the minor meet its expected objectives.
As will be shown later, our curriculum design includes a set of
carefully chosen courses to ensure that the course outcomes
be mapped to the program outcomes as well. The required
courses of the minor and how they map to program outcomes
are discussed in Section V.

IV. ADMISSION REQUIREMENTS

In order to be enrolled in the minor, the applicants must
have taken a set of prerequisite courses, as we show in Table II.
Many of these prerequisites (e.g., mathematics courses) may
be required as part of their own majors, and therefore they do
not impose extra burdens on the students. An important part of
health informatics involves the management and effective use
of data generated in clinical care. Therefore, we include two
prerequisite courses: Data Structures and Database Systems
to ensure that students have a technical background in data
and information management. These courses will also prepare
them to understand more advanced topics in health information
systems and healthcare data management.

In addition, it is possible that the minor coordinator may
replace some of these courses with courses of a similar nature.
For instance, Introduction to Programing (currently taught
using C++ in the Computer Science program) can be replaced
by other modern object oriented programming courses such
as Java. The minor coordinator can also waive some of these
classes for students with some work experience.

V. MINOR REQUIREMENTS

The Minor in Health Informatics consists of six courses
(18 credits in total). They are given in Table III. Note that
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TABLE I
MAPPING OUTCOMES TO OBJECTIVES
1) Develop the ability to | 2) Instill among students the ability ?3 lélvlgrrl(()ve rsotggzgi/; abl;z
formulate, apply, analyze, and | to understand, analyze, and assess effectively inp teams izclu din
evaluate appropriate solutions | the value of health informatics | . terdiscinlinar teams ang
Outcome/Objectives to solve health informatics | ethics, and demonstrate the ability igfme eﬂ% ctivg lea dershi’ skills
problems, and assess the | to effectively communicate ideas and Asystems thinking ai)prl:)a‘ch té)
quality of Health Informatics | and outcomes, both orally and in | ° dz ‘t to the dynamic healthcs
tools and techniques. writing, in a logical manner. adapt fo the dynamic healthcare
environment
a) Store, organize, manage, and interpret X
various health care data and knowledge.
b) Apply Health Informatics techniques,
methods, and processes to various health X
care areas including Public Healthcare,
Consumer Healthcare, and Clinical Care.
¢) Gain the skills needed to lead and
motivate Health Informatics departments
and teams, manage complex projects, and X X
understand the ethical responsibilities and
implications of Health Informatics.
d) Apply effective oral and written
communications in a Health Informatics X X
project setting.
e) Analyze, design, implement, and
assess Health Informatics software
components and systems using various X
design techniques guided by quality
metrics
TABLE II . . .. .. ..
PREREQUISITES FOR MINOR design, computerized physician order entry, clinical decision
support, and clinical reporting.
| | Course Title | Credits | | e Healthcare Software Engineering: applies software
Applied Probability and Statistics (3 cr) engineering techniques in the healthcare industry, including
Discrete Mathematics (3 cr) software processes, software requirements engineering,
Introduction to Programming (3 cr) system models, architectural design, object-oriented design,
Data Structures (3 cr) software reuse, verification and validation, software testing,
Database Systems (3 cr.) software cost, quality management, process improvement

each course in the program is a 3-credit course, and is
mapped to one or more program outcomes. The Software
Engineering courses (Healthcare Software Engineering and
Healthcare IT Project Management) are designed with the
understandings that all assignments, case studies, and projects
be in a healthcare field. The course descriptions are listed as
follows:

o Introduction to Health Informatics: introduces the concepts
and practices of health informatics, history and current
status of information systems in healthcare, major clinical
applications (medicine, nursing, pharmacy, laboratory, public
health), decision support methods and technologies, analysis,
design, implementation, and evaluation of healthcare
information systems, new opportunities and emerging trends,
health informatics projects.

e Clinical Informatics: discusses the basic theories and
methods employed during the design, implementation, and
management of clinical information systems, electronic
health records, terminology and standards of clinical
information systems, clinical configuration, user interface

in the development of health information systems, health
informatics projects.

TABLE III
MINOR COURSE REQUIREMENTS

‘ ‘ Course Title

Credits ‘ Program Outcomes H

Introduction to Health Informatics | (3 cr.) (a), (b)
Clinical Informatics (3 cr.) (a), (b)
Healthcare Software Engineering (3 cr) (a),(b),(c),(d),(e)
Consumer Health Informatics (3 cr.) (a),(b)
Public Health Informatics (3 cr.) (a),(b)
Healthcare IT Project Management | (3 cr.) (b),(c),(d)

o Consumer Health Informatics: discusses the application
of information and communication technology to support
personal healthcare decisions and promote health literacy,
consumer health information seeking behaviors, preferences
and resources, models for the delivery of consumer health
information, quality of consumer health information,
design and implementation of consumer health information
resources, provider-patient relationship and personal
electronic medical records.
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o Public Health Informatics: presents the concept of public
health information, the information needs of public health
professionals, barriers and requirements of a public health
information infrastructure, data and process standards,
electronic health records, electronic data exchange, security
issues; data registries and sources.

e Healthcare IT Project Management: introduces project
management concepts, project metrics, project planning,
risk analysis and management, project scheduling, project
tracking, software quality assurance, software configuration
management, communicating project information, critical
paths, case studies, and term projects in a healthcare field.

VI. PROGRAM ASSESSMENT

To assure overall program quality, we designed a program
assessment process for a systematic evaluation of the extent to
which the objectives and outcomes of the Health Informatics
Minor are met. It uses a combination of assessment practices
that include:

o Individual course assessment to ensure that each course is
achieving its learning outcomes and supporting the program
outcomes.

« An Exit Survey offered to students completing the program
to solicit their feedback on the program and on how to
improve it.

o An Alumni Survey used to discover how well our graduates
feel they were prepared for their current position.

« An Employer Survey used to obtain the feedback of
employers on how well our graduates are prepared for their
positions.

The results of the assessment will be used to make
recommendations for continuous improvement of the minor
program.

VII. CONCLUSIONS

As medical data and health information continue to grow in
size and complexity, the high demand for health informatics
professionals is here to continue. In this paper, we presented
a Minor in Health Informatics that would meet the increasing
demand for health informatics professionals in hospitals and
other healthcare settings. The minor will expose the students
to broader aspects of technology and healthcare, prepare
them for entry into the health informatics field and enhance
career advancement opportunities. We discussed the program
objectives, program outcomes, and curriculum design that
meet the proposed outcomes. Admission requirements and
degree assessment ensure overall program quality.

As a further improvement to the program, we are
considering to add a course that focuses on health information
exchange standards, methods, and models. A course on various
issues surrounding health information exchange would be
very pertinent to realize the vision of a national healthcare
information infrastructure [21]. The course will cover data
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standards necessary to achieve interoperability within and
among complex healthcare organizations, information security,
privacy and confidentiality of health data including HL7 [19]
and HIPAA [16] standards. Another possible improvement
is to add a minor design project course that gives students
comprehensive training of their practical skills before entering
the real-world workforce. It is our intent to create a minor that
could train students in both technology and healthcare and to
prepare them to get where the world is going.
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Abstract—PBL (Project Based Learning) has gained remark-
able attention as an education method for fostering profes-
sionals in the field of ICT (Information and Communication
Technology). It is expected that students could develop, through
PBL, skills related to technologies in software development and
project management, and moreover, communication skills in
projects. Lecture contents and competency assessment methods
have been well studied and become relatively clear with
respect to developing skills of software development and project
management. But this is not the case for communication skills,
and it is thus hard to evaluate how students’ communication
skills change and progress through PBL. Based on meeting
minutes that were taken in a PBL program carried out in
half a year, we investigate this issue and report our results
that relatively deeper (with respect to content profundity)
communication has become possible.

Keywords-Communication Analysis, Project Based Learning,
Information and Communication Technology

I. THE PBL PROGRAM IN KYUSHU UNIVERSITY

Information and Communication Technology (ICT) serves
as a fundamental infrastructure that supports modern society
and industry. In Japan, a program has been promoted since
around 2006 primarily by MEXT and Keidanren', with
multiple Japanese universities selected as target hubs of
the program for fostering advanced ICT professionals. As
a member university of the program, Kyushu University
established and has been operating a Social Information
Systems Engineering Course [2] in the Graduate School of
Information Science and Electrical Engineering.

PBL is introduced into the course as one of the primary
education methods. In general, each student group, consist-
ing of approximately five members, concentrates on one
subject in a duration from half a year to one year. The
subjects are practical ones from companies engaging mainly
in system development, the ones proposed by teachers, or
the ones that students wish to devote theirselves to. Students
are assigned to the group of their own desire.

I1I. PBL AND COMMUNICATION

Students are expected to learn and develop the following
skills through PBL:

I'MEXT is short for Ministry of Education, Culture, Sports, Science and
Technology in Japan. Keidanren is a comprehensive economic organization
with 1281 companies as its members (www.keidanren.or.jp/english).

o Technology skills centered on software development;
« Project management skills;
« Communication skills necessary for advancing projects.

Among these, quite a lot of detailed and concrete educa-
tional materials have been available with respect to devel-
oping software development skills and project management
skills, and assessment could be easily made for students’
competency levels.

Regarding communication skills, however, the situation is
opposite, that is, concrete educational materials are rare to
use and assessing competency levels is extremely difficult.
In particular, although PBL has been adopted in university
curriculums, it is unclear how to evaluate whether students’
communication skills have progressed and whether change
has taken place. Therefore, we attempt to investigate and
address this issue by carrying out our PBL program.

III. THE INVESTIGATION METHOD

As PBL progresses, students may apply various means
of communication such as oral communication, emails, or
SNS etc., and thus, taking all communication as our analysis
target is infeasible. However, there is a high ratio of oral
communication among other means in our program since
students conduct approximately 20 hours face-to-face group-
work every week. Therefore, we considered it as feasible to
measure, by analyzing contents of meetings, how students’
communication skills change, and thus carried out a quan-
titative analysis based on meeting minutes.

Students hold various meetings in PBL, and these meet-
ings could be generally classified into two types. One is held
within respective groups (called group meetings hereafter),
that is, participants of the meetings are group members
only; another is held between group members and customers
(called customer meetings hereafter). Customers are univer-
sity teachers or professionals from companies, who have
proposed and offered the subjects to students. In a customer
meeting, communication is conducted between customers
(who are quite familiar with the subject of the group) and
students (who are beginners with respect to technologies).
Therefore, through analyzing minutes of customer meetings,
we could investigate how communication between customers
and students has changed.
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In addition to group meetings and customer meetings,
there are also meetings in which project achievements are
checked (reviewed). However, since these two meetings cost
more than half of the overall meeting hours, we thus just
focus on analyzing them.

IV. INVESTIGATION TARGETS
A. Groups

There are four student groups, each consisting of ap-
proximately five members and undertaking one research
subject. Although all subjects in our PBL program are
related to software development, their concrete research
contents differs from groups. In addition, professionals from
companies or university teachers, who have proposed the
subjects for students, are assigned to corresponding groups
to serve as group customers.

B. Meetings

As mentioned above, there are two types of meetings held
by students.

1) Group Meetings: The kind of meetings whose partici-
pants are group student members only. For example, regard-
ing software development experience, although there exists
somewhat difference between students, students have at least
development experience with Java; in addition, regarding
specific knowledge related to the subjects of PBL (namely
domain knowledge), almost all students are beginners. In
this way, we can claim that communication between students
who master technologies and knowledge of basically same
levels is conducted in group meetings. By analyzing minutes
of group meetings, we could investigate how communication
among students has changed.

2) Customer Meetings: The kind of meetings whose par-
ticipants are students together with company professionals or
university teachers who serve as customers. Such meetings
have been held mostly based on a once-a-week rule, although
differ from group to group.

Customers certainly have thorough knowledge of the
domains and technologies related to their group’s research
subject, but on the contrary, students only have a shallow
understanding of the domains and related technologies.
In this way, we could claim that communication between
customers with high technological knowledge and students
of beginner level is conducted in customer meetings. By
analyzing minutes of customer meetings, we could investi-
gate how communication between students and customers
has changed.

V. HYPOTHESES

A. Communication among Students

As the progress of PBL, students may gain deepened
domain knowledge and related technological knowledge
compared to their shallow status in early stages of PBL.
Due to this fact, we anticipate that they could be able to

gradually conduct deeper communication as the progress of
PBL. More concretely, we consider that, in the early stages
of PBL, there are few deep discussions that will result in
important pointing-out or discovering bugs, and are many
shallow discussions that just make simple confirmation.
Moreover, we anticipate that the number of deep discussions
will increase gradually as with the progress of PBL.

B. Communication between Students and Customers

Compared to customers, students just have shallow do-
main knowledge and technologies related to their subject in
the early stages of PBL. Due to this fact, we consider that
discussions, in which students make proposals to customers,
state creative suggestions, behave spontaneously, or discover
problems in customer meetings might be extremely few.
However, we anticipate that the number of such discussions
will increase as the progress of PBL.

In addition, when questions-and-answers is performed
between students and customers with respect to each discus-
sion topic, there are many cases in which students response
to the question proposed by customers and such conversation
exchange repeats. We define in this paper repetition times
of such conversation exchange as reply times. Similarly,
we anticipate that reply times are small in the early stages
of PBL since it is difficult for students at those stages to
positively response to customers. Moreover, as the progress
of PBL, we anticipate that students could gradually answer
positively to customers, and consequentially, reply times will
be increased.

VI. ANALYSIS PERSPECTIVES AND MEASURE METHODS

In general meetings, questions-and-answers surrounding
one topic are conducted among multiple participants to
reach a conclusion. We define such a settled discussion (i.e.,
reached to a conclusion) as a discussion thread, and conduct
for each discussion thread the following analysis.

A. The Method for Analysis of Change in Communication
among Students

If a discussion thread just contains the conversation of
a simple question and its answer, we could say that this
discussion thread is of a shallow level with respect to content
profundity. One the other hand, if bugs are discovered in a
discussion thread, we could state that this thread is of a deep
level with respect to content profundity.

Therefore, we define three “Content Levels” (to be defined
later), judge the levels that each discussion thread belongs
to, and investigate how spread of discussion threads changes.

Definition of Content Levels. There are shallow con-
tents (profundity) as well as deep contents (profundity) in
discussion threads. For example, the contents are shallow
for questions-and-answers which are made just for simple
confirmation. On the other hand, the contents are deep for
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Table T
CONTENT LEVELS

Content Levels

Explanation

1: questioning (shallow)

A level of which conversations are made by speakers just for simple
questioning or confirmation

2: pointing-out (middle)

A level of which bugs are not discovered as the discussion results, but
realize items that will bring great influence due to low efficiency if just
leave them as they are

3: discovering bugs (deep)

A level of which bugs are discovered as the discussion results

Table II
MEETING ABILITIES

Proposal ability

Whether technological ideas are proposed (Yes=1, No=0)

Creative ability

Whether creative or constructive suggestions are made (Yes=1, No=0)

Spontaneous ability

Whether spontaneous actions such as undertaking tasks by oneself etc.
are accompanied (Yes=1, No=0)

Problem discovery ability

Whether problems are discovered (Yes=1, No=0)

discussion threads in which bugs are discovered as the dis-
cussion results. As such, content profundities of discussion
threads are different. We define three levels in Table I.
According to content profundity, each discussion thread is
assigned a content level. In group and customer meetings,
the content profundity level “discover bugs” is higher (or
deeper) than the level “questioning”.

B. The Method for Analysis of Communication between
Customers and Students ()

In customer meetings, discussions, in which students
could make proposals (including technical ideas), state cre-
ative suggestions, behave spontaneously, or discover prob-
lems, to customers who have high technological skills, are
desired. In other words, we could claim that a discussion
thread is a good one if those mentioned elements could be
found from the thread.

Therefore, we define four “Meeting Abilities” (to be
defined later), count the numbers that each discussion thread
belongs to, and investigate how spread of discussion threads
changes.

Definition of Meeting Abilities. We judge a discussion
thread as good communication if conversations related to
technical ideas appear in the thread. Based on a similar
consideration, we define four evaluation points in Table II,
and judge whether the four points appear in each discussion
thread. These four points are named as Meeting Abilities.

C. The Method for Analysis of Communication between
Customers and Students (II)

In order to measure reply times between customers and
students in customer meetings, we have taken detailed
speaking-log level minutes, and counted reply times.

For example, initially customers start a conversation by
posing a question to students. If students answer to this
question, reply times are set as 2. Furthermore, if customers
reply to the answer from students, the reply times are set
to 3, and so on. There are twenty discussion threads if
twenty topics are discussed in a meeting. We count for each
discussion thread the reply times, and analyze its minimum,
average, and maximum values. Since the workload for taking
such minutes is quite heavy, we conduct this analysis for
three groups only.

D. Measure Methods

The meeting-minutes format that incorporates the above
mentioned perspectives are prepared and used by four groups
of 2nd-year master students (in the 2nd semester of 2010)
in two kinds of meetings — group meetings and customer
meetings. We proceed with our analysis by arranging mea-
sure items to each phase involved in a group project.

VII. ANALYSIS

Among the analysis results, we report those cases from
which results of great interest are obtained.
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Figure 1.

A. Communication among Students

Interesting results are obtained for two groups, which are
illustrated in Figure 1.

First, regarding content level of Group2 (left-hand side
of Figure 1), although there were many shallow level dis-
cussions like questioning, the percentage of pointing-out
level discussions became higher gradually. Based on this, we
could make the judgment that deep communication could be
performed gradually in student meetings.

Second, the number of discussions in Group4 (right-hand
side of Figure 1) increased in accordance with iteration®.
In addition, the percentage of discovering bugs discussions
has also increased to some extent. We therefore could make
the same judgment as for Group2 that active and deep
communication could be performed gradually in accordance
with development iteration.

B. Communication between Students and Customers

For all the four groups, percentage of the items, from
which abilities of proposal, creativity, spontaneousness, and
problem discovery could be observed, remained in a dull
and low level of 0%-10%.

We could make the judgment that, in half a year of PBL,
students failed to reach a level that could make suggestions
to customers and discover problems.

C. Reply Times between Students and Customers

This measure was carried out for Group3 only. On av-
erage, reply times were about five, the same as before.
However, a trend of increase could be seen if we observe
the maximum reply times as illustrated in Figure 2.

From this, we could make a judgment that tenacious
discussions had been becoming possible between students
and customers in customer meetings.

2A group project in PBL basically consists of multiple phases. Each
phase contains several development iteration (i.e., repetition), e.g., to
gradually introduce new functionalities etc. PH in Figure 1 denotes phase
and it denotes iteration.
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Analysis Results for Group2 and Group4

VIII. INVESTIGATION

The research subject of Group2 is to improve software
quality by utilizing formal methods. In the survey phase,
group members primarily learned the formal language VDM
[1] and deepened their understanding of the target soft-
ware system. Although there were initially many items
of the level questioning in group meetings, the items of
the level pointing-out (problems) had increased gradually.
This indicated that, as the understanding to VDM and the
target software system was deepened, group members were
able to carry out deep discussions within group meetings,
although they initially had not reached a level that could
make suggestions or point out problems to customers.

Subject of Group4 is to develop airship control functional-
ities by utilizing the model-driven language SysML [3], with
the eventual purpose to participate an airship competition.
This group carried out development iteration for three times.
As indicated by the analysis results shown in Figure 1, due
to insufficiency of SysML studies and domain knowledge
acquisition of airship competition, group members failed in
early iteration to discover by themselves bugs that existed
in design documents. However, it could be observed that
bug discovery within group meetings had become possible
in accordance with better understanding of SysML and
acquisition of domain knowledge. This result conforms with
the contents obtained from progress hearings with them,
i.e., bugs existed in early iteration were discovered in group
meetings held in later iteration.

Subject of Group3 is an industry development project. As
a matter of fact, due to the high difficulty degree of require-
ment specifications, there were almost no conversations from
students in customer meetings that showed proposal and
creative abilities. This conforms with the results described
in subsection VIL.B.

However, although failed to make response to questions
and requests from customers in early phases, students them-
selves did have impressions that they were able to do that
in the later phases. This could also be seen from the results
of rally numbers between students and customers shown in
Figure 2.
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Figure 2.  Analysis Result for Group3

IX. RESULTS

By taking four groups in a half-a-year PBL program as
targets, we have carried out a meeting-minutes based analy-
sis of the communication among students, and respectively,
between students and customers.

Regarding communication among students, we observed
that three groups succeeded to conduct deep communication.
Regarding communication between students and customers,
there were no utterances that showed proposal ability and
creative ability to the customers. However, we observed a
trend that tenacious discussions had been becoming possible
between students and customers.

X. CONCLUSION AND FUTURE WORK

Results reported in the paper are based on a case study
rather than an analysis with generality. According to phases
and meeting-minutes contents (e.g., project management or
technological contents), the purposes and perspectives may
be different when considering communication. In addition,
the ways of recording minutes may differ from groups or
members. Taking the whole PBL process (in a half year)
as a target, we conducted this time our analysis for each of
its constituent phase, all based on meeting minutes. Next,
we plan to carry out analysis by taking into account the
above mentioned elements such as different perspectives etc.
Moreover, extensions of our previous work [4], [5], [6], [7]
related to this PBL program are also planned, in which
meeting-minutes analysis may be included and treated as
an important factor.
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Abstract - Robotics has played an important role in
educations at different levels. But, robotics education at the
college level is still ad-hoc. Many researchers have developed
many great robotics course materials including lab projects.
However, those materials are for teaching students at elite
Research | universities rather than underrepresented students
at Historically Black College and Universities (HBCUS). This
paper presents ideas and details in adopting, revising, and
developing robot programming lab projects that are suitable

for underrepresented students at HBCUs.

Keywords: Robotics Education, Robot

Player/Stage, Tekkotsu

Programming,

1 Introduction

Teaching an upper-level undergraduate robotics course at
Historically Black Colleges and Universities (HBCUS) is
challenging. The lack of suitable teaching materials is one of
the biggest challenges, although there have been many great
efforts in developing such robotics courses. For example, a
Cognitive Robotics course has been developed at the Carnegie
Mellon University [8, 11]. There is also an excellent list of
robotics course materials [3]. But, those materials are
prepared for teaching students at elite Research | institutions
with a far more quick pace than in HBCU courses and were
taught more on independent learning than in-class learning
preferred by most HBCU students. Therefore, translating
those materials into HBCU courses and making them suitable

for HBCU students learning is necessary.

In addition, robot programming tasks in robotics competitions
held along with the Annual ARTSI Student Research
Conferences are valuable materials [1, 2]. But, it is difficult
for our students to complete the whole tasks from scratch and
without further detailed guidance, and therefore, there is a
need to revise them in order to make them become useful and

suitable robot programming lab projects.

In the rest of this paper, a brief overview of our robotics
course will be given in Section 2. Robot programming with
using the Player/Stage and with using the Tekkotsu will be
introduced in Section 3. Three robot programming projects
with using the Player/stage and two with using the Tekkotsu
will be discussed in Section 4 and Section 5, respectively.
The discussions for each project will focus on two aspects: 1.
task and detailed steps to guide students to accomplish it, and
completing the projects,

2. necessary knowledge for

including programming skills, mathematical formulas,
algorithms, and issues regarding to failures and uncertainty.
Finally, a short discussion and conclusion is presented.

2 Overview of the Robotics Course

The robotics course is designed as an elective course for
both senior undergraduate students and graduate students of
Computer Science. It covers major topics on intelligent
mobile robotics, including robot control architectures,
sensing, localization, navigation, planning, and uncertainty.
The course also reviews programming fundamentals in C++
language and introduces two robot programming software
packages: the Player/Stage and the Tekkotsu. Students are
evaluated on their homework assignments on major robotics
topics, robot programming projects, midterm examination,
and final examination. The course has been offered three
times in the fall semesters over the last three years. The robot
programming projects in each semester are updated with
adding and/or removing some projects. The three course
websites, one for each semester, are available to the public

[5].

The robot platform used in our robotics course is the iRobot
Create robot with the ASUS Eee PC on top of it [10]. As
mentioned above, two robot programming software packages
used in our robotics course are the Player/Stage [4, 9] and the
Tekkotsu [8, 11]. In this paper, five robot programming
projects will be discussed. Three of them are adopted and
revised from Prof. Parker’s robotics course entitled Software
for Intelligent Robots [7]. They are waypoint following with
using odometry data, targets searching and approaching by
using behavior coordinating, and metric path planning by
using wavefront algorithm. These three projects use the
Player/Stage. The other two projects are developed based on
the tasks in robotics competitions held along with the Annual
ARTSI Student Conferences [1, 2]. In these two projects, a
robot needs to navigate and localize itself within a maze, and
to announce detected objects and their locations in the maze.
But, the objects inside the maze and the navigation markers
on the walls of the maze are different in these two projects.

3 Robot Programming Platforms

The iRobot Create is a popular mobile robot in robotics
education. It uses differential drive and equips buttons for
power, play, advance, and wheel drops (front, left, and right),
bumps (left and right), IR sensor, wall sensor, cliffs sensors
(left, front left, right, front right), encoders (distance, angle),
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and Leds. An ASUS notebook computer sitting on top of
iRobot Create is functioned as the brain of the robot. The
Player/Stage and the Tekkotsu are installed on the ASUS
computer.

3.1 Robot Programming with the Player/Stage

As shown in Figure 1, Player server provides a network
interface to a variety of real or simulated robots and sensor
hardware. It commands robots and gets sensor data through
device-specific connections. User robot control programs
(clients) communicate with Player server through the TCP
connection and hence can run on any computer with a
network connection to the robot (Player server).

Robot Control
Program (Client)

data
TCP Connection

command

Player (Server)
A

data

command

V Device Specific Connection

Real or Simulated
Robot

Figure 1: Player System Structure

Stage simulates a population of mobile robots moving in and
sensing a two-dimensional bitmapped environment. Various
sensor models are provided, including sonar, scanning laser
rangefinder, pan-tilt-zoom camera with color blob detection
and odometry. Stage devices present a standard Player
interface. Few or no changes are required to move between
simulation and hardware.

Programming with the Player/Stage, users need to provide
two important files: world file and configuration file. The
world (.world) file is needed when doing simulation using
Stage. It describes things available in the world, including
robots, items, and layout of the world. The configuration
(.cfg) file contains the robot information called drivers and
items in the world file if the client code interacts with them.
The real robot drivers are needed to build in Player already
and the simulation driver is always Stage.

The user robot control program is a client of the Player
server. The client code receives inputs from sensors and
controls hardware on robot through so called proxies. So
learning proxies is needed to create client codes. Example 1
lists the main function of a client code in C++, which drivers
the robot randomly without stop. This code shows a typical
program structure of a client code, in which robots are
defined and connected to the device proxies, and then in a
control loop, sensing and acting interact with proxies. In the
control loop of this example, the client code updates the
proxies, generates a new random vector of distance and
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direction of motion every 3 seconds, and then translates it to a
speed and a turn rate to drive the robot

int main(int argc, char *argv[])
{

int randcount = 0;

double speed, turnrate;

Vector random(0,0);

PlayerClient robot(*"localhost™);
Position2dProxy pp(&robot, 0);

pp-SetMotorEnable (true);
while(true)
{
// update the proxies
robot.Read();

// generate a random vector
wander (randcount, random);

// compute the speed and the turn rate
translate(random, speed, turnrate);

// command the motors
pp-SetSpeed(speed, turnrate);

Example 1: Main Function of Random Walk

Note that the control loop runs at about 10Hz, so 30 loop
iterations is about 3 seconds. Hence, the wander function
generates a new random vector when it is called every 30
times. This is implemented by using the function parameter
randcount. Also note that the translate function applies the
servo-loop control rules to compute the speed and the turn
rate based on the distance and the direction of motion. In this
example, it could be simple if the wander function generates a
speed and a turn rate directly without using the translate
function. But, when more robot behaviors, such as avoid
obstacles, are needed, each behavior only needs to produce a
vector of distance and direction of motion. Then, vectors
from each behavior can be combined together as a single
vector by using weighted vector addition.

3.2 Robot Programming with the Tekkotsu

Tekkotsu is an application development framework for
mobile robots. It provides (1) lower level primitives for
sensory processing, smooth control of effectors, and event-
based communication, (2) higher level facilities, including an
hierarchical state machine formalism for managing control
flow in the application, a vision system, and an automatically
maintained world map, (3) housekeeping and utility functions,
such as timers and profilers, and (4) the newly added
Tekkotsu crew [12], which enables programmers to use the
built-in higher level robotic functions such as map-making,
localization, and path planning.

Tekkotsu is object-oriented, making extensive use of C++
templates, multiple inheritance, and polymorphism (operator
overloading). To write a robot control program, users need to
define subclasses that inherit from the Tekkotsu base classes,
and override any member functions requiring customization.



Int'l Conf. Frontiers in Education: CS and CE | FECS'12 |

Two types of fundamental classes in Tekkotsu are behaviors
and events. Users need to know the way to response or act
when a behavior is constructed, activated, and deactivated, the
way for a behavior to listen to events and to process events,
and the ways to construct a state machine in Tekkotsu. Users
also need to know the concepts of generator, source, and type
of an event. Furthermore, when using the Tekkotsu crew,
users need to know how to use different types of maps, how
to localize the robot, how to detect and/or move to an object
of interest, and how to get the location and shape information
of objects of interest.

$nodeclass Randomwalk : StateNode {

$nodeclass RandomNode: StateNode : {
Vector random;
virtual void doStart() {
wander (random) ;
postStateSignal<Vector>(random);
¥
¥

$nodeclass TranslateNode: StateNode : {
Vector random, result;
double speed, turnrate;
virtual void doStart() {
random = extractSignal<Vector>(event);
translate(random, speed, turnrate);
result_setVector(speed, turnrate);
postStateSignal<Vector>(result);
3
}

$nodeclass DriveNode :
Vector result;
virtual void doStart() {
result = extractSignal<Vector>(event);
double speed = result.getMagnitude();
double turnrate = result.getDirection();
setVelocity(speed, 0, turnrate);
3
}

virtual void setup() {
$statemachine {
random: RandomNode
translate: TranslateNode
drive: DriveNode;

WalkNode : {

random =S<Vector>=> translate
translate =S<Vector>=> drive
drive =T(3000)=> random
b
3
};
REGISTER_BEHAVIOR(Randomwalk) ;

Example 2: State Machine of Random Walk

In a Tekkotsu state machine, each state has an associated
action: speak, move, etc. and transitions are triggered by
sensory events, timers, or user’s signals. State nodes are
behaviors. Entering a state is activating it, and leaving a state
is deactivating it. Transitions are also behaviors. A transition
starts to work whenever its source state node becomes active.
Transitions listen to sensors, timer, or other events, and when
their conditions are met, they fire. When a transition fires, it
deactivates its source node(s) and then activates its destination
node(s).

A shorthand notation is used instead of C++ code to build
state machines. The shorthand includes the state node
definition, the transition definition, and the state node class
definition. The shorthand is turned into C++ by a state
machine compiler.

Example 2 lists the major part of a Tekkotsu state machine
code of random walk. This application defines three state
node classes and a state machine with three state nodes and
three transitions. The random node generates a random vector
of distance and direction of motion and then send the vector
to the translate node, which computes a vector of speed and
turn rate and then send the vector to the drive node, which
drives the robot with the speed and turn rate for three second
(3000 ms) and then transits back to the random node. Note
that this application program has the same behavior as the
client code in Example 1.

In addition to the concepts mentioned above, the following
three basic skills of programming with the Tekkotsu are very
important: (1) how to transit from one state to multiple states
simultaneously so as to support parallel actions or behaviors,
(2) how to transit from one state to one of multiple states
based on different conditions so as to make a conditional
transition, and (3) how to pass and/or share data among states
S0 as to provide approaches of the data flow and the memory.

4 Projects with Using the Player/Stage

This section will present details of the three robot
programming projects with using the Player/Stage. The three
projects are Waypoint following, target searching, and path
planning.

4.1 P1: Waypoint Following

The task of this project is to read a sequence of waypoints
from a data file and then drive the robot to each waypoint one
after another. The project is required to use the robot’s
odometry data and the servo-loop control approach. The
following steps will guide students walking through the
project.

1. Give students a skeleton world file and let them add details
in the given file according to the requirements such as
world size, simulation window size, etc.

2. Give students a skeleton client code which provides the
program structure. The client program gets a sequence of
waypoints from a file by calling the getWaypoints function
and then enters an outer loop to iterate through each
waypoint. The inner loop is a control loop to drive the
robot to a waypoint, which is very similar to the control
loop in Example 1. But, the loop will now terminate after
the robot reaches to the waypoint and the wander function
in Example 1 is now replaced by the gotoWaypoint
function. Students only need to complete the following
three C++ functions:
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o getWaypoints. It reads a sequence of waypoints from a
data file and store them into a queue.

o gotoWaypoint. It computes the distance and angle from
the robot's current pose to the waypoint. If the distance
is small enough, then return true. This will indicate that
the robot has reached the waypoint. Otherwise, return
false.

o translate. It is the same as the one in Example 1.

Please note that in order to help our students to complete
these three functions, several points are worth to mention.
First, students need to have C++ programming skills on File
I/0 and using the queue data structure, and understand the
call-by-value and call-by-reference. Second, students need to
know how to obtain the robot’s current pose from the robot’s
odometry (encoder) data. Third, students need to know how to
compute the distance between two points, the slope of a
straight line, and the angle between two lines, and understand
the difference between degree and radian. Fourth, students
need to learn the rule-based servo-loop control approach in
order to determine an updated speed and turn rate to drive the
robot based on the distance and angle between robot and
waypoint.

The second task of this project is, instead of simulation, to
drive a real iRobot Create robot to follow a square path by
using the same client program. Students are also asked to
measure the odometry error and make changes to their client
code to improve the performance. This exercise makes
students get better understanding of uncertainty of sensory
data.

4.2 P2: Target Searching

This project will generate robot control by sequencing
and combining three behaviors: wander, avoid obstacles, and
go to beacons. The final robot behavior should cause the
robot to wander around avoiding obstacles until it detects a
(for graduate students, previously unvisited) beacon, then
move to the location of the beacon. Once the beacon is
reached, the robot should go back into wander mode to search
for another beacon. This will repeat infinitely. The following
steps will guide students walking through the project.

1. Give students a skeleton world file and let them add details
for defining and creating beacons and robot.

2. Give students a skeleton client code which provides the
program structure, which is very similar to Example 1. In
the control loop, after updating the proxies, three
functions: wander, avoidObstacles, and gotoBeacon are
called to active the three behaviors. Then, if no beacon is
found, combine (weighted vector sum) the outputs from
wander and avoidObstacles to get a single output vector,
otherwise, combine outputs from gotoBeacon and
avoidObstacles. Finally, the translate function is called to
get a speed and a turn rate to drive the robot. Students only
need to complete the following three C++ functions:
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o wander. It is the same as the one in Example 1.

¢ avoidObstacles. It generates a vector of distance and
direction of motion to avoid the obstacle, if there is an
obstacle in front detected by using laser scanner.
Otherwise, it generates a zero vector. Note that once
starting avoiding, it is needed to continue avoiding for
two seconds (the control loop runs at about 10Hz, so 20
loop iterations is about 2 second.)

e gotoBeacon. It returns true whenever a (for graduate
students, unvisited) beacon is detected by using Fiducial
detector. Otherwise, return false. When a (for graduate
students, unvisited) beacon is detected, it computes a
vector of distance and angle from the robot’s current
pose to the beacon.

Note that the translate function has been implemented in P1.
The function to combine (weighted sum) two vectors is given.
In order to help our students to complete these three C++
functions, several points are worth to mention. First, students
need to know how to produce a random number in a given
range and how to do the coordinate transformation (rotation
and shift) between the world coordinate and the robot’s
coordinate.  Second, students need to know the
implementation skills for the wander function to generate a
new random vector when it is called every 30 times and for
the avoidObstacle function to continue generating the same
vector for 20 times once starting avoiding. Third, students
need to know how to use the list data structure in C++.

4.3 P3: Path Planning

The task of this project is to implement the wavefront
path planer. The path planner accepts as input a user's goal
point and generates the waypoints of a path from a given
starting point to the goal point. Then, the avoid obstacles
behavior and the go to waypoint behavior from the previous
projects are used to drive a robot to follow the path. The
following steps will guide students walking through the
project.

1. Give students a skeleton world file and let them fill in
information for simulation window and map.

2. Give students a skeleton code of the wavefront path
planner, which provides all detailed implementation of the
planner except the following three functions, which are
left for the student implementation.

e grow. It grows the obstacles in the grid map for a single
step, i.e. one grid cell farther. It scans the grid cells. If a
cell is occupied, then mark the unoccupied neighbors of
the cell as occupied.

e propagate. It propagates the wavefront one grid cell
farther. It starts from the grid cells with value i and the
propagated cells get the value i+1. If the cell of robot’s
starting point has the same value i, then the wavefront
propagation should be over, otherwise, try to propagate
the wavefront to its neighbors. If there is no room to
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propagate the wavefront, then the robot’s goal point is
unreachable; otherwise, the wavefront function can be
called again and starts from the grid cells with value i+1.

o nextWaypoint. It computes the next waypoint. The next
waypoint is a neighboring cell of the current waypoint
and its value is 1 less than the value of the current
waypoint cell. This function is called first with the
current waypoint equal to the robot’s starting point. It is
called continuously until the new waypoint is the goal

point.

Note that the implemented portion of the planner for students
includes the conversion between the pixel map representation
and the grid map representation of an image, the conversion
between the world coordinate and the image coordinate, and
the waypoints relaxing. In order to help our students to
complete the three functions, two points are still needed to
make. First, students need to know the grid cell representation
of an image, the process of scanning the grid cells, and how to
process the edge cells and corner cells easily. Second,
students need to know what is the logic that makes the
statement “there is no room to propagate the wavefront” to be
true. In addition, students really need to pay attention to array

boundaries.

5 Projects with Using the Tekkotsu

This section will present details of the two robot
programming projects with using the Tekkotsu. These two
projects have the same task, which is locating objects inside a

maze.

5.1 P4: Locate Objects Inside a Maze

The task of this project is taken from the robotics
competition held along with the 2" Annual ARTSI Student
Research Conference [1]. It is to get an iRobot Create/ASUS
robot to navigate and localize itself within a maze, to

announce detected objects and their locations in the maze.
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Figure 2: E-Maze with 8 Navigation Markers

The maze is shaped like the letter E as shown in Figure 2: a
long corridor with three alcoves branching off from it. There
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is a bicolor marker at each end of each alcove or corridor, for
a total of 8 markers: NE, N, NW, W, SW, S, SE, and E.
Obijects placed in the alcoves will be red, blue, or green balls,
one per alcove. The project is graded on visiting each alcove
of the maze, announcing detected objects and their locations,
delivering a final report, and the overall run time.

This project is divided into three parts: (1) Travel though the
maze by modifying the “following wall” behavior, (2) Travel
though the maze and announce the balls the robot detects, and
(3) Travel though the maze and report the balls the robot
detects and their locations.

In Part 1, students need first to run a sample Tekkotsu’s wall
following program. Students will notice that the robot will not
able to follow the wall unless its right side is placed near a
wall, and the robot will not stop. Then, students are required
to modify the sample code so that the robot will perform (a)
go to a wall, (b) follow the wall, and (c) stop after a while. So
the robot can travel through the maze along the walls
regardless where the robot is placed inside the maze. Note
that a state machine diagram to accomplish this task is given
to students.

In Part 2, a sample Tekkotsu state machine code of looking
for balls is given to students. This behavior will announce the
balls in front of the robot. Students need to test the code with
several runs, each run with different sets of color balls and
different lighting conditions. Students may need to change the
ASUS camera settings through Tekkotsu. Then, students are
asked to add the looking for balls behavior in the state
machine code in Part 1. So a robot can look for balls while it
travels through the maze. Note that looking for balls and
traveling through the maze are two parallel behaviors and the
former behavior will send a signal to the latter behavior to
stop the robot after the robot finds out the three balls. A state
machine diagram to accomplish this task is given to students.

Please note that the robot may see the same ball several times.
So the robot must have memory to remember which ball it has
already seen. Meanwhile the robot should also remember the
ordering in which it sees each of the three balls. To this end, a
scheme of encoding the three colors is provided to students.
In this scheme, Red is labeled as 1, Blue is 2, and Green is 4.
A set of colors, for example, {Red, Green} will be labeled as
5 (1+4). A pair of colors, for example, (Blue, Green) will be
labeled as 24 (2x10+4). A 3-tuple of colors, for example,
(Blue, Green, Red) will be labeled as 241 (2x100+4x10+1).

In Part 3, a sample Tekkotsu state machine code of visiting
markers is given to students. In this behavior, the robot will
search for a bicolor marker by turning in its place and then
move towards the marker; if the robot cannot find a marker
after a while, it will move forward. In both cases, the robot
will move forward and hit a wall of the maze. Students need
to test this code first with the robot placed in different
locations inside the maze and different lighting conditions.
Students may need to change the ASUS camera settings.
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Then, students are asked to modify the sample state machine
code so that the robot will only find the bicolor marker at
south, at southwest, at west, or at northwest. This means that
the markers at the remaining four locations are ignored.
Finally, students are asked to add the modified visiting marker
behavior into the state machine code in Part 2. Then, students
need to modify the announcement and the final report to
include the location information of the detected balls. Note
that the first ball the robot sees must be in the south alcove,
the second must in the middle alcove, and the third must be in
the north alcove, if one of the four bicolor markers at south,
southwest, west, or northwest is found.

In addition to the above guidance, students must have basic
object-oriented programming skills such as deriving a
subclass and instantiating a class. Students must also learn
Tekkotsu programming basics: behaviors, event, predefined
state node classes and transition classes, and state machine
formulations and semantics. Moreover, students need to know
how to deal with uncertainty and failure. For example, bicolor
markers are difficult to detect (false negative) and background
blobs are easily recognized as a color ball (false positive).

5.2 P5: Another Version of P4

The task of this project is taken from the robotics
competition held along with the 3" Annual ARTSI Student
Research Conference [2]. This task is the same as the one in
P4 except the bicolor makers are replaced by the AprilTags
[6] and the three color balls are replaced by three cubes with
each covered by different AprilTags. Note that there are 20
navigation markers (AprilTags) on the walls of the E-maze as
shown in Figure 3 so as to support a better result of the robot
localization.
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Figure 3: E-Maze, Twenty Navigation Markers (0-19), Six
Waypoints (A-F), and World Coordinates of the Four Corners
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In P4, each bicolor marker is treated as a topological
navigation marker and the measurements of the maze are not
used at all. On the other hand, in P5, a metric map of the
maze as shown in Figure 3 is used in the robot localization.
Meanwhile, moving robot to a particular waypoint inside the
maze can be done easily by calling a pilot function that is
newly added into Tekkotsu.

This project is divided into four parts: (1) Memorize and
report which object the robot has observed in each alcove, (2)
Look for the object in each alcove, (3) Drive robot to a
waypoint in the maze, and (4) Putting it together.

In Part 1, students need first to run a sample Tekkotsu’s pilot
demonstration program. Students can use commands provided
in this program to drive the robot forward or making a turn,
check the robot location, localize the robot, and look
AprilTags that are facing to the robot and report their IDs.

In this part, students are asked to add a command in this
sample code to report which object the robot has observed in
each alcove. Here, the robot needs to figure out which object
in which alcove. We assume that when the robot is seeing an
object in an alcove, it will also see at least one navigation
marker on the wall of the same alcove. This may generally not
be true. But, users can use commands to make the robot
facing to an object and at least one marker at the same time.
Note that students need to define three shared variables to
remember the objects the robot has observed in each alcove.

In Part 2, students are asked to add a command to look for an
object and its location. Now, we assume that the robot is
inside an alcove, but it may not face an object. This new
command allows the robot to look for an object for several
times by making several turns until it finds one as well as its
location or fails to find.

In Part 3, students are asked to add a goto <x y> command to
drive the robot from its current position to location (X, y)
inside the maze. Please note that the world coordinates of
points in the maze should be used in the goto function. The
coordinates of the four corners are shown in Figure 3. Note
that the coordinates are using millimeters as measurement
unit. Students can use the built-in path planning and execution
function of the Tekkotsu pilot to implement the goto
command. Or, students can implement the goto function on
their own. In this case, we assume there is no obstacle in
between the robot current location and the target location.

Due to the uncertainty, the robot may not be able to be close
enough to the target location. In this case, the goto function
should redo itself again until the robot is close to the target
within a threshold distance (for example, 200 mm). If the
robot is still not able to reach the target after redoing 3 times,
the goto function should be stopped and return a failure.

Due to the same reason as above, the robot may hit walls
before reaching to the target. In this case, the robot should
backup a little bit and then the goto function should redo itself
again. If the robot is still not able to reach to the target after
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redoing 3 times, the goto function should be stopped and
return a failure.

In Part 4, students are asked to put them together by creating
a node class that takes a role of subtask scheduler. For
example, a schedule can be goto A, goto B, look for object,
goto A, goto C, goto D, look for object, ... and finally report
which object the robot has observed in each alcove. It is
obvious that this schedule will let the robot find the object at
each alcove, if each subtask is successfully executed.

6 Discussion and Conclusion

Our robotics course has offered three times in the fall
semesters over three years starting from 2009. It covers all
major topics on intelligent mobile robots, including robot
control architectures, navigation, localization, planning,
sensing, and uncertainty. A primary component of this course
is robot programming. Over the three years of time, many
robot programming projects have been adopted, revised, and
developed for underrepresented students at HBCUSs. In
addition to the major projects presented in this paper, we have
created several introductory projects in our robotics course for
learning the basics of the Player/Stage and the Tekkotsu.

Teaching robot programming is challenging. More in-class
teaching is always welcoming by students. Like most HBCUs,
we don’t have open labs and TAs for our robotics projects.
Sometimes, the instructor has to spend extra hours in the lab
to help students with their projects. Providing detailed and
intuitive guidance to students is important and neccessary.
Therefore, students will see the hope to complete the project
and then spend their time doing the project.

In our robotics courses in 2009 and 2010, we used both
Player/Stage and Tekkotsu. The first version of the project of
localizing objects in a maze was added into our 2010 robotics
course. But, we were left no time to do this project. In our
2011 robotics course, we used the Tekkotsu only. So, we got
time to cover the second version of the project of localizing
objects in a maze. Note that AprilTags are much easier to be
detected than bicolor markers. This makes the robot
localization more accurate. So, we can use the Tekkotsu built-
in robot localization function in the second version. But, we
can apply the method used in the first version to the second
version without using the robot localization.

Compared with the Tekkotsu, the Player/Stage provides more
general framework for robot programming. Users are easy to
start with it and to test their own algorithms. On the other
hand, the Tekkotsu builds a set of high-level interacting
software components to relieve a programmer of the burden
of specifying low-level robot behaviors [12]. This makes it
possible to teach and practice more on robotics rather than
programming details. But, there is a large learning curve to
master the Tekkotsu fundamentals and its high-level software
components. However, Tekkotsu is easy to use for the
demonstration of robotics concepts. Meanwhile, the 3-D
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simulation software Mirage can be used along with the
Tekkotsu for the simulation.
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Abstract— Assessment of laboratories is an important re-
quirement for any engineering accreditation program. How-
ever, a comprehensive assessment methodology is often am-
biguous that can result in inconsistent and subjective as-
sessments. Therefore, an assessment methodology is required
to evaluate the effectiveness of laboratories. This paper
presents a methodology for assessing the effectiveness of
laboratories in terms of pedagogic as well as implementation
aspects. The pedagogic aspects cover relationship between
theory and laboratory practice, content level, activity level
and learning environment. The implementation aspects cover
facilities support, reliability, safety and laboratory manual.
By assessing these pedagogic as well as implementation as-
pects, various practical abilities of the labs can be evaluated.

Keywords: Engineering laboratories, assessment matrices, con-
tinuous improvement plan, ABET, accreditation

1. Introduction

Engineering is a practicing education where doing is
important. Laboratories are essential elements in engineering
because they involve a lot of practical doing [1]. While the-
ory courses provide mathematical and scientific foundations,
laboratories provide an ability to design and conduct exper-
iments. The Criterion 3 (student outcomes) of Accreditation
Board for Engineering and Technology (ABET) specifically
states the ability to conduct experiments as well as analyze
and interpret data as a major outcome of the engineering
education process [2].

Despite the importance of laboratories, most of the atten-
tion has been given to theory courses and little has been
written about laboratory instructions [3]. It may be due to
the fact that there is hardly any career-related incentive for
faculty to spend time in laboratory instructions. Therefore,
this area of instruction is usually left to graduate students.
We term it as a neglected part of engineering educational
research. As an example, only less than 5 percent of the
papers in Journal of Engineering Education from 2000 to
2010 used laboratory as a keyword [4].

In addition to the neglected behavior, very few research
papers are available about the assessment of laboratories.
A comprehensive summary of assessment methodologies is

presented in [5]. However, these methodologies concern only
the assessment of educational objectives of laboratories. For
example, the work in [6] presents a qualitative assessment
methodology for course outcomes from formal laboratory
work products. Similarly, the work in [7] provides a method-
ology for assessing students’ laboratory performance using
Bayesian networks. Although, we presented an evaluation
criterion for the assessment of engineering laboratories in
our prior work [8]. However, our previous work was limited
to the assessment of pedagogic aspects. To the best of our
knowledge, no methodology exists for assessing the peda-
gogic as well as implementation aspects of laboratories. The
lack of an established methodology may lead to subjective
and inconsistent assessments.

Furthermore, Criterion 4 of ABET states that a program
must show evidence of actions to improve the program [2].
In the context of laboratories, a continuous improvement
plan consists of four steps as shown in Figure 1.

Specify a Methodology

l

Perform Assessment

l

Generate Recommendations

l

Execute

Fig. 1: Continuous Improvement Plan

It is evident from Figure 1 that a methodology is required
before performing assessments. Based on the assessment
results, recommendations are generated. In the execution
phase, recommendations are implemented. The output from
execution phase goes to step 1 (specify a methodology) or
step 2 (perform assessments) to improve the effectiveness of
laboratories in continuing fashion.

The objective of this paper is to propose an assessment
methodology (step 1 in Figure 1) that covers pedagogic
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as well as implementation aspects of laboratory activities.
Pedagogic aspects cover relationship between theory and
laboratory practice, content level, activity level and learning
environment. Implementation aspects cover facilities sup-
port, reliability, safety and laboratory manual. The pro-
posed methodology is generic and can be applied to any
engineering discipline. However, in order to illustrate the
proposed methodology, examples are provided from the
Computer Engineering (CE) domain. We have performed
assessments (step 2 in Figure 1) for seven different CE
laboratories. At the time of writing this paper, generation of
recommendations phase (step 3 in Figure 1) and execution
phase of the continuous improvement plan was in progress
providing feedback to step 1 (specify a methodology) and
step 2 (perform assessment). The details of these phases and
feedback results will be reported in a follow-up paper.

2. Proposed Assessment Methodology

This section describes the proposed assessment method-
ology. It consists of two aspects: Pedagogic aspects (Section
2.1) and implementation aspects (Section 2.2).

2.1 Pedagogic Aspects

Pedagogic aspects include relationship between theory
lecture and laboratory practice, content level, activity type
and learning environment.

2.1.1 Relationship between theory and laboratory

There is a relationship between laboratory and the theory
lecture that drives it. There can be four different possibilities:

a) Complete independence: Laboratory activities may be
completely independent from the theory. In this situation,
each laboratory depends only on the material covered in the
previous laboratories. For example, a hardware description
language (HDL) is taught in the laboratory environment.
However, this completely independent laboratory experience
is served as a pre-requisite for many other courses like digital
system design, computer architecture, embedded systems
design and so on.

b) Dependence across semesters: A second type of rela-
tionship between the theory lecture and laboratory is based
on pre-requisites. The theory is covered during one term and
the laboratory course is taken independently in another. For
example, microprocessors and interfacing course provides
the knowledge about programming for microprocessor-based
design during one term. However, the projects based on this
programming knowledge may be covered in the next term.

¢) Loose coupling: In this format, the laboratory material
and the theory lecture may or may not depend upon one
another. For example, some experiments in a laboratory
course may require a particular concept to be illustrated in
the theory lecture. Similarly, the data analysis in some of
the laboratory exercises may provide a solid ground for the
subsequent theory lectures.

d) Close coupling: It implies that the curricula of the
laboratory experience and the theory lecture are closely
dependant. Instructor presents material in lecture that is
supported by a laboratory experience. A typical example of
this format is a programming language course. The instructor
might discuss the laboratory material in the theory lecture,
explaining what will happen in the next laboratory session,
or review results from the previous session.

2.1.2 Content level

This attribute describes the type of content that is being
addressed in the laboratory. We identify three major types:

a) Least sophisticated: The least sophisticated content
involves purely mechanical knowledge of the system itself
or of the application environment. For example, in a digital
logic design laboratory, explaining to the students what an
FPGA board kit is or how to use a development environ-
ment for software development in a specific programming
language will be considered as least sophisticated contents.

b) Middle sophisticated: It involves implementation tech-
niques within an environment. For example, in a digital
logic design laboratory, middle sophisticated experiments
will include basic building blocks of hardware description
languages such as sequential and behavioral statements, test
benches, synthesis process and so on.

¢) Most sophisticated: It addresses problem solving to
ensure that student can design the experiments as well as
analyze and interpret data.

2.1.3 Activity type

While content level addresses the sophistication of con-
tents, activity type on the other hand, describes the pedagogic
activity in which students are engaged. We have identified
the following activity types:

a) Tutorial: A tutorial can be used in a laboratory setting
to provide the fundamental knowledge about laboratory
safety precautions, required hardware resources, brief intro-
duction of development environment and so on.

b) Project construction: The most obvious type of activ-
ity for a laboratory is to construct something new. Typically,
students are given a problem and asked to develop a model
to solve it and implement the solution. For example, in
electronics laboratory, project construction may involve the
construction of half wave and full wave rectifiers.

¢) Experimentation and Analysis: In this case, students
may first construct the solution, or they might be given the
solution. The focus in this activity is to analyze the results. It
allows the student to play with different variables in different
scenarios. For example, half wave and full wave rectification
experiment may analyse the effect of a reservoir capacitor
upon the rectified waveform.

d) Exploration: The next logical step to experimentation
and analysis is exploration. In this activity, students are given
a scenario or a problem and are asked to provide theory
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and find answers. A typical example is the formulation of a
mathematical relationship between a reservoir capacitor and
the rectified waveform.

e) Interpretation: It involves interpreting the work of
others. For example: understanding a piece of code and
providing comments on it, studying a circuit design and
explaining its functionality, reading documentation or a
scholarly paper and so on. In addition to interpretation,
students may learn to modify the work of others. An
obvious activity is to correct code that contains educationally
interesting bugs.

2.1.4 Learning environment

We focus on three aspects of learning environment [9][10]:

a) Teacher interaction: There may be three types of
teacher interaction: graduate teaching assistant, a faculty
member or a tutor with industrial experience. Graduate
teaching assistants can be used when a moderate level of
interaction is needed in the laboratory. A faculty member
may be the laboratory instructor when a high level of
interaction is needed. When a faculty member feels that
students would benefit from contact with an individual who
has industrial experience, a tutor with such an experience
may be used as the laboratory instructor.

b) Student collaboration in laboratories: Different
modes of student collaboration are possible in laboratories.
We have identified two modes: students working inde-
pendently and students working in groups. Advantage of
students working independently is that each student gets
the same experience and it is easier to assess student
performance. The disadvantage is that the students do not
gain the experience of working in collaborative groups,
which is common in industry. Advantage of students working
in groups is that students gain a deeper understanding of
concepts when confronted with other ideas. They improve
their communication skills, which is required by industry.
The disadvantage is that all students do not gain the same
experience and it is difficult to assess individual student
contribution.

¢) Assessment: There are many ways that an instructor
can assess student performance in a laboratory. The method
chosen depends on the nature of the laboratory assignment.
For example examining a program and its output, reading
and evaluating a formal lab report, asking questions about the
laboratory exercise either in or outside of laboratory session,
peer evaluation for group work and so on.

2.2 Implementation Aspects

Implementation aspects include facilities, reliability,
safety and laboratory manuals. We have simplified the eval-
uation of implementation aspects of engineering laboratories
by developing four different matrices as shown in Tables 1,
2, 3 and 4. The size of each matrix is variable depending on
the required level of detail in the assessment.
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Table 1: Facilities Support Matrix

%
Z
S

Attributes

Yes = 1
No =0

Is appropriate equipment available ?

Is condition of equipment satisfactory ?

Are data sheets available ?

Is internet available ?

Are computers connected on LAN ?

Are multimedia available ?

Is the space sufficient ?

OO A OV | B W | —

Are lab timings suitable ?

Table 2: Maintenance and Reliability Matrix

S.No

Attributes

Yes = 1
No =0

Is an administrator present ?

Do system failure policies exist ?

Do equipments provide reliable results

Are faulty components replaced regularly ?

| B W | —

Does a system exist for tracking ?

Table 3: Safety Matrix

S.No

Attributes

Yes = 1
No =0

General Laboratory Safety Rules

Are safety rules displayed ?

Are labs properly locked ?

Are laboratory hours displayed ?

Emergency Safety

Is awareness present about fire

Is awareness present about safety

Is awareness present about evacuation?

Equipment Safety

Are accessories properly operated ?

Is awareness present about the waste?

Are liquids properly handled ?

Is equipment cleaned on regular basis ?

Is proper temperature maintained ?

Is anti-virus software installed ?

Power Supply Related Safety

Is emergency power OFF installed ?

Are protectors used to avoid surges ?

Is equipment placed on static mates ?

Table 4: Laboratory Manual Matrix

Attributes

Yes = 1
No =0

Faculty is involved ?

Manual is considering the context ?

Manual is upgraded on regular basis ?

Improvement plan is being followed ?

Course co-coordinator is playing his role ?

Is there feedback to course coordinator ?

=N N | B W —

Quality control is being assured ?
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Each matrix consists of various attributes such that each
attribute (a single element of a matrix) is a pre-determined
question. Each question is a competency element that is
assessed using a yes/no (1/0) scoring scheme. In other words,
the value of each attribute is a binary number indicating the
presence or absence of a certain attribute. The sum of the yes
(1) scores becomes the grade for each matrix and the sum of
the scores of four matrices becomes the final grade that can
be awarded to the implementation aspects of laboratory. The
following paragraphs describe four implementation aspects
in terms of matrices.

2.2.1 Facilities support matrix

Proper facilities support improves the quality of learning
and reduces the efforts. Adequate computing equipment
must be available to support laboratory work. The amount of
required equipment depends on the number of students in-
volved and the estimated amount of time needed to complete
each laboratory exercise. Table 1 shows the eight attributes
of facilities support matrix that are required to be assessed.

2.2.2 Maintenance and reliability matrix

The technology must be reliable. Non-functional equip-
ment or frequent crashes that cause loss of work will
frustrate the students. Table 2 shows the maintenance and
reliability matrix that enlists five attributes.

2.2.3 Safety matrix

A review of the literature on safety knowledge for engi-
neering laboratories is presented in [11]. We have classified
this knowledge into four categories as shown in Table 3.

a) General laboratory safety rules:

Safety rules must be displayed at a prominent location in
the laboratory. Laboratories should be locked when unoccu-
pied. The laboratory operating hours for students should be
posted on the appropriate places.

b) Emergency safety:

Everyone present in the laboratory should be familiar with
the locations and operation of safety and emergency equip-
ment such as fire extinguishers, first aid kits, emergency
power off system, fire alarm pull stations etc. Similarly,
the familiarization with the emergency exits and evacuation
plans is an important safety concern.

¢) Equipment safety:

Proper handling of equipment is an important safety
measure. For example, use of extension cords should be on
temporary basis. Knowledge of correct handling, storage and
disposal procedures for batteries, cells, capacitors, inductors
and other high energy-storage devices is important. Equip-
ment should be cleaned on a regular basis. Temperature in
the room should stay cool to avoid overheating of equipment
inside a lab. For labs with computers, external storage
devices should be scanned for possible virus threats before
using them.

d) Power supply related safety:

Every laboratory should be equipped with an emergency
power off system. An electrical surge may cause a fire or
shock the user. A surge protector is used to protect com-
puters from electrical surges. Static electricity can damage
electrical components inside computers. Consequently, the
equipment should be placed on a static mat.

2.2.4 Laboratory manuals

Two good examples of developing laboratory manuals
are presented in [12] and [13]. Consequently, a laboratory
manual matrix used to evaluate its effectiveness is shown
in Table 4. The challenges involved in the development of
laboratory material are discussed below:

a) Faculty involvement: Developing laboratory materials
require considerable amount of time. Since development
of laboratory materials is not conventional research, so
administrators usually does not give appropriate credit for
the development of laboratory materials. As a result, faculty
is generally reluctant to engage in difficult, time consuming
activities if their efforts are not properly acknowledged in
tenure, promotion, and salary considerations.

b) Context of contents: Due to the volatility of the
engineering field, it is difficult to obtain canned materials. In
other words, laboratory materials developed at one institution
cannot be used in other institutions unless the context is
identical.

¢) Upgrading: The rapid evolution of the engineering
field demands that laboratory materials must be upgraded
regularly.

d) Continuous improvement plan: The development of
laboratory manual is more properly viewed as an ongoing
rather than a one-time effort. In the context of computer
engineering, faculty is routinely expected to learn new com-
puting hardware, operating systems, programming languages
and system design tools in their spare time. Computing
platforms routinely change, and such changes require that
laboratory materials be modified accordingly.

e) Role of course coordinator: The role of the course
coordinator is helpful primarily in larger institutions, where
instructors share multiple sections of courses. Individual
sections should be more or less synchronized. Course co-
ordinator ensures that teaching assistants and other support
personnel informed of the content and purpose of laboratory
materials.

f) Feedback to course coordinator: Feedback from fac-
ulty and teaching assistants regarding problems in laboratory
exercises or other materials is important.

g) Quality control assurance: It is necessary to provide
a single point of maintenance for course materials such that
updates are consistent with existing materials.
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3. Case study

To test our approach, we applied the proposed assess-
ment methodology to laboratories of Computer Engineering
(CE) Department at Umm Al-Qura University. However,
the proposed methodology is generic and can be applied
to the laboratories of other disciplines also such as electrical
engineering and computer science.

3.1 Computer Engineering laboratories

There are seven different laboratories: Computer Orga-
nization Laboratory (abbreviated as CO), Micro Computer
System Design Laboratory (abbreviated as MC), Micropro-
cessor Laboratory (abbreviated as MP), Advanced Logic
Design Laboratory (abbreviated as AL), Computer Networks
Laboratory (abbreviated as CN), Electronics Laboratory (ab-
breviated as EL) and Switching Theory Laboratory (abbre-
viated as ST).

3.2 Assessment of pedagogic aspects

The first three pedagogic aspects (relationship between
theory lecture, content level and activity type) vary from
one experiment to another while the fourth pedagogic aspect
(learning environment) does not vary from one experiment
to another. Consequently, we summarized the results for
first three pedagogic aspects in a pedagogic table. We
assessed the pedagogic aspects for all the seven laboratories.
However, due to limited space, only the pedagogic table for
computer organization laboratory is shown in Table 5.

The first two columns of Table 5 represent the serial
number and title of each experiment. The third column
shows the relationship between each experiment with the
theory part of Computer Organization course. It is evident
from Table 5 that first five experiments are loosely coupled
with the theory while the last two experiments (6 to 7) do not
depend on the theory lectures. The fourth column of Table 5
represents the content level of each experiment. Experiment
number 1 is least sophisticated while experiments 2 to 5 are
regarded as middle sophisticated. The last two experiments
(6 to 7) are regarded as most sophisticated. The fifth column
of Table 5 represents the activity type of each experiment.
After getting a tutorial in the first experiment, the next four
experiments consist of project construction. Finally, the last
two experiments allow students some experimentation and
analysis. The laboratory does not provide any exploration
and interpretation activities to students.

3.3 Assessment of implementation aspects

The assessment results for implementation aspects are
shown in Tables 6, 7, 8 and 9. These tables summa-
rize the four implementation aspects (facilities, reliability,
safety and laboratory manual) for seven different laboratories
respectively. The first and second columns represent the
serial number and description of attributes. Columns 2 to 9
represent the value of attributes for each laboratory. Finally,
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the last row in each table provides the total score of each
laboratory.

3.3.1 Assessment of facilities

Table 6 shows that appropriate computing equipment is
available in all the laboratories except electronics laboratory.
Similarly, switching theory laboratory does not satisfy the
working condition of equipments. It implies that some
components are not working according to their technical
specifications. Data sheets are present for each component
in every laboratory. However, there is no internet or LAN
access in any laboratory. Laboratories are lacking resources
like printer, scanner and projector. Generally, the space is
sufficient with the exception of microprocessor laboratory.
Both the instructor and students are not satisfied with the
laboratory timings.

3.3.2 Assessment of maintenance and reliability

Table 7 shows that there is no system failure policy exists
to recover failure in laboratories. There is no database system
for components tracking. Consequently, the replacement of
faulty components is not an easy task.

3.3.3 Assessment of safety

Table 8 shows that every laboratory has a very low score
in safety matrix. General laboratory safety rules are not
displayed. Laboratory operating hours are not displayed
for Micro Computer System Design laboratory (abbreviated
as MC) and Switching Theory laboratory (abbreviated as
ST). Similarly, none of the attribute in the categories of
emergency safety and power supply related safety have
scored the value of 1. Some of the attributes in equipment
safety scored 1 such as temperature control and handling of
liquids (if any). However, some attributes in the category
of equipment safety are O such as installation of anti-virus
software and awareness about waste management.

3.3.4 Assessment of laboratory manual

Similar to safety conditions, the quality of laboratory
manual is at a low level as shown in Table 9. Almost every
aspect of laboratory manual needs to be improved. One of
the major concern is about the role of course co-ordinator.
Enough feedback is not provided to him by laboratory
instructors.

4. Conclusion

This article has proposed an effective methodology for
the assessment of pedagogic and implementation aspects
of laboratories. Pedagogic aspects covered are: relationship
between theory and laboratory, content level, activity level
and learning environment. Implementation aspects covered
are: facilities, reliability, safety and development of labo-
ratory manual. Proposed approach is extremely simple and
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Table 5: Pedagogic table for computer organization laboratory at computer engineering department

S.No Title of Experiment Relationship | Content Level | Activity Type
1 Introduction to 8086 Loose Least Tutorial
Assembly Language Programming Coupling Sophisticated
2 Basic I/O Operations Loose Middle Project
using Assembly Language Coupling Sophisticated Construction
3 Memory Segmentation Loose Middle Project
and Addressing Modes Coupling Sophisticated Construction
4 ALU Instructions of Loose Middle Project
8086 Family of Processors Coupling Sophisticated Construction
5 Use of Interrupt in Loose Middle Project
Assembly Language Coupling Sophisticated Construction
6 Mouse Applications in Completely Most Experimentation
Assembly Language Independent Sophisticated and Analysis
7 Semester Project to Evaluate Completely Most Experimentation
the Progress of Students Independent Sophisticated and Analysis

Table 6: Assessment results for Facilities Support Matrix (Abbreviations are used for each laboratory name)

S.No Attributes CO | MC | MP | AL | CN | EL | ST
1 Is appropriate computing equipment available ? 1 1 1 1 1 0 1
2 Is working condition of equipment satisfactory ? 1 1 1 1 1 1 0
3 Auvailability of data sheets ? 1 1 1 1 1 1 1
4 Is internet available ? 0 0 0 0 0 0 0
5 Are computers connected on LAN ? 0 0 0 0 0 0 0
6 Are printer, scanner and projector available ? 0 0 0 0 0 0 0
7 Is the space sufficient to house the facilities ? 1 0 1 1 1 1 1

Total score of Facilities Matrix 4 3 4 4 4 3 3

Table 7: Assessment results for Reliability Matrix (Abbreviations are used for each laboratory name)

S.No Attributes CO | MC | MP | AL | CN | EL | ST
1 Is an administrator present to recover failures ? | 0 0 0 0 0 0 0

2 Do system failure policies exist ? 0 0 0 0 0 0 0

3 Do equipments provide reliable results ? 1 1 1 1 1 1 0

4 Are faulty components replaced regularly ? 0 0 0 0 0 0 0

5 Does a system exist for component tracking ? 0 0 0 0 0 0 0

Total score of Reliability Matrix 1 1 1 1 1 1 1

easy to implement. Computer engineering laboratories were References

assessed at Umm Al-Qura University.
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as laboratory inventory matrix. Similarly, matrices can be
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Another probable direction is the formulation of a holistic
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Abstract - [t entrances students fluent in Facebook and
Foursquare, but eludes those outside computing majors.
Students recognize the benefits of computing skills and that
web technologies have become a universal infrastructure. Web
development skills are increasingly vital to non-computing
disciplines so we have created a minor in web design and
development for non-technical students. In it they develop
significant technical depth, despite their non-computing
backgrounds. This presents challenges, but makes for a
vibrant classroom. The minor is taught using Active Learning
so students learn and experience both the theory and practice
of web development. These students generally have no
programming experience and are gently introduced to the
process in their first course and gradually exposed to more in-
depth development throughout the rest of the minor. The
course order is deliberately flexible allowing students to
choose their own path to success. The minor’s rapid growth
reflects its relevance.

Non-Technical,

Keywords: Curriculum, Education,

Programming, Web

1 Introduction

“The power of the Web is in its universality.”
— Tim Berners-Lee, W3C Director and inventor of the
World Wide Web'

Web development technologies are core to several computing
degrees within the Golisano College of Computing and
Information Sciences (GCCIS). Degree programs in
Information Technology, Medical Informatics, New Media
Interactive Development and Game Design and Development
all have a significant web development component in their
core courses. Students in degree programs often take a minor
in web development. The authors support the belief that web
development is integral to many computing disciplines, but
also believe that it is increasingly vital to non-computing
careers as well. For this reason, we have created a minor in
web design and development that is both accessible to non-
technical students, but also helps them develop significant
technical depth of knowledge and skills. The minor attracts

students from such diverse programs on campus as Marketing
(E. Philip Saunders College of Business), Psychology
(College of Liberal Arts), Media Arts and Technology (School
of Print Media), and Professional Photographic Illustration
(School of Photographic Arts and Sciences).

Bringing together students from such diverse fields of study
presents some challenges, but also makes for a vibrant and
exciting classroom environment. The entire minor is taught
"hands-on" in an Active Learning environment where didactic
material is mixed in with a considerable amount of lab work.
Students learn and experience both the theory and practice of
web development.

Although these are non-computing majors and generally have
no programming experience, they are gently introduced to the
process in their first course. Students are gradually exposed to
more in-depth content in the primary course, and those threads
are woven into each subsequent course. =~ When they reach
their last course, students are modifying open source code and
writing their own simple programs. Over the duration of their
classes, they learn concepts such as client-side vs. server-side
processing, templates, code libraries, and AJAX. In addition
to these technical topics they also learn about design,
aesthetics, accessibility, content creation, usability, and the
history and evolution of the technologies they are using.

The minor is designed for non-computing majors and students
outside the computing field who wish to learn more than just
the basics of Web usage. Students enrolled in this minor have
little or no knowledge of web development and related
technologies. The minor features courses covering image
creation, video production, communication, development, and
integration technologies applied to the Web. Students
completing this minor have the broad range of skills and
understanding necessary to design and build a basic, but
complete, web presence.

This minor is not available to students whose home programs
are in GCCIS. This is by design; there is another web
development minor available for GCCIS students which is
tailored to their needs and background. This minor sequence
is designed to teach students the programming and other
computing skills that reflect the depth appropriate for a minor
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in a degree program. These skills will not be a part of their
major, but may support their chosen major as technology
continues to grow as an important component in other
degrees.

2 Program Structure and Sequence

The minor in Web Design and Development has a required
first course (Web Foundations) three “middle courses” which
can be taken in any order (Digital Image Creation, Digital
Video Creation, and Rapid Online Presence) and a final
course which serves to bring together and build upon the
learning from the preceding four courses in an integrative
manner (Web Integration & Application).

The program structure lays a common foundation for all of the
students, allowing them to play equally on the same playing
field. The various activities within the courses meet the
needs of all four learning styles for students and provide
components of stability and comfort for some students, and a
sense of independence for others.

The sequence of the courses allows students to follow their
own path, to some degree. After completing the foundation,
students can elect from a selection of three courses. This
option allows students to take control of their learning. They
choose a course that matches their interests. Upon successful
completion of the course, they now have increased motivation
and desire, as well as confidence, to move on to the next
course.

This flexibility of the minor is deliberate. David Kolb, a
renowned researcher in the area of learning styles, suggests
that there are four specific categories for learners:

* Accommodators — preference for well-controlled,
hands-on method

* Divergers — risk-taking, experimenting, seat-of-pants
learners

* Assimilators- want to be guided to ‘right’ answer

* Convergers — big picture to personalization2

While these categorizations are broad, they do represent
different learner needs. For a traditional student (19-25 years
old) the lure seems to be a flashy, fast, real/virtual experience.
It has to ‘mean’ something to them. These learners are
Generation X learners, and they lean more towards a
structured learning environment with a ‘wow’ appeal.
Therefore it becomes important to quickly support the
creation of a product or process, so that they feel successful.
This can present a challenge for instructors, especially in early
courses where students lack sufficient skills to build
something substantial.

Computing for non-majors can be an intimidating area of
study for students. It is essential that they feel they can
approach and master the content without feeling

Public
Professional and Technical Communications, and Psychology.
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overwhelmed. The content of the courses is delivered in a
variety of ways with a deliberate intent. For the first
encounter with web/technologies, students are given an
historical perspective on the internet and web page
development. Some of this content is not new to all students.
However, students do acknowledge that, while they are users
of the internet and the web, they were unaware of much of its
history — the how and why of the way it is now. The authors
believe this historical context is important in establishing a

solid foundation upon which to build knowledge.

Within the courses, there are a variety of activities to support
different learning styles. Even in the first course, students
hand-code HTML and CSS, create, edit, and manipulate
digital images, create simple animations, and address web site
accessibility issues There are opportunities for collaboration
with colleagues through in-class exercises, and out-of-class
assignments to encourage them to research their topics outside
of class time.

While technology has become pervasive in society, industry
has noted a need for other skills within the technology field.
Writing skills, communication skills, and presentation skills
are all sought after, in the computing field. It is for this
reason that the courses also incorporates these components.
The specific structure and content of each of the courses is
provided below.

GCCIS-ISTE-105: Web Foundations

Students required to take this course: Students in the Minor in
Web Design and Development for Non-Computing Majors,

Students in the following degree programs: Advertising and
Relations, Journalism, New Media Publishing,

Students who might elect to take the course: Non-computing

students wishing to learn web basics. (This course is closed to
computing majors and will not be accepted for credit toward
college of computing degrees.)

Goals of the course: This course provides an introduction and

hands-on practice in developing basic web sites. Emphasis is
placed

on standards compliance
development. It also provides an
fundamentals of web-delivered media.

and cross-platform
introduction to the

Course description: A hands-on introduction to Internet and

web foundations for non-computing majors. Includes HTML

(Hypertext Markup Language) and CSS (Cascading
Stylesheets), web page design fundamentals, basic digital
image manipulation, and web site implementation and

maintenance. Students will design and build their own web

sites using the latest technologies and deploy them to the web
for world-wide access.

Topics: 1. Web Pages
1.1 Intro to Macintosh
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1.2 History of Internet and Web
1.3 Basic Web Page Mechanics (HTML)
1.4 More HTML (Paths, Links & Images)
1.5 Advanced HTML and Validation
1.6 Adding Style with Basic CSS
1.7 CSS Layout
1.8 Copyright
1.9 Basic Navigation
1.10 Structure & Style (Menus & Lists)
1.11 Advanced CSS
1.12 Structure & Style (Swapping Stylesheets)
1.13 Color and Computers
1.14 Basic Design Principles for Web Sites
1.15 Fundamentals of Computer Graphics
2. Images
2.1 Pixelmap Images
2.2 Vector Graphics
2.3 Preparing Images for the Web
2.4 Editing Photographs)
2.5 Creating Web Backgrounds
2.6 Creating Images de Novo
3. Time-based Media (Animation and Video)
3.1 Animation
3.2 Video
4. Interaction (JavaScript)
4.1 JavaScript & DOM
5. Putting it all together
5.1 Designing a Larger Site
5.2 Site Design Critique
5.3 Prototyping a Site
5.4 Site Prototype Critique

Learning Outcomes: At the end of the course, the student will
be able to:

* Create web pages using hand-coded HTML including
CSS text formatting, images, tables, and CSS
layout/positioning.

» Edit, create, and use digital images effectively by
choosing and implementing correct image formats.

* Create and use small animated gifs to enhance web pages.

» Use SFTP software to upload and maintain web pages,
including setting proper Unix permissions.
in-class exercises and out-of-class projects

GCCIS-ISTE-205: Digital Image Creation

Students required to take this course: Students in the Minor in
Web Design and Development.

Students who might elect to take the course: Students
interested in learning digital image creation and manipulation
for the web. This course is open to college of computing
majors and may be taken as a free elective.

Goals of the course: Students will develop a deeper
understanding of, and skill level working with digital imaging
targeted for the web.
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Course description: This course explores the creation and
manipulation of digital images intended for use on the Web.
Topics include basic digital photography, acquisition of
images, and intermediate image manipulation. Students will
do projects creating images suitable for the internet.
Prerequisite: GCCIS-ISTE-105 or GCCIS-ISTE-140 (Web I
for IT Majors)

Topics: 1. Digital Image Principles

1.1 Pixels
1.2 Additive and Subtractive Color
1.3 Bit Depth
1.4 Gamut and Color Spaces

2. Basic Digital Photography
2.1 Image Sensor technologies
2.2 Aperture
2.3 Exposure Time
2.4 Composition
2.5 Lighting
2.6 Planning a Shoot
2.7 Releases and Copyright

3. Scanning Images

4. Image Manipulation
4.1 RAW vs. JPEG
4.2 Color Correction and White Balance
4.3 Masks
4.4 Compositing Images
4.5 Removing Defects

5. Compression

6. Presenting images on the web

Learning Outcomes: At the end of the course, the student will
be able to:
* Demonstrate knowledge of principles of Digital Image
generation and display.
* Demonstrate knowledge of digital photography
technologies and basic photographic optical principles.
» Take good quality digital photographs.
* Manipulate digital images.
* Appropriately present images on the web.

GCCIS-ISTE-206 Digital Video Creation

Students required to take this course: Students completing the
Minor in Web Design and Development

Students who might elect to take the course: Students will
develop a deeper understanding of, and skill level working
with digital video targeted for the web. This course is open to
college of computing majors and may be taken as a free
elective.

Goals of the course: Students will acquire a basic competency
in creating digital audio and video and its use on the Web.

Course description. This course explores the creation of
digital video intended for use on the Web. Topics include
basics of digital videography, acquisition of audio, editing,
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streaming, compression, as well as storytelling with video and
integration into web sites and applications. Students will be
provided with digital cameras for use in the course.
Prerequisite: GCCIS-ISTE-105 or GCCIS-ISTE-140 (Web 1
for IT Majors)

Topics: 1. Storytelling with Video in a Digital World

1.1 Structure of a Story
1.2 Scripts & Storyboards
1.3 Fiction, News, Commentary, Comedy, etc.
1.4 Live vs. Edited Video

2. Technique
2.1 Lighting
2.2 Camerawork
2.3 Microphones and Audio Mixing
2.4 Animation, Stop-Action, Time Lapse

3. Digital Video Technologies and Techniques
3.1 Capturing
3.2 Editing
3.3 Captioning
3.4 Encoding
3.5 Streaming
3.6 Podcasting
3.7 Teleconferencing
3.8 Special Effects

4. User Interaction
4.1 Web Technologies for User Control
4.2 Integrating Audio and Video into Web Sites and Apps

Learning Outcomes: At the end of the course, the student will
be able to:

* Create a Narrative

» Develop web-based audio and video productions

» Perform competent lighting technique

* Perform competent Videography technique

» Perform competent Editing technique

» Provide constructive peer critique and feedback

+ Create an integrated web-video user experience

For this course students are provided with video cameras, and
lighting equipment. This course is scheduled to meet once per
week for a contiguous 3 hour block, usually in the evening
and/or a lab which can be darkened for viewing video.

GCCIS-ISTE-305: Rapid Online Presence

Students required to take this course: Students in the Minor in
Web Design and Development for Non-Computing Majors,
Students in the New Media Publishing degree program.

Students who might elect to take the course: Non-computing
students wishing to learn how to set up web sites that go
beyond a few static pages. (This course is closed to computing
majors and will not be accepted for credit toward college of
computing degrees.)

Goals of the course: This course provides a practical overview
of web development using rapid site development tools such
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as Blogs, Wikis, Content Management Systems, and Web Site
Toolkits.

Course description: Although large-scale web sites still
require considerable development effort, there are today
several options for establishing a web presence using tools
designed for non-programmers. This course gives students
understanding of and experience with installing and
customizing web sites using tools such as Blogs, Wikis,
Content Management Systems, and Web Site Toolkits.
Prerequisite:GCCIS-ISTE-105

Topics: 1. Blogs
1.1 What is a blog?
1.2 History of blogs
1.3 Blogging sites
1.4 Blog software installation and customization
2. Web Site Generators
2.1 Using software that creates web sites (i.e. iPhoto)
2.2 Customizing generated pages
3. Wikis
3.1 What is a wiki?
3.2 History of Wikis
3.3 Wikis vs. Blogs
3.4 Wiki software installation and customization
4. Web Site Toolkits
4.1 Types of Toolkits
4.2 Installing and using toolkits
5. Content Management Systems
5.1 What is a content management system?
5.2 Content management systems vs. toolkits, wikis
and blogs
6. DIY: Integrating open source pieces
6.1 Mixing and matching toolkits, content management
systems, wikis, blogs generated pages

Learning Outcomes: At the end of the course, the student will
be able to:
e Evaluate and select appropriate tools and methods of
rapidly creating web sites.
* Apply the basic principles of information architecture and
navigation design to the development of a web site.
* Install and configure a selection of open source web
applications such as wikis, blogs, etc.
* Modify the design/layout/navigation of the above systems
to create customized web presence.
* Add and manipulate content in the above systems.

GCCIS-1ST-405: Web Integration & Application

Students required to take this course: Students completing the
Minor in Web Design and Development. (This course is
closed to students not enrolled in the minor.)

Goals of the course: This course brings together and builds
upon the learning from the preceding four courses in the
Minor in Web Design and Development in an integrative
manner.
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Course description: The final course in the minor in Web
Design and Development (for non-GCCIS majors). Students
will develop a deeper understanding of technologies
underlying the web and how to combine them. This course
builds upon the work from the preceding four courses in the
minor and emphasizes integrating multiple technologies and
content sources to create sophisticated web sites and web
applications for desktop and mobile devices. This course is
not available to GCCIS majors. Prerequisites: GCCIS-ISTE-
105, GCCIS-ISTE-205, GCCIS-ISTE-206, and GCCIS-ISTE-
305

Topics: 1. Server-Side Programming

1.1 constructs
1.2 functions
1.3 data structures
1.4 includes and code organization

2. Maintaining State
2.1 cookies
2.2 session variables

3. Structured Content
3.1 normalization
3.2 structured files (CSV, INI, XML)
3.3 databases

4. Site Architectures and Approaches
4.1 Pages and Directories
4.2 Model-View-Controller
4.3 two- and three-tiered architectures
4.4 Integrating Web Services & Data Sources
4.5 Security Issues

5. Web Applications
5.1 AJAX
5.2 Mobile Apps

Learning Outcomes: At the end of the course, the student will
be able to:
» Evaluate and select appropriate methods and technologies
for creating multi-tiered web sites.
* Integrate multiple data sources into a web site or web
application.
* Maintain user state and provide an individualized user
experience.
» Take measures to address security issues of a data-backed
web system.

For this course students are provided with accounts on a Unix
web server supporting PHP and MySQL. Mobile computing
devices (i.e. iPads and iPod touches) are also provided for
development and testing of web apps.
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Teaching Mathematics and Programming Foundations
Early in Curriculum Using Real-Life Multicultural
Examples
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Department of Mathematics and Computer Science, Hawai’i Pacific University, Honolulu, Hawai’i, USA

Abstract - This paper is about teaching mathematics and
programming early in and throughout the college curriculum
to provide students a solid foundation that is enforced in
many classes and via multiple means. Introducing concepts
early and having constant repetition enforces the retention
and mastery of the material. The solutions we propose in this
paper are to be introduced in basic digital literacy classes for
all majors, all the way up to classes for majors in STEM
fields. Since brain research shows that we learn best based
on what we already know, we have tied our methods into
daily situations that students from many diverse backgrounds
can relate to. We have tried these approaches in basic
mathematics and programming classes and they seem to
work.

Keywords: formulas, programming, mathematics,
curriculum, teaching, diversity

1 Introduction

A common question facing many instructors these days
is the question of how to get all students up to par with their
mathematical understanding. This question is related to the
preparation as well as the enthusiasm of students. Many
students these days arrive to college unprepared to tackle
basic mathematical tasks and thus require remedial work. In
this paper we will discuss some tested remedies for the
problem to be introduced in classes that are not necessarily
seen as mathematical, as well as more mathematical classes
for majors only.

Based on seeing the work of many students as well as
discussing the subject with other instructors, we came to a
conclusion that the best place to start is learning how to use
formulas. Any instructor who has taught anything related to
mathematics or coding can vouch that many students have
difficulty with substitution into formulas. Mastering formulas
is critical for any mathematical work. For example, students
can learn logic very quickly if they understand how to work
with formulas, e.g. those learned in basic algebra. Formulas
are abstract and thus can be hard to grasp by students. In
addition, mathematics can be perceived as a difficult, boring,
and abstract subject without much relevance to daily life.

We believe that it is necessary to start with the basic concepts
and build understanding using examples that students can
relate to and thus feel inspired to learn about. Neuroscience
research [6] proves that we learn most efficiently if we can
relate new information to what we already know. Mathematics
is a completely new language and thus at the very start it does
start with sheer memorization. This property can make
mathematics seem elusive to those who did not learn the
basics. However, once the basic language is mastered, we can
teach mathematical concepts using what we already know.

2 Substitution and Programming Early

The basic literacy classes taught to all freshmen and

required in most colleges and universities are a prime
opportunity to introduce basic mathematical skills and even
teach beginning programming. A spreadsheet cell with a
formula can be seen as a “one line program.” A spreadsheet
can be read as a program.

The following approach was used to strengthen math skills
and introduce students to programming in Basic Digital
Literacy classes, required of all freshmen. The goal of the
class is not to train programmers or mathematicians, but to
train students to use spreadsheets. However, we use this
opportunity to teach mathematics and programming as well.

Practically 100% of students reported that they understood
what was being taught and they could code basic spreadsheet
functions afterwards, as shown in their high hands-on exam
achievements. The next step in research is to see if students of
all majors can perform simple coding in Python, Ruby, or
another easy-to-use imperative language. Our inclination is to
believe that the students would have much easier time
programming. Our experience is that computer science
students can much more easily program in Java.

In the following example, we will teach several concepts:

* programming is, in essence, simply typing up what we
already write on paper by hand in mathematics.

* we can design our own formulas and check if they are
correct

* units are very important and formulas have to be
adjusted to accommodate units
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* a formula has to be designed so that each part is very
clear

* variable names should be descriptive

* variables can be a conglomerate expressions involving
other variables.

We will demonstrate these concepts using the topic that most
students find interesting. Finding a topic that is interesting to
all students, taking into account their diversity in gender, age,
and cultural background, is rather challenging. We have
experimented with many different topics, such as: cooking
dinner, graduating, dress code, and many others. The best
success with American students, regardless of their
background, was achieved when discussing cars. Examples
that involve clothing, sports, etc. always leave out female
students (or conversely, make male students acutely aware
that they are a majority when an example includes high heel
shoes as well as sneakers.) Cars seem to be a topic that
everyone can relate to with relatively high interest. Therefore,
we will use an example of a car dealership.

2.1 Car Sales Example

Let us assume that a car dealership pays their
salespeople a certain commission for every car sale made.
How can a salesperson calculate how much money they have
earned? First, we need to design the formula; then we need to
code it so that the computer can do all the calculations.

2.1.1 Formula design (including units)

Let us use a very simple formula involving commission.
We inform the students that our formula is rather simple and
thus unrealistic, but is a good start towards more complicated
real-life formulas. We will let the business majors provide the
accurate formula used in real life.

Let us assume that the formula for earnings by commission is:
y=ax+b €8

where variables y, a, X and z are defined as:

y: the total earning

a: the price per car

x: the number of cars sold

b: the total bonus.

In order to match the units (for example, dollars), we need to
multiply the bonus per car with the number of cars. Therefore:

b=az )
where variable z is defined as:

z: bonus per car.
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The first step is to ensure that the formula we designed is
correct. The formula does seem to make sense in terms of car
sales. However, did we use correct operations? A good
example for checking units is speed in miles per hour: if the
units for speed are miles per hour, i.e. speed is measured in
miles/hour, then the formula speed=time/distance is correct
since all units match. The formula distance=time/speed is also
correct. The important learning here is that units themselves
are mathematically processed, just as if they were variables.

For the first quick check, students are asked to look at the
units. Do units match? Yes, since we adjusted for bonus per
car. Therefore, the formula was constructed correctly.

2.1.2  Writing formula on paper by hand

Having confirmed that the formula is correct and makes
sense both in terms of the situation modeled as well as
technically in terms of units and operations, the next step is to
code the formula.

We all agree that this is how formula (1) looks when we write
it in a math class “on paper” by hand:

y=ax +xz 3)

Then we can plug in various values, such as:
a=$20K/car, x = 5, z=$500/car.

At this point, we are ready to code the formula.

2.1.3  Coding formula in a programming language

Coding can be difficult for students because they expect
that a computer works like a human being and can clearly see
and self-correct simple mistakes such as typos, misspellings,
and extra or omitted characters. Often, beginners are likely to
produce exclamations of statements such as “but I just forgot
to put a comma!” and even statements such as “the computer
doesn’t like me!”

At this point we have not introduced the word “syntax” or
“compiler” officially. This is not a programming class but a
basic digital literacy class and there is no need to overwhelm
the students with extra vocabulary. We did introduce earlier
the words “program,” “application,” and ‘“running the
program or application.”

We tell students that a computer program is like a robot — it is
very literal and can understand only what it is programmed to
understand. This imagery helps students to appreciate the
rules of the syntax. Also, it makes them less frustrated and
less likely to take it personally. With this approach, students
actually enjoy programming and focus on it quite deeply. We
believe that it resembles a video game in some way, where the
player communicates with a robot. That makes it somewhat
enticing.

Keeping in mind that we are indeed “communicating with a
robot,” it is clear that, if we code formula (3), we must



80

communicate very clearly which mathematical operators we
want to use. Also, computer programs cannot store units as
easily as we are used to simply writing them out on paper.
Also, we still cannot write units such as “20K” because
computer does not recognize K as a part of a number.

In most programming languages, the multiplication is
represented with *, and units are implicit. We do tell students
that we are coding the formula in a programming language
such as C/C++, Java, Python, or any other imperative-style
language. Although the students are not in a programming
class, they appreciate the learning.

Therefore, the basic code for formula (3) would look like the
following:

a=20000

x=5

z=500

y=a*x + x*z

All students understand this, since this is extremely close to
what they have seen in mathematics on paper.

2.1.3.1

To introduce more “real” programming, we talk about
giving variables more descriptive names, such as:

Code structure and coding style (algorithm)

ppc:  price per car, in dollars per car
nc:  number of cars (no units)
bpc:bonus per car, in dollars per car
e: earnings.

Therefore, the code in most imperative languages such as
Python would look like the following:

ppc=20000

nc=>5

bpc=500

e = ppc * nc + nc * bpc

We draw the student’s attention to the fact that code becomes
readable “like a story” because we can read the variable
names easily. We also draw their attention to the fact that this
“story” can be written in a way that makes it easier or harder
to read and understand. Sometimes, it is impossible to
understand. For example, ¢ can be calculated only after ppc,
nc and bpc have been defined.

Thus, we implicitly introduce the concept of algorithms.

2.14  Coding formula using a spreadsheet

So far, we have worked with imperative style languages
because their syntax resembles mathematics on paper by hand,
and thus students can very easily relate to it. However, since
they are not in a programming class but in a basic digital
literacy class, we have to cover spreadsheets. During class, we
use Excel as the platform since it is a common business
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application and is installed on the classroom computers.
However, many students have Mac computers with their own
version of spreadsheet, and many students use open source
software, such as Libre Office. We tell students that the
particular brand of spreadsheet is not important; the principles
are the same.

What would code look like if coded in a spreadsheet? The
most important concept and the most obvious difference
between spreadsheets and traditional “on paper by hand”
mathematics is how variables are represented. This feature is
very ingenious and makes spreadsheets so useful and
practical. In a spreadsheet, variable names are cell names.

The next difference (that is quite easy to understand because it
does resemble “on paper by hand” mathematics albeit only by
the looks) is the fact that we can write variable names in
spreadsheet cells; only cells that have content starting with

«__s

are used for calculation. In this way, we avoid any

discussion of commenting code written in, say, Python or C;
and we implicitly introduce the idea that code can be
commented for the ease of human users.

The last but not least difference is that spreadsheets can
include units with the values. For example, numbers that
represent dollar values can show $ next to them. This is yet
another feature of spreadsheets that makes them very
practical.

The next step is to introduce spreadsheet syntax. Our code in a
spreadsheet would look like the following:

A B

1 | price per car, 20000
in dollars per car
2 | number of cars 5

bonus per car 500

4 | earnings =Bl * B2 + B2 * B3

w

Figure 1 - Spreadsheet example

A, B, 1, 2, 3 and 4 is what the spreadsheet itself shows, and
everything else we typed in. (Earlier, we have already
introduced the concept of spreadsheet cell. Therefore, students
know what the content of each cell is, e.g. that the content of
cell Al is “price per car, in dollars per car.”)

We invite students to experiment with their spreadsheet
organization and include units. We ask them how they want
their spreadsheet organized. What arrangement is the easiest
to read and understand? Below are some ideas:

* columns arranged as variable names to the left and units
to the right of column B

* columns arranged as variable name, units, value

* columns arranged like we are used to in sciences, with
the header row that contains variable definitions and
units

* column B marked with the proper units already, since
spreadsheets can do that.
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Thus we implicitly introduce the concept of technical

communication as well as scientific notation.

2.1.5  Testing

When the spreadsheet is filled in with actual numbers
and the values have been calculated, we ask the students to

look at the results and see if they make sense.

For example, spreadsheets allow for different formatting of
cells, e.g. some cells can be formatted as percentages or dollar
amounts. For example, some students will format the cell
containing the number of cars as dollar values. Some cells
will be formatted as percentages instead of general numbers
and thus will show the value as 100 times larger than the
correct value. Students themselves pick on such mistakes and

correct them.

2.1.6 Conclusion

Going from on-paper mathematics to imperative style
languages is quite natural and easy to understand. Introducing
coding using spreadsheet coding style is slightly more
complicated because the syntax looks very different than what
students are used to. All students can relate the patterns and
see how the “on paper” mathematics matches the code, and
how it all gets translated into spreadsheet-specific “code.”

Practically all students become capable of using formulas.

We make the concepts very clear and systematic and draw the
attention to the fact that solving the problem starts with
defining what the problem is, in English; designing a correct
and appropriate formula; and finally calculating, in our case
using a computer. The last step is to evaluate and test the

results.

We emphasize that the results are not necessarily correct, even
if calculated with a computer. Wrong code will produce
wrong results. Students learn to appreciate that fact when they

see simple formatting errors.

2.2 Using Real-life Formulas

In the same basic digital literacy class for all majors, we
continue programming basic formulas into a spreadsheet.
Below are some basic formulas conducive to teaching
substitution and programming. Assume that we have variables

X,yand Z:
In English, we say:
Zisy% of X

In math, we write it as:
Z=X*y /100

Z is X increased by y% Z =X+ (X*y / 100)

Because * has precedence over +, () are not needed, so we can

write the formula as following:
Z =X+ X*y /100

We can also simplify the formula and write it as following:
Z = X*(1+y/100)
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Zis X decreased by y%  Z=X-X*y /100

Z = X*(1 - y/100)

X is what percentage of Z? Call the percentagey
y=X/Z *100

In order to make formulas more realistic yet easily
understandable, we use examples of sales, taxes and tips. We
also show students real-life tax forms with the similar
calculations we do in class (and we self advertise and mention
high earnings for such work.) For example:

* If a store makes $1000, and they must pay 5% tax
(which is the real-life general excise tax in Hawai’i),
how much is the tax?

* If a restaurant bill is $100, and the customary tip is 10%
of the bill, how much is the tip?

Students often want examples to be related to “their” major.
That is impossible in a basic digital literacy freshman class
consisting of all different majors. Therefore, we tell students
that the examples are applicable to any field, if we just change
the text of the problem to fit the application they are interested
in. For example:
* Hospital/hotel/business/ costs are $1000, out of which
14% goes on salaries. How much is paid for salaries?
* Ocean temperature rises 1 degree per year. If the
current ocean temperature is 50 degrees, what is the
temperature percentage increase?
* If dosage for an adult patient is 3 mg of the medication,
and children get only 10% of adult dosage, how
many mg of medication will a child get?

Below is an example of practicing coding in a spreadsheet.
Students are given values in column B and asked to calculate
values in column C, i.e. they are asked to map what they
understand from “on paper” mathematics into spreadsheet
formulas and code.

A B C
1 Store  Profit % of the total profit
2 Storel 1000 =B2/$B$5
3 Store2 2000 =B3/$B$5
4 Store3 3000 =B4/$B$5
5 Total: =SUM(B2:B4) =B5/$B$5

Figure 2 - Spreadsheet example (view formula)

Use the last formula: X is what percentage of Z? y=X/Z
*100.

This spreadsheet also includes specific spreadsheet syntax,
such as how to write a formula for a summation using a range
of cells from cell B2 to cell B4 (i.e. cells arranged vertically).
Also, students are asked to use $ to fixate the formula on a
specific cell, since spreadsheets automatically adjust cell
names when a formula is repeated by dropping the formula
into neighboring cells using the mouse.
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We ask the students to discuss when and why it is not
necessary to include *100 in the formula. The answer depends
on if the cell is formatted to represent a percentage or not. In
other words, we review the concept of units, which are
already programmed into the spreadsheet.

2.3 Using Multicultural Examples

Ethnomathematics can be briefly described as the study
of mathematics practiced in different cultures [3]. Modern
Western mathematics is based on Roman, Green and
European influences. However, mathematics has been
practiced in the rest of the world since time immemorial and
offers many rich contributions. African, Chinese, South
American, Indian, Turkish, Celtic, Arabic, and many other
cultures have had advanced mathematics for centuries. For
example, African music uses advanced polyrhythmic
structures; some African villages and dwelling units are
constructed as fractals [4].

A visual tour of many examples can be found on the
Culturally Sensitive Tools website [4]. For example, Rhythm
Wheels are an excellent tool for teaching division, GCD, and
many other concepts related to patterns obtained by
multiplicative increases using music. Designing exercises
based on these tools is a whole topic in itself. It has been
proven to work extremely well in local schools as well as
internationally.

2.4 Using Visual Formulas

We found quilts to be easily understandable by students.
Other choices would be ceramic tile, or perhaps even Celtic
patters used for tattoos.

A quilt pattern is a formula, just given visually. Some quilt
patterns, i.e. formulas, are given in [5]. Let us look at the
breadfruit leaf pattern, as shown in Figure 3. Breadfruit is a
staple food for Polynesians and grows in many local gardens.
It is present very much in local artwork. It is actually possible
and quite common to have quilts with a breadfruit leaf pattern,
and they are also coveted souvenirs.

As is apparent from Figure 3, the pattern starts as a half-leaf
and proceeds to one leaf and four leaves. Visually, it is
obvious that the pattern is repeated in a particular way to
obtain this effect. Thus we can formally introduce the concept
of repeating formulas.

Figure 3 - Visual formula
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We draw students’ attention to the fact that each of the above
images is a formula: half-leaf formula is used to construct
one-leaf formula, which is then used to construct four-leaf
formula. (Thus, we implicitly introduce the concept of
recursive formulas.)

Let us discuss the one-leaf formula, just to keep it simple. Our
conversation applies to the other two formulas. The formula
does not say what color to use, it just tells the relationship of
the different variables. In this case, variables are areas. One
area is the leaf, another area is the background. (Regarding the
one-leaf and four-leaf patterns, students sometimes ask: why
not delineate areas bordered with the stitching lines and assign
them different colors? We answer that indeed it is possible,
but we are not working with a more complex example yet. For
the sake of simplicity, let us work only with the traditional
pattern, which has only two areas: the leaf and the
background.)

We can call the breadfruit leaf as variable “leaf” and the
background as variable “background”. The attributes are: the
type of fabric, and the color.

This way of thinking is intentionally introducing the concepts
of variable attributes, which will become fields in a later
programming class. Our intent is to introduce the concepts as
early as possible and keep on repeating them.

2.5 Substituting one Formula into Another

A variable can be quite complex and consist of many
different expressions and variables. For example,
x=2
can be the result of calculating a more complex expression,
such as:
X =a* (y+2)- b¢ * (z+5)* / sin wt
where y, z, wandt are all variables and a,b and c are
constants.

For example:

sin(log(0.001*34.555)* ¥30000000*sqrt(44-34/34))* is really
sin( x ), where

x = log(0.001*34.555)% * 30000000*sqrt(44-34/34).
Furthermore,

X =a * b, where

a=10g(0.001*34.555)*

b = 30000000*sqrt(44-34/34)

Therefore, we can look at the same expression through the
eyes of different patterns. For example:

(x+7y)? can be looked at through the eyes of the pattern:
X2 =x* X “4)

in which case

xty)? =(x+y) *(x+y).

The above looks like the pattern of distributive law, i.e. it fits

the formula
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(atb)*(ctd) =ac + ad + bc + bd %)
Applying it to the above case, we get:
(x+y)’=x+y) *x+y)
= x*x + x*y + y*x + y*y
= X2+2xy +y

Alternatively, (x +y)* can be looked at through the eyes of
the pattern:

(atb)’ = a’+2*a*b+ b?, (6)
in which case
x+y) 2= x2+2*x*y + yz.

Both approaches are correct. The first approach is more
laborious, and second approach requires using a more
advanced formula. Which approach to use? We emphasize to
the students that all approaches lead to the same result, but
some approaches are faster than others. It is practical to know
which approach to take. We get that “feel” as to which
approach to take only by practice. Just like a good cook
knows how much salt to put in without measuring, we
eventually get a feel for which formula to apply.

Once the basic concepts are mastered, students are asked to
apply their knowledge to more complex expressions, such as:

Expand (x +y -z)? by splitting up the problem in several
different ways.

Simplify  cos’(2* o*t) +  2*sin(55*x)*cos(2* m*t) +
sin?(55%x).
2.5.1  Proper stacking of formulas

We tell students that formulas are like Lego pieces and
require stacking in a proper order. In other words, whatever
expression we use as a part of another expression has to
match.

For example, factorial function does not allow non-integer
input. We ask the students to try to expand expressions such
as (sinx?)! and ((sinx)?)!.

Therefore, we implicitly introduce the notion of data type, one
of the basic concepts used in programming.

2.5.2 Examples

Students can proceed to more advanced topics, such as
logic, only when they thoroughly understand substitution. In
our experience, students can apply substitution principles even
if they do not fully understand the formula they are applying it
to. For example, in a basic discrete math class students can
simplify the following formulas before they even know what
logical NOT (i.e. ) operator is. Below is an example of a
problem that students easily solve.

Example: The formula called “double negation” is valid for all
logical expressions p. The formulais:  rp=p
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Do not get concerned about what logical expression is or what

r is. It is the same concept as we saw before. For example,
just like saying: sin sin x. What is the implied order of
parenthesis?

Apply the above formula to simplify the following expression,
where p and q are some logical expressions and “and” is an
operator, for example like + or - would be in algebra:

rr

rrp andq)

rr(p andq orp)

pand r r(q)

2.6 Formulas with Multiple Possible Results

Formulas that have “forking” qualities, i.e. different results
based on certain conditions, are quite challenging to many
computer science students, even good students. It somehow
confuses them that the result is not the same every time we
use the formula, perhaps because they think of mathematics as
something rigid. However, we reassure them that they have
seen such formulas probably practically every day of their
lives. For example:

if it is rush hour,
otherwise,

I take the highway
I take Kapiolani Boulevard.

One such formula that tests substitution skills is the absolute
value formula.

2.6.1 Example: absolute value formula

Definition of absolute value is as follows:

|x| = x ifx>0
X ifx<0

(7.1)
(7.2)

This is the definition written in mathematics “on paper by
hand.” We read lines (7.1) and (7.2) as:

[x|=x, ifx>0

|x|=-x,ifx<0

Students find it rather challenging to accept that absolute
value can have two different results, based on the value of x.
We believe that the mathematical way of writing the formula
is a part of the confusion, because the formula is written
contrary how we speak in daily life.

Students find it easy to accept the formula written in the
programming style. Lines (7.1) and (7.2) written as code in an
imperative language, such as Python, will look similar to the
following:

if x>0 then|x|=x
if x <0 then | x | = -x



We tell students that this is not code yet, since we cannot type
in the above statements into computer. Code cannot use curly
brackets because code is just a plain text file. Also, |x | is not
possible as the name for the result. Therefore, in coding, we
make up a name for | x |, for example absx. That is why we
document computer programs, because we need to say that
absx means | X |.

Therefore, the code would look like outlined below:

if x20 then absx = x
if x <0 then absx

—-X

The third way to write the absolute value formula is used by
engineers, scientist, and logicians. This approach is routinely
used by computer engineers and logicians when working with
Boolean expressions. We can write the absolute value formula
as a table:

X | x|
>0 | x
<0 | -x

Figure 4 - Table-based approach to formulas

The table-based way is very helpful for troubleshooting,
especially if there are many absolute values requiring keeping
track of different variables.

2.6.2  Combining forking and complex expressions

When the basic absolute formula is mastered, students
are asked to test their substitution skills on more complex
examples. For example, students are asked to expand the
following expressions:

[x+y+z]
[x[+]y]
[x +y -z| + [x]
|x* +y -z|
2
|(x +y)* -z]
| x [
\x2|.

2.7 Hands-on approach to teach substitution

We have devised a rather simple but fun and very
practical way for teaching substitution. We use “games” that
are used in early childhood education (Figure 5). We have not
seen this approach anywhere else, but in our experience it
works very well for teaching mathematics to anyone. The goal
is to help students develop an eye for seeing patterns.

Students are asked to treat each place in the formula as a
placeholder and enter the appropriate expression into it. For
example, let’s use the circles. Every circle has to contain the
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same expression. Therefore, we can look at the absolute value

formula as shown below:
_ Q if Q <0
Figure 5 - Hands-on game-like approach to formulas

2.8 Conclusions

Approaches we tried worked on a very diverse group of
students, ranging from freshman of all majors to computer
science majors; diverse backgrounds based on gender, age,
and cultural background, as well as different academic
abilities and level of preparation. Student exams and quizzes
show definite improvement.
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Abstract - This paper describes the development of
bioinformatics foundational courses for incorporation into
undergraduate biology curricula. A sequence of three
courses was  developed with  multi-disciplinary
collaboration between the Departments of Biology and
Computer Science at Tuskegee University. The focus was
on teaching the effective use of bioinformatics tools, as
compared to development of bioinformatics tools. The first
two courses, Introduction to Bioscience Computing and
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computing and computer science foundation necessary for
the informed use of bioinformatics tools. The third is an
introductory course in bioinformatics. The courses were
designed such that they can be taken by students majoring
in biology or computer science. This work was supported
by a NSF HBCU-UP grant.
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1 Introduction

Bioinformatics is a multi-disciplinary field that
focuses on the discovery of biological knowledge using
computational techniques. The need for core bioinformatics
knowledge for biologists has often been emphasized [1] [2].
This paper discusses the efforts made by the Computer
Science and Biology departments in Tuskegee University,
Alabama, to develop introductory bioinformatics
foundational courses for the biology curriculum, with an
ultimate goal of introducing a computational genomics
track in the Department of Biology. The paper first
discusses the overall considerations for the contents of the
sequence. This is followed by presentation of rationale for
the selection of computing environment and contents for
each course. A few earlier studies exist focusing on this
issue  [3] [4] [5]. This paper focuses on the development
of undergraduate courses that equip undergraduates with the
tools they would use in the industry, while laying a solid
foundation for in-depth graduate studies. The paper also
focuses on the successful integration of these courses into
existing curricula that are constrained by credit hour
requirements.

2 Considerations for the contents of the
courses

It is possible to include in-depth treatment of computer
science, mathematics, statistics and biology topics in a
graduate-level bioinformatics curriculum. Consequently
the initial bioinformatics curricula were at the graduate
level. With the transition from the “Modern Synthesis”
phase to the “New Biology” phase in the last third of the
twentieth century, molecular biology has become
increasingly important [6]. The amount of sequence data
collected for various organisms is such that it is not possible
to study them and compare them manually. The amount of
such data is increasing exponentially. There is no recourse
but to use computational means to analyze the biological
data and solve biological problems. It has therefore become
evident that some core bioinformatics knowledge needs to
be imparted to undergraduate biology students. Present-day
undergraduate biology curricula have very limited
mathematical, statistical and computer science contents that
are foundational knowledge for bioinformatics. This has
called for a major shift in undergraduate biology curriculum
for the 21st century.

The goal of the effort reported in this paper was to
incorporate the essential bioinformatics related knowledge
into an undergraduate biology curriculum in Tuskegee
University, a small minority institution with fewer
resources as compared to most other universities.

The in-depth treatment of bioinformatics that is
possible in a graduate level bioinformatics curriculum is
neither possible nor relevant to an undergraduate biology
curriculum. This is because there is already shortage of
available credit hours, and many of the graduates may not
later follow a graduate bioinformatics curriculum. The
focus needs to be on the basic uses of bioinformatics tools,
rather than the development of these tools.

A survey of graduate level bioinformatics curricula
shows considerable variation in content. There are three
ends to this spectrum as shown in Figure 1. The central area
ABC represents bioinformatics relevant knowledge.
Curricula positioned towards the end-point C have high
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mathematics and statistics content [7]. Similarly, curricula
positioned towards the end-point B have high computer
science content [8], while those positioned towards the end-
point A have high biology content [9]. Such variations in
content take place mainly based on which department is
offering a curriculum. Courses developed for a
bioinformatics curriculum are influenced by the positioning
of the curriculum with reference to Figure 1. For an
undergraduate biology curriculum, it is more appropriate to
position it towards end-point A.

An undergraduate biology curriculum should provide
sufficient foundation in mathematics, statistics and
computer science knowledge, while keeping the primary
focus on biological applications.

Figure 1 Constituents of bioinformatics discipline

Bioinformatics curricula also vary depending on
whether the curriculum is targeted at bioinformatics tools
developers, or the users of the bioinformatics tools. Almost
all graduate level bioinformatics curricula have a high
programming and algorithmic content, and thus are targeted
at tool development in addition to developing proficiency in
the use of bioinformatics tools. On the other hand most
students graduating from a biology undergraduate program
are not likely to become bioinformatics tool developers but
are likely to be called upon to use bioinformatics tools
across many biology/medical related jobs. Careers such as
Clinical Geneticist, Medical Geneticist, Genetic Counselor,
Genetics Laboratory Research Assistant and Genetics
Laboratory Technician would require knowledge and use of
bioinformatics tools [10]. In the case of undergraduate
biology students, the bioinformatics courses should be
targeted at the use of bioinformatics tools rather than tool
development. Consequently in-depth treatment of
mathematics, statistics and computer science contents was
avoided. The courses contain enough computer science,
mathematics and statistics content that are sufficient for the
students to use the bioinformatics tools effectively. For
example, a mostly qualitative treatment is presented
pertaining to the development of substitution scoring
matrices, rather than a rigorous mathematical treatment.

3 Development of the course sequence

The inclusion of multi-disciplinary knowledge in
undergraduate biology curricula becomes difficult because
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of the competing need to include several new biology
topics. The number of bioinformatics foundational courses
needs to be kept to a minimum. A good understanding of
basic probability and statistics is essential to the
understanding and effective use of bioinformatics tools. An
inter-disciplinary course BIOL 0202 Mathematics,
Computers and Biosciences was developed with
collaboration between the Mathematics and Biology
department, to address this deficiency. A sequence of three
bioinformatics foundational courses was developed with
collaboration between Biology and Computer Science
departments, to be offered after BIOL 0202. This sequence
is designed to communicate enough bioinformatics
knowledge to undergraduate biology students to teach them
the effective use of bioinformatics tools and to be able to
perform rudimentary programming that can help them to
handle tasks peculiar to the problems they are solving and
not supported by standard bioinformatics tools. These
courses were also designed so they could be offered to
students who are majoring in computer science and are
interested in acquiring bioinformatics knowledge. The three
courses are given in Table 1. The first and third courses
have additional two hour computing lab components
associated with them.

Table 1. Sequence of courses

Course Number Title

BIOL/CSCI 0366 Introduction Biosciences
Computing

BIOL/CSCI 0367 Biological Algorithms & Data
Structures

BIOL/CSCI 0368 Introduction to Bioinformatics

4 Development of the Introduction to
Biosciences Computing course

4.1  Selection of computing environment

Although the focus on tool development in undergraduate
curricula should be minimal, there is nevertheless the need
for some programming skills.

As a consequence of the increase in the computing
needs in all fields over the past several decades, the
computing tools at the undergraduate level steadily got
upgraded steadily through slide rules, simple calculators,
scientific programming calculators and on to graphing
calculators. Now the computing needs have increased to a
level that a typical graphing calculator is proving to be
inadequate. As an example, simulation and modeling is
becoming increasingly common in almost all fields of
study, and cannot be supported by a graphing calculator.
Students now need to be familiar with more sophisticated
computing tools, especially those students who are studying
in the science/engineering fields. In fact, we even need
programming skills for effective use of common
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productivity tools such as spreadsheets and word
processors. The more powerful functions of common
productivity tools can be utilized only by writing macros.
Such productivity tools are used by those working in
technical as well as non-technical fields. The use of
computing tools and the need for programming skills is now
becoming increasingly important even in fields that are
traditionally considered to be non-technical.

Graduate level bioinformatics curricula include
programming courses in high-level languages such as Java,
Biopython and BioPerl. Programming skills in such
languages are essential for development of bioinformatics
tools. Since only a few of the undergraduate biology
students may continue into jobs or graduate programs that
require programming skills in such languages, the teaching
of programming skills in such languages is not advisable.

The next more powerful option compared to
Biopython, C++, etc. is a computing environment such as
MATLAB, Mathematica, R, etc. These environments are
based on a very high level programming language.
Programming in a very high level programming language
such as R is easier as compared to programming in
languages such as C++, and therefore allows more focus on
problem solving.

R is a powerful general purpose computing
environment, with a very high level programming language
support. It is open source and therefore remains freely
available to all students during and after leaving school. An
extensive range of bioinformatics modules exist for the R
environment and more are being developed in the open
source environment, and therefore a wide variety of
bioinformatics tasks can be undertaken in the R
environment. For biologists, R meets the requirement as a
general-purpose computing tool, a biosciences computing
tool, and especially as a general-purpose molecular
bioinformatics computing tool. Due to these relative
advantages as compared to proprietary languages such as
MATLAB, it was decided to use R package as the
computing environment for this course.

4.2 Selection of contents of the course

The contents of the course were determined on the
basis of:

a. The essential knowledge required for subsequent
courses in the sequence.

b. Statistical skills required beyond what was covered
in BIOL 0202

c. Developing the basic programming skills required
to deal with unique computing tasks that may arise
in the course of working with bioinformatics tools.
Tasks such as sorting data, merging data, deleting

selected portions from a data set, etc. require some
basic programming skills.

It is very common for bioinformatics work to be done
on Linux machines, and it was considered important to
expose the students to the Linux environment. To achieve
this, some basic Linux commands along with text editing
were included in the course. Concepts typically used in
bioinformatics work, including redirection, piping and shell
scripting were also included.

Undergraduate biology students not only need to
understand the computing relevant to molecular
bioinformatics, they also need to know computing relevant
to research activities typical for the biology discipline. This
includes presentation of data acquired from lab
experiments, by means of graphs. Many biology research
activities involve the application of the scientific method,
and students need to have a basic understanding of
statistical techniques for data analysis.

Markov chain theory is fundamental to many
bioinformatics techniques. While it is possible to use the
tools without a good understanding of this topic, an
informed and focused application of relevant bioinformatics
tools will be facilitated by understanding the basics of
Markov chain theory and its applications.

The following is a list of topics included in this
course:

a.  Introduction to Linux environment; basic Linux
commands, text editing, redirection; piping;
simple shell scripts

Introduction to R system; installation of R

Programming in R

Working with datasets in R

Basic data analysis and graphing

Probability theory

Univariate and multivariate probability distribution

Bayesian data analysis

Markov chain theory

Some algorithms based on Markov chains

o S@mhe a0 T

5 Development of Biological Algorithms
and Data Structures course

5.1  Selection of computing environment

It was decided to keep the computing environment the
same as for BIOL/CSCI 0366 to avoid expending time and
effort in yet another programming language that may not be
of much use to the students after the course had ended. It
was also decided to keep programming to a minimum, and
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teach algorithmic techniques using pseudo-code, keeping in
mind the goal of producing informed wusers of
bioinformatics tools, rather than developers of these tools.
Students are asked to program some algorithms in R to
demonstrate the feasibility of using R environment for
bioinformatics work.

5.2  Selection of contents of the course

The initial topics in the course follow that of a typical
algorithm and data structures course, starting with an
introduction to algorithm analysis and complexity. Rigorous
proofs are avoided, and focus is given to explaining the
behavior of the algorithms. Basic molecular biology topics
are covered, that are essential for a proper understanding of
biological algorithms. Those algorithms are emphasized
that are more relevant to bioinformatics:

Exhaustive search algorithms
Greedy algorithms

Dynamic programming algorithms
Divide-and-conquer algorithms

oo

These topics are covered with reference to typical
problems encountered in bioinformatics, especially
sequence alignment.

As an example of bioinformatics specific algorithms
and data structures, Biostrings defined in association with
the Bioconductor package are introduced.

6 Development of Introduction to
Bioinformatics course

6.1  Selection of computing environment

Alignment of a query sequence against large datasets
is required frequently. These datasets are increasing
exponentially in size, due to the rapid increase in the rate of
sequencing. Now, computing requirements for even an
introductory bioinformatics class require High Performance
Computing. Even powerful workstations are inadequate.

Several different bioinformatics tools are required
throughout the course. Keeping the datasets and the tools
updated is a difficult task. Additionally, these computing
resources will be available only on the campus, due to
restrictions on off-campus access to university computing
resources. The initial and recurring system administration
costs for the necessary resources, is significant. For a
department with no significant research in Bioinformatics,
the recurring cost of maintaining and administering a HPC
resource is difficult to justify for the purpose of supporting
an undergraduate Bioinformatics course in a small
institution.
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A much better option for an undergraduate course at a
small institution is to use web-based interfaces to
Bioinformatics tools hosted on HPC resources installed at
NCBI, EMBL and other organizations. These tools access
large datasets. The tools are of high-quality and definitely
adequate enough for an undergraduate curriculum. The
tools as well as the datasets are frequently updated. The use
of these web-based tools has the advantage of allowing
students free access to the tools and datasets from
anywhere, anytime. The resources remain available after
graduation, and therefore the students’ links to the subject
material remains largely intact.

Web-based tools do not allow for automation of tasks
and flexibility of processing possible with in-house HPC
resources. Such automation and flexibility is necessary at
the graduate level courses. However it is possible to
conduct an undergraduate level course using web-based
resources only. This is a necessary compromise to offset the
high costs of in-house HPC resources

6.2 Selection of contents of the course

As stated earlier, it is desired that these courses should
be designed such that they can be taken by computer
science students also. These students do not normally take
courses in biochemistry. It was decided to include some
biochemistry topics that are directly relevant to nucleotide
and amino acid sequences, so that the students develop a
reasonable understanding of the structrues that are masked
by a string of nucleotide alphabets. The central dogma of
Genetics is briefly covered. Covering these topics is found
to be beneficial to biology students as a refresher. Before
starting on next major topic, a brief introduction to
sequence alignment was done to give a feel of the most
important activity in the field of molecular bioinformatics.

The next major topic is familiarization with the major
NCBI and major European sequence databases, and
methods to access them. The main resource used for
teaching purposes is the NCBI databases, and the NCBI
Entrez search engine for accessing these databases. While a
large amount of sequence data are in the public domain,
most publically available tools for processing these data are
not user-friendly at this point in time, including those at
NCBI. Consequently teaching students to use these tools
effectively takes several lecture hours. It needs to be said
that frequent updating of the features supported by these
tools, while desirable, is also a factor that negatively
impacts sustainability of consistent user-friendly interfaces
for these tools. Hopefully these interfaces will improve in
the next few years.

A powerful feature of these tools is the extensive
cross-linking of related information and tools. A researcher
can reduce his research time by using this feature
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effectively. It is important to make the students aware of
this facility.

Another powerful feature in these search tools is the
search query building facility. With the sequence and
literature data increasing at a very high rate, the need to get
very high quality search results, by significantly reducing
false positives and false negatives is becoming crucial. The
search query building feature needs considerable
improvement as far as user-friendliness is concerned. The
students find it difficult to understand and master this
feature. Nevertheless, it is an important feature for
obtaining good quality search results. Teaching students
how to build effective search queries takes several lecture
and lab hours.

The next topic covered was the search for appropriate
scientific papers in PubMed. A good attempt has been made
to standardize the user-interface across several tools
available at NCBI, and in that sense the user-interface to
PubMed is similar to that for searching sequence databases.
However the lack of user-friendliness experienced with
sequence search tools is also experienced while searching
PubMed.

The lack of user-friendly interfaces may not be a
handicap for a frequent user of these tools, but it is
problematic when trying to teach a reasonable level of
search skills amongst undergraduate students in a short
period of time. Significant amount of classroom practice
sessions was included in the course to develop these skills,
in addition to the lab sessions. However sustainability of
search skills remained an issue.

Another problem is lack of good-quality guidelines for
using these tools. The documentation lags the frequent tool
upgrades, and cause confusion when consulted, especially
for students who need unambiguous guidelines to the latest
versions of the tools. Detailed lecture slides/notes are
required to bridge the gap and guide the students
effectively. Lecture slides/notes need to be updated on a
semester to semester basis, to keep up with changes in the
search tools.

The next major topics are pairwise sequence
alignment and the search of NCBI databases for sequences
similar to a query sequence, using pairwise sequence
alignment as the search technique. At the undergraduate
level there is a need to teach students how to do sequence
alignment, without in-depth statistical treatment. Statistical
treatments are viable in a graduate program. At present
most undergraduate biology students do not have a good
grounding in the relevant statistics that form the basis for
the alignment tools. The courses discussed earlier are meant
to provide the requisite statistical background, but for a
period of time there will be students in the class without the

necessary statistical background. Realistically speaking, it
will take several years for the notion to take root that
mathematics and statistics have become an integral part of
biological sciences. The sub-topics to be covered include
alignment algorithms, the development of scoring matrices
used in these algorithms and the adjustment of alignment
parameters of NCBI BLAST tools. The NCBI sequence
alignment tools do not allow the same level of flexibility for
choosing search options as available in the command line
versions, but it is more than adequate for an undergraduate
course.

The problems with documentation are similar to those
for the sequence search tools.

Multiple sequence alignment are also taught using
web-based tools available at NCBI and EBI. Simple
phylogenetic analysis is practiced using PHYLIP package
for genetic phylogenetic trees and NCBI taxonomy database
tools for species trees.

7 Conclusion

Inclusion of bioinformatics foundational knowledge in
an undergraduate biology curriculum with computational
genomics track is a challenging task. In the course sequence
discussed in this paper, important bioinformatics concepts
are taught, with the introduction of only the essential
mathematics, statistics and statistics material necessary to
provide clear concepts. The focus of the course sequence is
on the use of bioinformatics tools, rather than the
development of bioinformatics tools.

8 References

[1] G. Cooper, "Design and Implementation of an
Undergraduate Bioinformatics Curriculum in an Online
Environment.," 2007.

[2] M. Maloney, J. Parker, M. LeBlanc, C. T. Woodard,
M. Glackin and M. Hanrahan, "Bioinformatics and the
Undergraduate Curriculum,” CBE- Life Sciences
Education, vol. 9, pp. 172-174, 2010.

[3] D. T. Burhans, M. DelJongh, T. E. Doom and M.

LeBlanc, "Bioinformatics in the undergraduate
curriculum:  opportunities for computer science
educators,” in Proceedings of the 35th SIGCSE

technical symposium on Computer science education
(SIGCSE '04), New York, 2004.

[4] A. N. Kumar, R. K. Shumba, B. Ramamurthy and L.
D'Antonio, "Emerging areas in computer science
education,” in Proceedings of the 36th SIGSE technical

89



90

[5]
[6]

[7]

[8]

symposium on Computer science education (SIGSE
'05), St. Louis, Missouri USA, 2005.

J. Cohen, "Guidelines for Establishing Undergraduate
Bioinformatics Courses," vol. 12, no. 4, 2003.

M. R. Rose and T. H. Oakley, "The new biology:
beyond the Modern Synthesis,” Biology-Direct, vol. 2,
no. 30, 24 November 2007.

Dept of Mathematics & Statistics, Hunter College,
CUNY, "Mathematics and Statistics Programs,” 2012,
[Online].  Awvailable:  http://math.hunter.cuny.edu
/graduate.shtml. [Accessed 25 February 2012].

Department of Computer Science, New Jersey Institute
of Technology, "NJIT: Computer Science: MS in
Bioinformatics (MS  Biolnf)," 2012. [Online].
Available: http://cs.njit.edu/academics/graduate/ms-
bioinf/index.php. [Accessed 25 February 2012].

[9] Dept

Int'l Conf. Frontiers in Education: CS and CE| FECS'12 |

of Biological Sciences, Carnegie Mellon
Unversitiy, "Computational Biology & Bioinformatics-
Dept of Biological Sciences-Carnegie Mellon
University," 2012. [Online]. Available:
http://www.cmu.edu/bio/research/compbio.html.
[Accessed 25 February 2012].

[10] D. Collins, "Human Genetic Careers," 2011. [Online].

Available: http://www.kumc.edu/gec/prof/career.html.
[Accessed 06 Nov 2011].



Int'l Conf. Frontiers in Education: CS and CE | FECS'12 |

A Curriculum Coordination Project for Computer Science Transfer

Dr. Xiaohong (Sophie) Wang
Department of Mathematics and Computer Science
Salisbury University
1101 Camden Avenue
Salisbury, MD 21801 U.S.A.

Key words: Articulation, Transfer courses, Computer science courses

Abstract

The curriculum articulation between 2-year to 4-
year institutions plays an important role in
postsecondary education pipeline. An NSF funded
program at Salisbury University sponsored a year-
long curriculum coordination project in computer
science with two of its regional feeder community
colleges. Progress has been made in aligning the
existing curriculum of the three institutions with
national standards; increasing the number of
transferrable courses; and mending the current
course content to ensure the success of transfer
students. Issues in the current transfer process have
also been identified and both temporarily solutions
and more permanent remedies are proposed. The
effort by this curriculum coordination project is an
important first step in the meaningful communication
and collaboration among computer science faculty at
the three institutions and it marks the beginning of an
on-going effort to enable a seamless transfer process.

1. INTRODUCTION

According to the American Association for
Community  Colleges, nearly half of the
undergraduate students are enrolled in 2-year
colleges. The missions of community colleges are
multiple: transfer preparation, associate degree and
certificate programs, and continuing education. To
serve a diverse student population, community
colleges need to assist each student in determining
which program best serves his/her educational and
career goals. While associate degree and certificate
programs are career-oriented and provide the specific
knowledge, skills, and abilities for the workplace
directly, transfer-oriented programs provide the
academic foundation and pathway to a baccalaureate
degree at a 4-year college or university.

As the number of 2-year college to 4-year
college transfer students continues to grow, paying
attention to the 2-year to 4-year college transfer is of
extremely importance. However, according to Cuseo
(2007), there is a significant gap between the number
of students who enter 2-year colleges with the
intention of transferring to 4-year institutions and the
number who actually do transfer. For students who
do transfer, they are likely to encounter significant
post-transfer adjustment difficulties during their first
term of enrollment at 4-year institutions. Many man-
made barriers in policies and procedures interfere
with a seamless transfer from 2-year to 4-year
institutions. From the aspect of curricula, many
confusion and difficulty exist regarding the
transferability of courses from 2-year to 4-year
colleges. Sometimes, 4-year institutions may refuse
to accept transfer courses duo to curricular rigidity;
or accept those courses as elective credits instead of
credits toward general education or an academic
major. Curricular changes in 4-year institutions are
usually made without consideration of their
implications for potential transfer students.

Currently transfer programs rely on formal cross-
institutional articulation agreements. Two latest
computer science curricular standards by the ACM
and the IEEE Computer Society: “Computer Science
2008” for 4-year programs and “Computing
Curricula 2009: Guidelines for Associate-Degree
Programs in Computer Science”, establish transfer
equivalencies between 2-year and 4-year programs to
foster articulation in computing science education.
The standards emphasize “effective and efficient
articulation” among sending and receiving
institutions and assign the responsibility for
successful articulation to both students and faculty.
An efficient and effective articulation requires
accurate assessment of courses and curriculum
content as well as meaningful communication and
cooperation. When a 2-year college develops
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transition and articulation strategies for the
institutions to which its students most often transfer,
it should be flexible to modify course content to
facilitate transfer credit and articulation agreements.
The standards also recognize the importance of the
receiving institution’s faculty providing transitional
preparation for transfer students. The reports remind
faculty at receiving institutions to be sensitive to the
needs and issues of transfer students.

In the summer of 2010, Salisbury University
(hereafter SU) was awarded a 5-year NSF STEM
Talent Enhancement Program grant to develop
Bridges for Salisbury University’s Connections to
Careers for Every STEM Student (SUCCESS)
program. Students who initially enter college with the
intention of majoring in science, technology,
engineering, or mathematics (STEM) fields have
substantially lower completion rates in these
disciplines than do their peers who enter with
aspirations for a non-STEM major (Huang et al.
2000). The Bridges for SUCCESS program is
designed to increase the number of graduates in
selected STEM disciplines by 75% within five years
through expanded outreach, recruitment, enrichment,
and retention activities. Using this grant, SU is
working to create bridges for success by mentoring
students from high schools and community colleges
through baccalaureate degrees and then on to careers
in a STEM field.

One of the five activities designed to create these
bridges is to facilitate the seamless transition of
community college students to SU STEM majors
through academic and transition support. For
academic support, SU established three curriculum
coordination teams for computer science, physics,
and earth science. Each team composed of faculty
from SU and two of its regional “feeder” community
colleges, Chesapeake College (CC) and Wor-Wic
Community College (WWCC). The purpose of this
curriculum coordination is to develop processes for
evolving disciplinary standards, to improve student
learning at both 2- and 4-year institutions and to
improve the success of students transferring from the
two community colleges to SU. The curriculum
coordination teams selected the introductory courses
within each discipline and worked to better align the
curricula for those introductory and supporting
courses. They also reviewed the discipline standards
for each discipline and assessed the gap between their
existing curricula. Issues that hinder the seamless
transition process were identified and
recommendations to work on those issues were
proposed to their respective departments for
consideration.

This paper reports the curriculum coordination
activities for computer science (CS) program. The
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rest of the paper is organized as the following:
Section 2 reports the activities conducted during the
CS curriculum coordination. Section 3 discusses the
CS transfer issues between WWCC, CC and SU and
proposes recommendations to resolve those issues.
Section 4 gives a brief summary of this year-long
project.

2. CURRICULUM COORDINATION
ACTIVITIES

As one of the selected STEM disciplines in SU
Bridges for SUCCESS program, the CS curriculum
coordination team was constructed by two faculty
members from SU, CC and WWCC respectively. The
team met seven times between August 2010 and June
2011. Between those meetings, the team actively
communicated via emails. Several activities were
conducted to: i) better align the curricula for
introductory and supporting CS courses among SU,
WWCC and CC; ii) map those introductory courses
with the national standards; iii) enhance effective
transfer of CC and WWCC courses through
interaction and communication among faculty
members; and iv) propose recommendations for
issues in CS transfer process.

2.1 Alignment with National Standards

The CS team reviewed the latest national CS
curricular standards: “Computer Science 2008 for 4-
year programs”’ and “Computing Curricula 2009:
Guidelines for Associate-Degree Programs in
Computer Science”. The “Computing Curricula
2009 strongly recommends that the entire CS I, CS
IT and CS III core course sequence and a minimum of
two mathematics course: Discrete Structures and
Calculus I, should be completed at 2-year institutions.
The document also outlines the student learning
outcomes (SLOs) for CS I, CS II and CS III.

After reviewing the SLOs for those three
courses, the team created a mapping of the SLOs and
their equivalents at SU, WWCC, and CC. The
mapping results for CS I show that both SU and CC
have either met or surpassed all eight SLOs and
WWCC needs to meet or surpass four more SLOs.
Both SU and CC have either met or surpassed all
eight SLOs of CS I and WWCC needs to meet or
surpass two more SLOs. For CS III both SU and CC
have either met or surpassed seven out of the eight
SLOs except the topic on information security.
WWCC does not offer courses equivalent to CS III.

Two math courses, Discrete Structures and
Calculus I, are recommended by the two standard
reports for transfer CS programs. Both SU and CC
offer those two courses. WWCC offers Calculus I but
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does not offer discrete mathematics. Since this
curriculum coordination focuses on the CS courses
only, mapping between the national standards for
those two courses and SU, CC and WWCC was not
conducted. However issues for current transfer and
recommendations for better transfer of those two
courses were given later in the paper.

The “Computing Curricula 2009” report also
recommends the inclusion of additional intermediate
computing courses to be transferred. However,
whether each individual course will be transferred or
not is determined by each institution based upon the
resources of the 2-year institution and the size of the
CS transfer program. In summary, out of the thirteen
recommended courses, SU offers nine, CC offers
eight, and WWCC offers four. The detailed result of
this mapping is summarized in Table 1 in Appendix.

Both reports include many security topics in
computing programs. However, the security topics
are not presented in lower level CS curricula for all
three institutions involved.

2.2 Review Existing and Identify New Transfer
Courses

Another activity performed by the CS curriculum
coordination team is to review the current CS course
curricula of CC and WWCC to discover the content
discrepancy of the existing transfer courses and
identify new transfer courses.

WWCC'’s Transfer Program

Before the curriculum coordination project, there
were two existing transfer courses from WWCC to
SU: CS I and Calculus I. CS I has been accepted as a
transfer course for many years. However, beginning
fall 2010, SU added several advanced topics such as
classes, objects, constructors and copy constructors,
assignment operator overloading, destructors,
operator overloading, pointers, and dynamic memory
allocation to CS 1. Although the transfer agreement
for this course is not affected by those changes, to
help transfer students succeed in CS II at SU, the
inclusion of the above mentioned advanced topics to
WWCC’s CS I is highly recommended. Calculus I is
another course transferrable to SU. However, the
previous experience has shown that WWCC’s
transfer students have difficulty completing the
successor course, Calculus II, at SU. Since the review
and discussion on math courses is out of the scope of
this  curriculum  coordination  project, only
recommendation on this issue is given in the end of
the paper.

During the curriculum coordination project,
two additional computer science courses from

WWCC have been identified as transferrable to SU:
Programming Fundamentals and Microcomputer
Organization. WWCC faculty and SU faculty who
teach those two courses met and determined that
those two course content from WWCC satisfies the
corresponding course requirements for SU’s courses
respectively.

CC’s Transfer Program

There were six CS courses from CC transferrable to
SU before this project: Microcomputer Organization,
CS 1, Discrete Structure, Calculus I, Calculus II and
Statistics. These transfers have been in place for
many years. Since the CS faculty at CC and SU
maintain regular contact in the past, changes made to
SU’s courses have always been incorporated in CC’s
curriculum promptly.

One point worth noting is that, although
CC’s Statistics course has always transferrable, when
SU added a lab component to its Statistics course,
transfer students were required to take the 1-credit
lab course to meet SU’s full requirement for this
course. Recently, recognizing the problem caused for
transfer students, SU has eliminated the lab
requirement for transfer students.

An agreement was signed between CC and
SU to allow two additional CC courses to be
transferred to SU. During one of the curriculum team
meetings, CC faculty and SU faculty who teach
Programming Fundamentals and CS II met and
determined that those two course content from
WWCC  satisfies the corresponding course
requirements for SU’s courses respectively.

2.3 Course Transfer Agreement

ArtSys is the articulation system used by Maryland
colleges and universities for transfer courses. In the
past, ArtSys has recognized transfers of several
individual CS courses from CC and WWCC to SU.
However, there is always a delay in updating ArtSys
with the new transfer courses due to administrative
delay and rigidity. To be able work around those
man-made barriers, the CS curriculum coordination
team recommended the wuse of memo of
understanding signed by relevant parties to deal with
case-by-case transfer and newly identified transfers.
During the year-long curriculum coordination
activities, the team developed two memos of
understanding. The first letter of understanding is
between CC and SU. Since the CS program at CC has
been terminated effective May 2011, the memo
serves to facilitate the smooth transfer of two CC
students to SU’s CS program within the next year.
This memo was signed between CC and SU to give
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them the credits for several courses taken at CC.
Another memo of understanding was signed by
WWCC and SU. It lists all existing and newly
identified WWCC’s CS courses transferrable to SU.
This memo can be used to help incoming transfer CS
students from WWCC temporarily before ArtSys gets
updated with the new transfer courses.

2.4 Road Map for CS Transfer from WWCC or
CCto SU

Another deliverable produced by the CS curriculum
coordination team is a road map (see Figure 1) for CS
transfer students from WWCC or CC to SU. In this
road map, all courses transferred to SU have been
incorporated to the chart. By examining this chart,
any transfer CS students can see clearly where they
are in the CS program at SU. The road map will be
available on WWCC and CC campus so that they can
be available easily to interested students. Again, in
order to ensure a seamless transition, a student who is
enrolled in a CS transfer program is responsible for
meeting with his/her transfer advisor each semester
and check SU’s requirements periodically. However,
it is also expected that if SU’s CS program
requirements and/or its CS course content change, the
WWCC and CC will be notified in a timely manner.

3. ISSUES AND
RECOMMENDATIONS

During the curriculum coordination process, the team
has identified several existing issues that hinder the
success of transfer students from CC or WWCC to
SU. Those issues are summarized as followings:

1. Courses that transfer but do not fully prepare
students for subsequent courses at SU.
Experience has shown that many of WWCC’s
transfer students do not have sufficient amount
of knowledge or skills to do well in subsequence
courses at SU. There are many factors contribute
to this. One factor is that insufficient amount of
content is taught at WWCC. Another factor is
that the changes made to those transferrable
courses at SU also raise the expectation of
transfer students.

2. Courses in SU’s year 1 and year 2 curricula that
are not required by the sending institutions’ CS
programs. For example, WWCC does not offer
Discrete Mathematics, Calculus II, or CS II
because their CS program does not require those
courses. Thus WWCC’s CS transfer students
must take those courses at SU and hence will
encounter some delay in their graduation.
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Figure 1. Road map for CS transfer students
(Black — SU, Red - WWCC, Blue-CC)
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3. Different and/or new programming environments
and operating systems are used at the receiving
institution. For example, at SU, CS students are
required to use Linux for CS II and many upper-
level CS courses. However, some WWCC and
CC students may not have experience with a
UNI