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Abstract— This article considers the varying K-factor of

Rician channels and attempts to derive an upper bound on

the K-factor of an indoor Radio Frequency Identification Tag

channel based solely on the physical shape of the area in

which experiments are conducted. The K-factor is found to

be highly dependent upon the physical size and shape of the

area in which the channel exists. Ray-tracing is used in an

empty hallway to estimate the K-factor for distances ranging

from 1 to 10 feet. It is assumed that the channel is flat-fading

with additive white Gaussian noise. Experimental data from

radio frequency identification tags are collected to verify the

theoretical model.
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1. Introduction
Wireless communications have become an integral piece

of everyday living. They are used primarily for the conve-

nience of not having to be tethered to the entity with which

you are trying to communicate. However, this characteristic

creates challenges and sources of error not seen in the wired

communications. One of the most notable phenomena in

wireless channels is multipath fading, where the signal being

sent travels not only along the line-of-sight (LOS) path, but

also reflects off objects and travels to the destination. There

is much work being done trying to accurately model Rician

Channels as they are the most common model for fading.

Channels have been modeled in both static systems [1, 2, 3]

and mobile systems [4, 5]. With such systems, the multipath

fading affects the channel by degrading signal quality in a

random fashion. When this occurs, the conventional methods

of sending data are not optimal. However data transmission

can be optimized based on characteristics of the channel.

One of the parameters that is considered for optimization

of a channel is the K-factor, which is the ratio of energy

delivered along direct paths, ED, to the energy delivered

along scattered paths, ES [6, 7]. Some of these schemes

will be explained soon.

K � Ed
Es

(1)

Because of the potential for optimization, there have been

several research works estimating the K-factor of a channel

[8, 9, 10]. Most of these works estimating the K-factor have

been done by collecting empirical data and using that to find

K [8, 9]. This tactic works well if collecting data from the

channel is possible before we need to characterize it. Large

outdoor systems K-factors may be too difficult or complex

to estimate without data. However, the use of reverberation

chambers to emulate Rician channels with controllable K-

factors is a recent advancement in channel testing [10, 11,

12]. A model for predicting the K-factor given the variance

of the scattered paths is presented in [10].

There are many advantages that come from being able to

estimate the K-factor of a wireless channel. In a multiple-

input, multiple output (MIMO) orthogonal frequency divi-

sion multiplexing (OFDM) channel, the K-factor can be

exploited to maximize data throughput [13]. By considering

both the K-factor and the signal-to-noise ratio (SNR) of

the MIMO-OFDM channel, data throughput was increased

to 80 Mbps, twice the throughput of the scheme that only

considered SNR. Another method of exploiting the K-factor

for channel optimization is to use an adaptive transmission

scheme that changes modulation type based on the channels

current K-factor and SNR [14]. In such a system, data

transmission could be increased by 58% in an enhanced

general-purpose radio service (EGPRS) system.

In this paper, we attempt to establish an upper bound for
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the K-factor in a hallway using only the physical shape of

the hallway. Ray-tracing is used to determine the energy

delivered along the 10 most dominant paths. Several assump-

tions are made about the channel, including the assumption

that the walls are perfectly reflective non scattering surfaces,

meaning the angle of reflection is the same as the angle of

incidence and no energy is lost in the reflection of the wall.

This project was motivated as part of an indoor local-

ization system designed for tracking and navigation in a

close-quartered indoor environment. There have been many

advancements in Radio Frequency Identification tag (RFID)

technology that have tailored it for use in indoor applications

such as: navigation, inventory tracking, and structural or

environmental monitoring. However, due to reflection issues

and attenuation problems, accurate determination of a RFID

tag position indoors can be a challenging procedure. One

tactic that can help is to characterize the channel by combin-

ing experimentally obtained data with a theoretical model.

For this project, the number of successful RFID reads in

a given period of time is used to approximate the SNR of

the channel and the data is then matched to a Rayleigh and

Rician fading models.

This article is structured as follows. First, a system model

is described and the derivation of the bit error rate (BER)

of a Rayleigh channel and Rician channel in additive white

Gaussian noise (AWGN) is derived. Then, the determination

of the probability of a successful RFID tag interrogation is

explained and plotted. Finally, the experimental data and the

theoretical models are fitted together and compared followed

by a conclusion in Section 5.

2. System Models
In this section, a theoretical model for channel SNR is

created in the following fashion. A generic system model is

defined first. A Rayleigh variable is substituted and evaluated

as detailed in [15]. Finally, a Rician model is used and its

parameter is estimated.

2.1 Generic System Model
The simplest model to consider is the free space model.

Coincidentally, this model applies to channels in an open-

source environment where there are no surfaces to reflect

signals. In this model, the energy received by the tag, ER,

decreases exponentially with distance D.

ER � ET
4πD2

(2)

where ET is the transmitted energy.

This works as one channel model, but one can also build

other channel models by more properly defining the system

in the form of:

y � hx� n (3)

where n is a vector of AWGN, x is a vector of the

amplitude received through free-space loss, h is the channel

charcteristic and y is the output vector of the channel. In

terms of power, the SNR, λ can be thus represented as

λ � ET |h|2
N0

(4)

where h can be represented by a random variable which

can support various distributions. In the next two sections,

Rayleigh and Rician fading models are presented in the

context of the proposed modeling approach. This is accom-

plished by substituting a Rayleigh distributed and Rician

distributed variable into h.

2.2 Rayleigh Fading Model
Rayleigh channels are typically a fair representation when

there is no LOS component, while there is an abundance

of indirect reflected paths. When a Rayleigh variable is

substituted into h, the probability of bit error, when the phase

can be coherently detected, is [15]

PB �
1�

b
ER

ER�N0

2
�

1�
b

λ
λ�1

2
(5)

2.3 Rician Fading Model
A simple closed-form solution of BER in a Rician channel

has yet to be found. However if the system, as described by

(3) is experiencing Rician fading, H�Ricepp|v, σq, which

has a probability density function of

PHppq � p

σ2
e�

p2�v2

2σ2 I0pvp
σ2
q (6)

where v is the distance between the reference point and the

center of the distribution, σ is a scaling factor and I0 is a

modified Bessel function of the first kind and zero-order.

I0pηq � 1

π

» π
0

eηcospθqdθ (7)
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With this representation of the distribution, the K-factor is

given by

K � v2

2σ2

Kpin dBq � 10log10
v2

2σ2
dB (8)

By setting the scaling factor σ to 1, the variable v can be

described in terms of the K-factor by

v �
?
2K (9)

Energy in the system will then be a random variable

of type Rice2pp|?2K, 1q which is of non-central χ2 dis-

tribution with two degrees of freedom and non-centrality

parameter 2K. The energy in the system can then be

represented as:

Y � γX �N (10)

where γ is the non-central χ2 variable representing the

channels fading effect on the input energy X and N is the

energy added by the Gaussian noise. The distribution of Y

can then be represented as the convolution of both γX and

N . A MATLAB script is then used to approximate the BER

of the channel using

PB �
» 0

�8

γppqX 
Nppqdp (11)

where 
 denotes convolution. To enhance accuracy of (11),

we need to find an upper limit for the Rician K-factor.

3. Estimating the Rician K-factor
In this section, we attempt to derive an upper-bound

such that curves representing Rayleigh and Rician Channels

completely sandwich the experimental data. The reason for

this being that a Rayleigh Channel is a special case of Rician

Channel, where the K-factor is 0. Thus providing a natural

lower-bound. In determining the K-factor of the channel, we

assume the signals are bouncing off a non-scattering surface,

where the signal reflects off an object at the same angle as its

angle of incidence. Also, we assume that no energy is lost

during reflection. These assumptions can be relaxed later

to enhance the approximation accuracy, but it is out of the

scope of this work.

3.1 Experimental Setup

Tests are performed in an empty hallway which has a

width of 6 feet (1.83 m). The tag is placed at the end of the

hallway at the same height as the reader. The reader is placed

1 foot away from the tag and attempts to read the tag 100

times. The number of successful reads is noted. The reader

is then moved back a foot and the process is reapeated.

This is done for distances 1-10 feet. This entire sequence

was then repeated several times to confirm consistency

between the sets. The walls in this hallway were bare for

this experiment. This was done to eliminate any extraneous

sources of reflection. Special care was taken to ensure that

no other devices that operate in the 915 MHz spectrum were

present. This stipulation aids in supporting our assumption

that the noise appears to be white and gaussian.

The hardware used in this project is: one ALN-9534

ultra-high frequency (UHF) RFID tag. This particular tag

model was chosen for its consistent readability regardless

of orientation and azimuthal angle relative to the reader.

The interrogator was chosen to be a Motorola MC9090 as it

met the requirements for the indoor tracking system under

consideration in this project. This reader is capable of 1 Watt

power transmission during its interrogation pulse eight times

a second, making it capable of reading a group of tags eight

times every second.

3.2 K-factor Derivation

Figure 1 displays a situation in which the tag is placed

a distance d away from the reader and interrogated. The

signals dominant path is the LOS path on which the signal

travels directly to the tag and back again without reflecting

off any walls or objects. The second most dominant path is

the path in which the signal reflects off of one wall halfway

between the reader and tag. This path is mirrored in our

situation because of the fact that we are in a hallway and

the signal can reflect off either the wall on the right or the

wall on the left. This pattern continues as the signal reflects

more frequently, the energy delivered to the reader along

that path decreases. The amount of energy delivered to the

reader along each path decides whether a path is assigned

as a dominant path or a scattered path. A diagram depicting
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paths with 0, 1 and 2 reflections may be seen in Figure 1.

Fig. 1: Diagram of reflecting paths in a typical hallway.

The energy is computed for all paths with less than 10

reflections. Paths are assigned to be dominant paths if the

power delivered by them is greater than or equal to 80% of

the energy delivered by the LOS path. Paths delivering less

power are assigned to be scattered paths and the quotient of

these two sums is the K-factor of the channel. This value is

a theoretical upper bound for the Rician K-factor as it does

not include all the spurious signals that result from typical

reflective surfaces. A plot of the derived values for the K-

factor as distance increases can be seen in Figure 2.

Fig. 2: Ratio of energy in dominant paths to scattered paths.

Computing the energy along a path with m reflections is

performed using (2) where D is represented as (12).

D �
a
d2 � 1.832m (12)

4. Probability of Packet Success As a
Function of SNR

The probability of packet success from the SNR is easily

determined using probability theory. The tags used transmit

96 bits of Binary-phase shift keying (BPSK) modulated

signals. It is assumed that since there is no error-correcting

codes that all 96 bits must be received correctly in order to

read the tag. The probability of receiving one bit correctly,

Pb can be computed using the Q-function as follows.

Pb � Qp
?
λq (13)

The probability of packet success (P ) is just the probability

of receiving all 96 bits correctly.

P � Pb
96 (14)

The experimental data obtained in this was then compared

to the theoretical models derived in Section 2.

5. Concluding Remarks

Comparing the experimental data with the proposed the-

oretical models for Rayleigh and Rician Fading (Figure 3),

verifies the appropriateness of the bounds and models for

indoor scenarios.

The Rayleigh Channel provided a lower bound for the

channel’s probability of packet success whereas the Rician

model provided an upper bound for the same performance

metric. One can see by comparing Figures 2 and 3 that

as the K-factor decreases, the Rician model approaches the

Rayleigh model. This model can be used to establish an up-

per bound for the Rician K-factor of an environment. Using

this bound as an approximation, one can more accurately

estimate the K-factor of the channel. This allows the user

of the channel to exploit the K-factor for maximum data

transmission possible.

The results of this article demonstrates the potential for

accurate channel estimation based solely on the physical

parameters of the space used for transmission. This is a new

result compared to the prior research on K-factor estimation

in that it does not rely on collecting data from the channel.

This can be very useful in cases where the channel cannot be

tested prior to it being used. Tightening of the upper bound

is a subject of future work as well as is the inclusion of

scattered light from signal reflections.
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Fig. 3: Experimental data with upper and lower bound
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Abstract — In this paper, we investigate the performance of the vector based forwarding protocol in shallow and deep
water in terms of propagation delay and signal to noise ratio. We determine whether water is shallow or deep by
varying the underwater propagation speed at different depth. We evaluate vector based forwarding in shallow and deep
water through simulation using Aqua-Sim on ns-2. We have observed that vector based forwarding performs better in
deep water than in shallow water.

Keywords: Underwater Acoustic Sensor Network, Vector Based Forwarding, Propagation Speed,
Propagation Delay.

1.0 Introduction

Wireless Sensor Network (WSN) in aqueous medium also known as Underwater Acoustic Sensor Network (UASN) is
distinctive due to its surrounding environment. This area of study is attracting the interest of many researchers and
has enabled a broad range of applications including information collection, assisted monitoring, mine reconnaissance,
equipment monitoring, disaster prevention, under ocean exploration and environmental monitoring [6].

WSN in aqueous medium has the ability to explore the underwater environment in details [6]. To ensure maximum
efficiency, a good communication system as well as an effective routing protocol is needed. This will enable the
underwater devices to communicate precisely. Underwater propagation speed varies with temperature, salinity and
depth. By varying the underwater propagation speed at different depths, two scenarios may be examined accurately
namely: shallow and deep water. In both shallow and deep water, different ambient noise levels and different
spreading factors may be applied and analyzed to determine the efficiency of specific routing protocols.

This paper is organized as follows. In Section 2, we present a general 3D Architecture and a 3D architecture
with Autonomous Underwater Vehicles (AUV). Vector based forwarding (VBF), which is an efficient and robust
underwater routing protocol is described in Section 3 and in the same section we introduce our concept. Finally in
Sections 4 to 6 we describe the implementation and results of the simulation performed followed by a conclusion in
section 7.

2.0 Three-Dimensional Architecture

We consider a general 3D model and a 3D model with AUV [1]. In the general 3D model, the sensor nodes are
anchored at different depths and are equipped with a floating buoy, which can be inflated by a pump. The sensors
can be regulated by adjusting the length of the wire that connects the sensor to the anchor. In the other 3D model,
which we have considered, some nodes act as AUV, which consist of underwater sensors.

3.0 Vector Based Forwarding

The VBF as proposed by Xie et al. [8] is considered as the base routing protocol for robust, scalable, and energy
efficient routing in underwater acoustic network [5, 7].
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Figure 1: Vector based forwarding model.

In Figure 1, we illustrate the vector based forwarding protocol model. The sensor nodes are distributed in 3D.
The nodes are equipped with devices that enable them to measure the distance and signal’s angle of arrival.

Node S0 is considered as the source and node S1 is the sink. When S0 wants to send data packets to sink S1, it
first establishes a routing vector (

−−−→
S0S1) as shown in the figure. W is the threshold distance from the routing vector,

which makes a cylinder pipe with central axis S1S0 and radius W . Node S0 broadcasts the packet with S1 as target.
Upon receiving the packet, the nodes calculate their corresponding distance from the routing vector. If the node is
within the range W from the routing vector, then the packet is forwarded to the next node, otherwise the packet is
discarded.

In VBF, participating nodes are mainly those which are within the routing pipe depicted in Figure 1. However
when the sensor nodes are densely deployed, VBF may involve too many nodes in data forwarding thus increasing
energy consumption.

Effective node selection in VBF may be achieved by considering the self adaptation algorithm proposed by Xie
in [7]. The most desirable nodes are selected as forwarders based on the value of Tadaptation given by

Tadaptation =
√

α× Tdelay +
R− d

v0
(1)

where α is the desirableness factor, R is the transmission range, d is the distance between the selected forwarder
node and the next forwarder node, and v0 is the propagation speed of acoustic signals in water. The purpose of the
delay in (1) is to distinguish the importance of the nodes in the transmission range of a forwarder. In VBF, Tdelay

is set large enough.
VBF has been proposed as an efficient routing protocol for aqueous medium [8] and it has been used for protocols

efficiency comparison [5, 7]. To the best of our knowledge, no study has been done to investigate the performance of
VBF in shallow and deep waters. Also, as far as we are aware, VBF has been considered with an average speed of
1500 ms−1.

In this paper we consider varying propagation speed based on the assumption that it will provide better accuracy [2].
The VBF routing protocol is considered with varying propagation speed in order to judge its performance in shallow
and deep water. We consider the work of Coppens [3], where the ocean speed c is considered with varying pressure
(depth), salinity and temperature according to the following equation:

c = 1449.05 + 45.7t− 5.21t2 + 0.23t3 + (1.333− 0.126t + 0.009t2)(s− 35)

+ (16.23 + 0.253t)z + (0.213− 0.1t)z2 + (0.016 + 0.0002(s− 35))(s− 35)tz, (2)

where z is the depth in meters, s is the salinity in parts per thousand and t = T/10◦C. We note that (2) is valid for
0◦C ≤ T ≤ 35◦C, 0 ≤ S ≤ 45 parts per thousand, and 0 ≤ z ≤ 4000 m where T is given by

T =





2.0, z > 4500;
2.0 + 0.00057142(4500− z), 1000 < z < 4500;
4.0 + 0.016(1000− z), z > 750;
8.0 + 0.028(750− z), z > 250;
22.0, otherwise.

For further details about VBF, please refer to [7, 8].
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4.0 Simulation

The simulations were built using the underwater package Aqua-Sim of ns-2. While supporting 3D deployment, Aqua-
Sim allows effective simulation of acoustic signal attenuation and packet collisions in underwater sensor networks.
Basic information about the ocean environment and the underwater channel are provided through an Otcl script.
Modules uw-common, uw-mac and uw-routing, found in Aqua-Sim are modified to support the simulation.

The simulations described in this paper make use of the 3D network architecture with randomly deployed sensor
nodes. The VBF routing protocol is used with one data source and one sink. The LinkQuest UWM 2000 [9] is taken
as a reference for the sensor nodes with the parameters given in Table 1:

Bit Rate 10 kbps
Energy consumption for sending mode 2 W
Energy consumption for receiving mode 0.8 mW
Energy consumption for idle mode 0.2 mW

Table 1: Parameters for LinkQuest UWM 2000

The size of the data packet and large control packet for VBF is set to 50 Bytes. The size of the small control
packet for VBF is set to 50 Bytes. The pipe radius in VBF is set to 20 m.
Performance Metrics
We now describe the performance metrics [4], which have been used evaluate the performance of VBF. Propagation
delay is taken to be the total time delay in second to send a number of packets from the source to the destination
through VBF routing protocol. Signal to Noise Ratio (SNR) is taken as the ratio of the total power transmitted and
the total noise in the network to send a number of packets from the source to the destination through VBF.

5.0 Implementation

For our simulation, shallow water consists of depth less than 200 m and cylinder spreading. Deep water consists of
depth greater or equal to 200 m and spherical spreading.

Shallow Water

For the case of shallow water, we consider a cube of length 100 m. Using Coppens equation with a temperature
of 22◦C, a salinity of 36.5 parts per thousand and a depth of 10-100 m, a range of 1526.99 to 1528.33 is obtained for
the underwater propagation speed.

Now, we consider a source node, transmitting 50 packets to a AUV sink. Both the source and the sink are placed
at the same level as shown in Figure 2 and they are tested by varying the depth by changing the locations of the
source and the sink simultaneously. We increased the depth from 10 m to 100 m, thus causing transmission at
different propagation speeds.

Figure 2: Source and sink are placed at the same level.

Next, we consider the case where the source is placed at the bottom and the sink is considered as a boat floating
at the sea surface as shown in Figure 3.
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Figure 3: Source is placed at the bottom and the sink is at the top.

The depth considered is less than 100 m. The source node transmits 50 packets at a varying frequency of 500 Hz
to 25000 Hz. SNR is calculated with varying frequency in both shallow and deep water. Within the frequency range
500 Hz − 25000 Hz, shipping noise, caused by water vehicle, is not considered because only a frequency level of
below 500 Hz affects the shipping noise. Within the range 500 Hz − 25000 Hz only wind speed is considered as it
affects the ambient noise. The wind speed is set to 2ms−1. We note that in shallow water the spreading attenuation
is cylindrical.

Deep Water

For deep water, we consider the cuboid of dimension 500 × 500 × 1000 m3. Using the Coppens equation with
varying temperature in the range 22.0◦C − 7.2◦C), salinity in the range 36.5− 34.8 parts per thousand and depth in
the range 200−1000 m, a range of 1531.84 ms−1 to 1482.75 ms−1 is obtained for the underwater propagation speed.

Again, we consider the case where the source and the sink are at the same level. We set the transmission range
to 100 m. The source is set at (10, 10, z) and the sink at (450, 450, z), where z is varied according to depth, thus
making the value of the propagation speed to vary.

Next, we consider a source sensor node and a AUV. Both of them are placed in deep sea as shown in Figure 4. In
the case of deep water the propagation speed is considered as 1507.83 ms−1. The frequency varies from 500 Hz to
25000 Hz.

Figure 4: Source and sink are placed deep in the sea.

6.0 Results

In this section, we present the results which we have obtained from the simulations carried out. It follows from
Coppens equation that in shallow water when the depth increases from 10 m to 100 m, the propagation speed also
increases. Thus, keeping the same routing path and the same distance travel by the 50 packets from the source to
the destination, the propagation delay decreases with increase in depth in shallow water as shown in Figure 5.
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Figure 5: Propagation delay in shallow water.

Again from Coppens equation, it is clear that underwater propagation speed decreases with the increase of depth
from 200 m to 1000 m. Hence in deep water environment, Figure 6 shows that the propagation delay increases when
the depth is increased.
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Figure 6: Propagation delay in deep water.

Attenuation is the decrease of the signal strength. It depends on the distance and the spreading factor. Figure 7
shows the attenuation loss using VBF routing in deep and shallow water. The routing path distance and the
spreading factor have been used to obtain the attenuation. The figure also shows that with an increase in frequency,
the attenuation increases in both shallow and deep water. But the attenuation loss in deep water is much higher
than in shallow water by about 27 dB.

0 5 10 15 20 25
17.8

17.85

17.9

17.95

18

18.05

18.1

18.15

18.2

18.25

Frequency (kHz)

dB
 R

e 
µ 

pa

Shallow water

 

 

0 5 10 15 20 25
35.65

35.7

35.75

35.8

35.85

35.9

35.95

36

36.05

Frequency (kHz)

dB
 R

e 
µ 

pa

Deep water

Figure 7: Attenuation in shallow and deep water.
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Ambient noise also known as background noise is the loss due to its environment. In Figure 8, we show the ambient
noise level in deep and shallow water.
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Figure 8: Ambient noise in shallow and deep water.

Total attenuation is the combined loss of the ambient noise and the attenuation due to path loss. Despite the
increase of the path loss with the increase of frequency, the total attenuation of the signal decreases with the increase
of frequency in both shallow and deep water as shown in Figure 9. However total attenuation in deep water is much
higher than in shallow water when shipping noise is ignore and wind speed is 2 ms−1.
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Figure 9: Total attenuation in shallow and deep water.

From Figure 10, we observe that SNR in shallow water is much higher than in deep water. This is due to the
higher attenuation loss in deep water than in shallow water. With an increase in frequency, the SNR also increases
in both shallow and deep water.
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Figure 10: Signal to noise ratio is shallow and deep water.

7.0 Conclusion

Based on our results, we conclude that although ambient noise in shallow water is higher than in deep water, the
vector based forwarding routing protocol performs better in shallow water than in deep water. This is due to the
attenuation of the signal which is much higher in deep water than in shallow water. Also pressure is higher in deep
water than shallow water and this causes a rapid decrease in signal strength in deep water as compared to shallow
water.
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Abstract- WCDMA has emerged as the most widely 
adopted air interface technology for Third Generation 
Systems as defined by the 3GPP. Evolved from CDMA and 
providing high spectrum efficiency, the percentage of lost 
call per cell represents the percentage of established calls 
that were lost as a result of either pilot pollution or any 
other reason, most importantly interference. This paper 
evaluates the Bit Error Rate (BER)   of MIMO uplink 
WCDMA system in multiple interference with Maximum 
Mobile Transmitted Power and Equivalent Isotropic 
Radiated Power (EIRP) of 21dBm and 18dBm respectively. 
The paper further presents simulation results to support the 
theoretical analysis on reverse link capacity analysis in 
terms of cell load factor.   

Keywords: WCDMA, MIMO, Interference, Uplink load 
Factor 

1   Introduction 

        The Code Division Multiple Access (CDMA) system is 
an interference limited system in which link performance 
depends on the ability of the receiver to detect a signal in 
the presence of interference. Therefore, the key issue in a 
CDMA network design is to minimize multiple access 
interference that can be achieved by critical power control. 
Interference on the voice channels causes cross talk where 
the subscriber hears interference in the background due to 
an undesired transmission on control channels, leading to 
missed and blocked calls due to errors in the digital 
signaling. Interference is more severe in the urban areas, due 
to the greater RF noise floor and the large number of base 
stations and mobiles [1] and therefore, has been recognized 
as a major bottleneck in increasing capacity responsible for 
dropped calls [2]. Sources of interference include another 
mobile in the same cell, a call in progress in a neighboring 

cell, other base stations operating in the same frequency 
band, or any cellular system which inadvertently leaks 
energy into the cellular frequency band. In [3], Heiska et al 
analyzed capacity reduction of WCDMA downlink in the 
presence of interference from adjacent narrow-band system 
by taking into account different downlink interference 
mechanisms such as wide-band noise from the transmitter as 
well as adjacent channel interference, intermodulation, and 
cross-modulation originating in the mobile receiver, and 
concluded that capacity per cell is sensitive to the cell size, 
and therefore, very careful network planning is needed in 
order to operate the WCDMA networks efficiently. The 
Interference Performances, when WCDMA and HSDPA 
coexist as analyzed by Pei Li [4], provided simulation 
results indicating that the system performance in the hybrid 
cells is better than the pure macro cell for WCDMA and 
HSDPA. After investigation of WCDMA inter-operator 
adjacent channel interference , Joyce et al [5], proposed a 
number of measures which both operators and vendors 
should take to avoid deadzones in an operational WCDMA 
network. 

      Extensive studies have been done by Gao Peng et al [6] 
where they analyzed the interference between WCDMA and 
WIMAX systems to evaluate the impact of inter-system 
interference produced by coexistence of systems in the same 
geographical area in adjacent frequency and concluded that 
WCDMA and WiMax systems could coexist, and gave the 
proposals of interference mitigation method in the case of 
coexistence of two systems. Results on the other-cell to 
own-cell interference values and traffic capacity for 
dedicated indoor WCDMA systems were presented in [7]. 
Also, Kiiskila et al [8] discussed   receiver complexity and  
presented optimal and suboptimal spatial maximum, a 
posteriori receivers in a concatenation of Linear Minimum 
Mean Square Error (LMMSE) equalizer structure for 
Multiple-Input-Multiple-Output (MIMO) Wideband Code 
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Division Multiple Access (WCDMA) systems, and further, 
proposed that in frequency selective fading channels where 
LMMSE part mitigates the Multiple Access Interference 
(MAI) and Inter-Antenna Interference (IAI) is by the spatial 
MAP or its approximation. Potential GPRS 900/180-MHz 
and WCDMA 1900-MHz Interference to Medical Devices 
were also investigated by Iskra et al and compared the 
potential for interference to medical devices from Radio 
Frequency (RF) fields radiated by GSM 900/1800-MHz, 
General Packet Radio Service (GPRS) 900/1800-MHz, and 
Wideband Code Division Multiple Access (WCDMA) 
1900-MHz handsets. Performance analysis of MQAM for 
MIMO WCDMA systems in fading channels has been 
extensively studied [10] with authors developing  an 
analytical framework that could handle an arbitrary number 
of transmit and receive antennas in both open-loop and 
closed-loop systems with numerical results showing that the 
system could achieve significant performance improvement 
by using the combined transmit and receive antenna 
diversity.  

     The above analyses and importance notwithstanding, 
WCDMA needs further investigation especially in the 
context of its performance in coexistence with other 
systems. In this context the uplink WCDMA was analyzed 
in Raleigh fading channel in the present study. Specifically 
we present an accurate BER analysis of a MIMO uplink 
WCDMA system in multiple interference employing 
Maximum Mobile Transmitted Power and Equivalent 
Isotropic radiated power (EIRP) of 21dBm and 18dBm 
respectively with emphasis on the interference from 
adjacent cells. This paper further presents simulation results 
to support the theoretical analysis on reverse link capacity 
analysis in terms of cell loading factor. 

Organization: In section two, the uplink load factors and 
efficiency of multiuser receiver of CDMA system are 
analyzed. Section three focuses on the MIMO system. 
Intercell interference and the reverse link capacity in single-
cell and multi systems are analyzed in section four. In 
section five, numerical and simulation results are shown and 
discussed, while section six concludes this paper.   

2    CDMA Uplink Load Factors 

2.1    Uplink Load Factors 

     The  for the  user is expressed as  

 

Where  is the chip rate,  is the received signal power 
from  user, the channel activity factor of  user is 
represented by . is the bit rate of the  and  as 

total received power including thermal noise power at the 
base station. Let  where is the load factor 
of the  connection [1], then  

 

The total received interference [1], without the thermal 
noise , can be expressed as the sum of the total received 
powers from all user in the same 
cell = . If noise 
rise of the entire system is expressed 
as =  = , 

where  is the uplink load factor and is expressed as 

. When  approaches 1, the 

corresponding noise-rise approaches infinity and the 
system reaches its pole capacity. If  is the interference 
factor due to other cells, in terms of interferences from other 
cell, the interference factor can be expressed as 

 

Then uplink load factor can then be written as 

 
 

 

The load equation at (4) predicts the amount of noise-rise 
over thermal-noise due to interference, and also could be 
used to make semi analytical predictions of the average 
capacity of CDMA cell and finally could also be employed 
in predicting cell capacity and planning noise-rise for 
dimension purposes [1]. The noise-rise is equal 
to . The interference margin in the link 
budget must be equal to the maximum planned noise-rise  

 

2.2    Multiuser Receiver Efficiency 

        The interference caused by the presence of other users 
in the cell is called Multiple Access Interference [MAI]. 
Conventional signal detectors detect only single user’s 
signal. When there are multiple users in the same 
environment, the conventional detectors treat other users’ 
signals as noise or interference. MAI affects system capacity 
and system performance. When there are more users, the 
MAI is high [1]. The system performance is also affected by 
the near-far problem. Mitigation of the MAI is possible by, 
good cross-correlation code waveform design, open-loop 
power control for mobiles and closed-loop power control for 
the base station, forward error correction code and 
sectorized or adaptive antennas that focus reception over a 

(1) 

 (2) 

(4) 

(3) 
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narrow desired angle range. The use of multiuser detection 
techniques has also been suggested in the WCDMA UMTS 
system. Multiuser detection (MUD) and interference 
cancellation (IC) technique improve the system performance 
by canceling the intercell interference. MUD also known as 
co channel interference suppression or multiuser 
demodulation exploits the considerable structure of the 
multiuser interference in order to increase the efficiency 
with which channel resources are employed [11]. 

    Since MUD efficiency varies in different radio 
environment, the capacity improvement attainable by MUD 
is not fixed. The impact of MUD on coverage introduces a 
new variable to the network planning process, since MUD 
efficiency needs to be taken into account in the coverage 
design. The efficiency of MUD is estimated from the load 
that can be supported with a specified value with a 
multiuser received. In the analysis, the number of users with 
a RAKE receiver is represented by  and those with a 
MUD receiver by . The efficiency of MUD receiver 
also denoted by  at a give  is [12] 

)  The capacity of the network MUD 
receiver in base transceiver station (BTS) in terms received 
signal power , power control efficiency  is expressed 

as 

 

Where  is thermal noise,  is the intracell 
interference from own cell mobiles,  is the 
interference from the mobiles not connected to this 
particular base station, and  is the processing again. But    

 and hence 
. Therefore, substituting it 

into Equation (5) and neglecting the effect of thermal noise. 
Equation (5) becomes 

 

Where M is the number of users associated with the BTS. 
Further solving equation (6) for M, will result in 

 

In an unloaded network, the uplink limits the achievable 
range and coverage, as the maximum transmission power of 
the mobile station is lower compared with the maximum 
transmission power of the base station in the downlink. In a 
loaded network, the downlink may limit the range if there is 
more load and thus more interference in the downlink than 
the uplink. The received signal-to-interference ratio at the 
base station is given as 

 

Where  is the received energy per bit,  is the 

intracell interference from own cell mobiles,  is 

the interference from the mobiles not connected to this 
particular base station, and  is the thermal noise. In 

case of an unloaded network , , 

and the required  for range calculations is equal 

to . In the loaded network, the fraction of own-

cell interference from total interference is defined as 

 

Where the received signal is power from one 
user and  is the processing gain.  depends upon 
propagation environment. The higher the path-loss 
attenuation factor, the higher the .  can be expressed 
in term of as  

 

but 

 

therefore, 

 

 

 

 

Solving the required  in the loaded case gives 

 

 

The effect of the MUD receiver can be taken into account 
by using the efficiency of the MUD  as a measure of 
performance of the MUD receiver. With MUD receiver, the 
intracell interference  can be written as  

 

 

 

(5)

(6)

(7)

(8)

(9)

(11)

(12) 

(13) 

(14) 

(15) 

(10)
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and 

 

 

the total interference will be 

 

 

 

The required  in the loaded network with MUD 
receiver becomes 

 

 

The transmitted power from a mobile is given as 

 

 

In Equation (19) above all the terms are the same except 
for , regardless of the base station receiver 
algorithm.   is determined only from the  
requirement. The decrease in the required transmission 
power with MUD receiver is thus given as 

 

 

 

 
 
3    Frequency Selective MIMO Channel 
 
        The general expression of frequency-selective MIMO 
channel indicates  signals  from the 

input of the system at each time instant and we obtain 

output. Therefore, the output at time instant  can be 
expressed as [13] 

 

 
where denotes the largest number of taps among all the 
contributing channels.  The channel matrix has the form 
[14]. 

 

 

3.1     Receiver Processing 

If coherent single-user matched filter is used where the 
receiver is assumed to know the fading coefficients of the 
user of interest and the transmitted signal from each antenna 

 [15], then an antenna will receive 

 

Optimum decision rule selects  that minimizes 
 

 

According to the optimum decision rule [10] the inner 
product of the  and  is the sufficient statistic [14]. 
This means that the optimum rule decision for a single –user 
case is expressed as 

 
Therefore, the probability of error of a MIMO system could 
be expressed as [14]. 

 

 

3.2     Channel Capacity of MIMO Systems 

         The Space Division Multiplexing (SDM) over MIMO 
channels using multiple transmitting and receiving antennas 
is one of the most promising technologies for improving bits 
per Hertz (bit/s/Hz). In an Additive White Gaussian Noise 
(AWGN) channel the channel capacity C is given by 

 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 
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Where is the signal-to-noise ratio. The MIMO channel 

capacity is given by [6]. 

. 

As the parallel channel capacity, where  is  by  identity 
matrix,  is a channel matrix,  and  denote the number 
of transmitting and receiving antennas, and  denotes the 
complex conjugate transpose. This equation indicates that 
the channel capacity can be increased in proportion to the 
number of antennas if . This possible increase in 
terms of bits per Hertz is why SDM/MIMO is attracting a 
significant amount of attention these days. 

 

4    Intercell Interference 
         Considering an omnidirection cell site serving a given 
set of mobiles, if mobiles are divided into two groups which 
are mobiles that are powered up and mobiles that are not 
powered up, the mobiles that are powered up are further, 
divided into four subgroups: Active and transmitting 
mobiles, Active but not transmitting mobiles (mobiles in 
non conversational mode), Idle and transmitting (mobiles in 
access mode) and Idle and not transmitting (mobiles in non 
access mode) [1]. Assume that interference at the cell site by 
mobiles and the access mode is typically small and 
neglected. This may be accounted for as a source of some 
degradation in system quality and capacity. We focused 
only on the active mobiles in our analysis. 

Assume there are M mobiles transmitting at a given time in 
a cell. In a CDMA environment for each mobile, there are 
(M – 1) interferers. At the cell site, the average signal power 
received from the ith mobile is . This signal power 
provides bit energy equal where, R is the  
mobile transmission rate in bps. The thermal noise power is  

 where  is the thermal noise power spectral 
density ), and  is the spreading bandwidth. The 
average interference  at the base station is expressed 
as 

 

Where,  = channel activity factor. 

In equation (28), assuming a perfect control in the reverse 
link and that the signals transmitted from all the mobiles 
arrived at the base station with the same received power. i.e.  

 for all values of i (i.e. . The total 
interference andthermal noise  will be 

�

�

Recognizing that ,   then becomes�

 

The  will be given as, 

 

 

Where  = processing gain =   . The signal strength, 

S in  as, 

 

 

Where 

 

 

 

From (31)  

 

 

also,   
 

 
 
Let  represent the interference factor from other cells 
(31) can be expressed as 
 
 
 

�
 

Include an imperfect power factor,  and rewrite equation 
(34) as, 
 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 
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Solving equation (35) for , we get, 
 

 
 
 
Solving equation (35) for , we get 
 

 

 
 
From equation (36), the maximum value of  is, 
 

 

 
 

 is called the pole point or asymptotic cell capacity 
that is achieved as . For simplification, neglecting 1 
and rewriting equation (38) gives, 

 

 
 
equation (33) can further be expressed as, 
 

 
 
where,  cell loading factor. 

 
 
 

5    Results & Discussions 

        In this study, a maximum cell loading factor of 
and signal to noise ratio of  were used for the 

capacity analyses. With mobiles of  and received 
antenna gain of the base station of  and with maximum 
mobile transmitted power and equivalent isotropic radiated 

power of  the bits per 
second performance for the 4*4 MIMO System shown in 
figure 1 for  is around 35bps that overwhelmed the 
other systems. Figure 2 also provides the BER analysis of 
the various systems in multiple interferers. With cell loading 
factor of  and signal to noise ratio of the 4*4 
MIMO systems performed better. With cell load of  
and a cell range of 1.02km the allowable path loss without 
MUD was around . With   path loss with MUD at a 
cell range of 1.357km was around . It was also 
realized that as the cell range and allowable path loss in   
decreases the cell load increases dramatically. Interestingly, 
similar results were obtained in [1] where they further 
observed that base station multiuser detection (MUD) 
receiver can provide good coverage even with high system 
load after initial deployment and, finally, concluded that the 
effect of MUD on cell range depends on propagation 
environment. 
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 6    Conclusion & Future Work 

        

        Analyses of coverage of a loaded and unloaded 
WCDMA network conducted in this paper revealed that the 
propagation environment affects the cell range with a given 
cell loading. Furthermore, for efficient CDMA operation the 
spectrum must be cleared in a sufficient guard band and 
guar zone. Also, spectrum monitoring is highly 
recommended as early as possible in the CDMA system 
since it is tedious to identify the source of external 
interference. Intermodulation interference, adjacent and co-
channel interference could be considerd in further studies. 

(35) 

(36) 

(37) 

(38) 

(39) 

(40)  Fig. 1 Capacity performance of WCDMA with 18% Cell Load factor 
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Abstract - A rapid development in mobile telecommunication 

is the use of location information for context aware service. 

To amalgamate multiple location sensor technologies, we 

developed an Intelligent Service Area and Region 

Identification System (iSARIS) to allocate system resource for 

mobile service discovery and tracking. Primary location 

service is provided by cell identification which maps a wide 

region of physical space. A switching module toggles a 

secondary localization service within the interest space. This 

service provides additional localization performance through 

Wi-Fi pattern mapping to further segment smart spaces where 

independent providers can offer their mobile services. The 

technique uses location cluster to minimize search boundary 

through the use of an enhanced Nearest Neighbor in Signal 

Space algorithm. 

Keywords: Location Service, Mobile Service Discovery 

1 Introduction 

  The primary function of communication in a mobile 

phone today has rapidly expanded to include many computing 

features. Shrinking of computing capabilities into more 

portable form is becoming mainstream. Smartphone brings an 

evolutionary change to how people view computing power. 

Technologies such as GSM, UMTS, GPS, Wi-Fi, and 

Bluetooth are included in a single mobile platform that can 

support many computing activities. By creating intelligent 

user centric services through the extraction of meaningful 

contexts in mobile devices, developers greatly improve user 

experience. Many of today’s popular mobile applications 

utilize wireless localization. Location information is therefore 

emerging as a key context for mobile applications.  

 Techniques for wireless localization can be generalized 

into deterministic and probabilistic methods. Deterministic 

methods perform well in environment with clear line-of-sight 

(LOS) propagation paths but are not as applicable in enclosed 

spaces where probabilistic methods [1] are more commonly 

used. This is due to problems like multipath propagation, 

fading and signal dragging effects. Mobile phones on the 

move are likely to visit locations which encompass both 

outdoor and indoor situations. As optimal localization 

techniques differ for both situations, location systems require 

a rethink of how we can offer seamless user experience in an 

environment transition. Getting user to manually switch 

applications is inefficient.  

 

2 Mobile Localization 

 Location is the most utilized aspect of context awareness 

and can be expressed as a spatial form or textual descriptions. 

Spatial location is expressed in a coordinate system involving 

latitude, longitude and altitude using standard like the World 

Geodetic System (WGS 84) datum. Textual description can 

either be an address or a landmark and often more ambiguous 

than a spatial expression. Many existing applications exploit 

location information to search for products, create tour guide, 

offer direction guidance, match neighboring devices, send 

mobile advertising and social networking [2]. The main 

classes of applications are listed in Table I. 
TABLE I 

WIRELESS LOCALIZATION APPLICATIONS 

Applications Uses Examples 

Navigation Handling routes 

between locations 

Road directions, 

Journey planning, 

Tour guide 

 

Positioning Identifying a 

spatial fix 

Emergency services 

 

Tracking Monitoring movement 

of objects 

People locator, 

Assets tracking, 

Social networking, 

Mobile advertising 

 

Mapping Creating graphical 

representation  

Terrain mapping 

2.1 Network Localization 
 The Cell Global Identity (CGI) is a globally unique 

identity made up of Cell Identification (CID), Location Area 

Code (LAC), Mobile Network Code (MNC), and Mobile 

Country Code (MCC) to address mobile cells worldwide. The 

concept works on the fact that mobile phone is always 

connected to the closest cell towers. By identifying which 

towers the phone communicates with, we will know that the 

phone is near to a particular Base Transceiver Station (BTS) 

and hence estimate its location. In practice, this process is 

complicated and involves parameters that network can 

optimize such as signal quality and variability. Mobile phone 

usually locks onto the strongest signal but not necessarily the 

closest as mobile networks are optimized for capacity and call 

handling rather than localization. Trevisani E. and Vitaletti A. 

[3] estimate an average accuracy to about 500-800 meters and 

suggest its use in resource discovery service. CGI depends on 

distribution of base stations for location precision. Network 

knowledge of the phone within the controlling cell site 

together with sector information enables a rough estimate of 

the location of the caller, regardless of phone type. E-CID [4] 
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enables accuracy improvement over conventional Cell ID by 

using additional Timing Advance and Network Management 

Records from GSM networks to fine tune measurements by 

adding measured time between the start of a radio frame and a 

data burst to CGI.  

 Other forms of network based techniques process 

localization results at a network server. In GSM networks, 

information flows are managed through free-to-access control 

channel. This allows manufacturers to implement features to 

monitor neighboring cells and its corresponding RSS value. 

Accuracy is dependent on the concentration of BTS cells. 

Uplink Time Difference of Arrival (U-TDOA) is one network 

based solution that determines location through cellular 

signal. It compares the times a signal reaches multiple 

Location Measurement Units (LMUs) installed at the 

operator's base transceiver stations. U-TDOA is well suited 

for indoor and urban environments relying on multilateration 

to get a location fix. Enhanced Observed Time Difference 

(EOTD) systems utilize cellular characteristics of 

asynchronous GSM network. Each GSM based BTS emits a 

synchronization burst to all mobile subscribers in its vicinity 

regularly. Mobiles monitor the synchronization bursts of the 

service and neighboring BTSs to maintain connection. EOTD 

extends on this GSM functionality. Location is determined by 

comparing signal arrival times from three or more BTSs at the 

mobile phone. The mobile phone records burst arrival times 

and deduce a position using the coordinates of the BTSs, 

arrival time of synchronization bursts from each BTS and the 

timing differences between BTSs. The use of an external 

reference point eliminates the need for transceivers to remain 

time-synchronized, but in contrast it requires enhancement to 

phone software and additional network equipment. 

 

2.2 Satellite Localization 
 The global positioning system (GPS) [5] is a wide area 

outdoor radio positioning system that employs orbiting 

satellites for location fix. The system consists of 24 satellites 

in 6 circular orbits at an altitude of approximately 20200km. 

Each orbit contains 4 equally spaced satellites inclined at 55 

degrees. Once a receiver locked-on to a satellite, the receiver 

recognizes and time shifts its internal clock through a unique 

Coarse/Acquisition code. The time to lock-on is known as the 

time-to-first-fix (TTF) and can take up to 15 mins from a cold 

start. When the clock synchronized with the satellite’s atomic 

clocks, the distance to each satellite could be determined by 

subtracting the known transmission time from the calculated 

receiver time. Two signals in the L1 (1575.42MHz) and L2 

(1227.60MHz) bands are broadcast by the satellites but only 

L1 is for public use. Receivers make pseudorange or carrier 

phase measurement on the L1/L2 signals to generate a 

location reading. A lock-on would not be achieved from 

fragmentary signal until a clear signal can be received 

continuously. Ignoring ground effects, the worse case 

horizontal positioning accuracy based on line of sight signals 

is ≤ 22m at 95% confidence interval although accuracy up to 

≤10m is typically achieved. Upgrades under a GPS 

Modernization program [6] improved acquisition codes to 

better account for ionospheric errors, radio frequency and 

multipath interferences. 

 Assisted Global Positioning System (A-GPS) [7] 

improves startup performance of GPS system by using 

network data. Some A-GPS implementations reduced the 

amount of processing required by offloading the processing 

work onto the network’s server. An assistance server have 

better satellite signal due to static placement and has higher 

computational performance. It can supply the GPS almanac to 

a receiver, thus allowing the GPS module to lock on to the 

satellites more rapidly. It can also provide precise timing 

information. Cell towers with assistance functions have 

accurate coordinates which account for various local factors 

affecting the GPS signal. The tower can also compare 

fragmentary signals received from GPS receivers with its own 

reading to obtain a faster location fix. 

 

2.3 Short Range Radio Localization 
 Short range radio technologies such as Wi-Fi and 

Bluetooth are commonly found in smartphones. Wi-Fi allows 

mobile user access to internet with WLAN access points. 

Bluetooth is a short range PAN standard used in simple file 

transfer and headset connectivity. These network protocols 

are often adapted to implement location schemes. Such 

technique uniquely identifies locations by comparing and 

deducing RSS signal patterns. However, they are certain 

limitations. Despite its association with power, RSSI value is 

arbitrarily decided by the equipment manufacturers. Different 

manufacturers provide their own accuracy, granularity, and 

range for the actual power and RSSI values. Thus, different 

equipment or software would exhibit different sensitivity to a 

single transmission despite being at the same location.  This 

affects the accuracy of signal fingerprinting based techniques 

as radio maps generated is often only generic to the device 

where it was created and not easily ported to other devices. 

Nevertheless, this method has proven to be a fairly efficient 

way to conduct positioning in multipath and obstructions 

dominated spaces compared to conventional deterministic 

methods. Short range radio localization using k-Nearest 

Neighbor (kNN) algorithm has been frequently applied for 

Wi-Fi location tracking [8-10, 13]. Jayaraman et. al. [14] 

demonstrated 3 dimensional space localization processes 

using mobile data collectors in wireless sensor network. 

 

3 iSARIS Platform 

3.1 Purpose 
 The primary objective of iSARIS is to integrate sensing 

technologies onto a single layer where the strengths of each 

can be maximized. Localization services are migrated to a 

single platform where mobile entity switches smartly to the 

correct technologies for the relevant environment. Our 

approach is to implement a location based solution that allows 

mobile device to passively observe surrounding radio signals 

and recognize Service Region (SR) and Service Area (SA) 

space for smart services. 
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3.2 Service Discovery Background Service 
 A mobile service discovery service was developed using 

Microsoft Visual Studio 2008 and Windows Mobile SDK 6. 

This background service runs on the mobile phone to retrieve 

the active CID parameters. Retrieving cell tower information 

from Windows Mobile devices requires access to the Radio 

Interface Layer (RIL). RIL functions are implemented via a 

device driver through two distinct layers. The lower level 

Platform Dependent Driver (PDD) layer of the RIL is radio 

stack dependent and its implementation differs with 

manufacturers. The Model Device Driver (MDD) layer on the 

other hand is radio stack independent and contains code to 

communicate with the RIL Proxy as well as code that 

implements any radio stack independent features in the RIL 

driver. 

 Cell tower information is returned to the caller of 

RIL_GetCellTowerInfo through a callback function.  

 
public class CellTowerInfo 

    { 

        private static AutoResetEvent dataReceived = 

new AutoResetEvent(false); 

        private static RIL.RILCELLTOWERINFO 

towerInfo; 

        public static CellTower GetCellTowerInfo() 

        { 

            IntPtr hRIL = IntPtr.Zero; 

            IntPtr hResult = IntPtr.Zero; 

 

            hResult = RIL.RIL_Initialize(1,  

                new 

RIL.RILRESULTCALLBACK(CellTowerData),  

                null, 0, 0, out hRIL); 

            if (hResult != IntPtr.Zero) 

                return null; 

            hResult = 

RIL.RIL_GetCellTowerInfo(hRIL); 

            dataReceived.WaitOne(); 

            RIL.RIL_Deinitialize(hRIL); 

            CellTower tower = new CellTower(); 

            tower.LAC = 

(int)towerInfo.dwLocationAreaCode; 

            tower.MCC = 

(int)towerInfo.dwMobileCountryCode; 

            tower.MNC = 

(int)towerInfo.dwMobileNetworkCode; 

            tower.CID = (int)towerInfo.dwCellID; 

            return tower; 

        } 

 

        private static void CellTowerData(uint 

dwCode, 

            IntPtr hrCmdID, IntPtr lpData, uint 

cbData, uint dwParam) 

        { 

            towerInfo = new RIL.RILCELLTOWERINFO(); 

            Marshal.PtrToStructure(lpData, 

(object)towerInfo); 

            dataReceived.Set(); 

        } 

    } 
 

 To retrieve the location of the cell tower that the mobile 

is connected to, the background service queries a SQLite 

database. SQLite was used to store known SR CID 

information due to its lightweight design for embedded 

system. Its low memory cost is ideal for mobile platforms and 

can support software development on mainstream operating 

system such as Windows, Linux and Unix as well as 

programming languages, like PHP, java and C. Simulations 

are conducted on the Windows Mobile 6 Emulator to test the 

prototype. When the service scanned for CID from the GSM 

network, it compares the current active CID with the dataset 

in the SQLite database to determine if the location is a known 

SR. A CID match indicates the mobile phone has entered into 

the vicinity of the shopping complex. If the CID does not 

match any known SR, the process maintains its monitoring 

mode. The database is shown in Fig 1 

 

 
Fig. 1.  CID table in the SQLite Database. The table shows the search space 

for the background service and is stored locally on the mobile device. 

3.3 Service Region and Area 
 BTS towers are located at the corners where three 

hexagonal coverage cells converge in a cellular map. Each 

tower has three sets of directional antennas aimed in three 

different directions and receiving/transmitting into three 

different cells at different frequencies. This provides a 

minimum of three channels for each cell. Large cells are 

subdivided into smaller cells for higher volume areas. A SR is 

made up of the mobile coverage cells servicing the physical 

location of the complex and its immediate vicinity. The 

background service observes telecommunication exchanges 

between the device and its associated BTS. Any additional 

power used to monitor signals while on the move is kept 

minimal as the process runs parallel to normal 

telecommunication operation. 

 
Fig 2 A mobile enters a SR from the public area as it nears the complex (left) 

and accessing a SA defined under Wi-Fi coverage (right). 

 

 A rapid coarse estimate of the location is obtained 

through the background service discovery service. An alert is 

flagged when an operating SR is identified which in turn 

triggers a secondary positioning method suitable for indoor 

environment. Many complexes today are equipped with 

WLAN for internet access purposes. Access points placed at 

strategic locations create Wi-Fi hotspots for consumer to 

access via Wi-Fi enabled devices. Users can access data 
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services through these wireless hotspots. Signal pattern 

matching forms the basis for SA creation. These SAs marked 

a clear definition of smart space where a particular service is 

valid. A single SR may contain multiple SAs and overlapping 

areas between SAs are also possible. SA allows individual 

service space to be built for smaller players to offer 

individualized services on a smaller physical scale. 

 

4 Mobile Application Design 

4.1 Overview 
 A shopping mall services system was built based on the 

proposed iSARIS platform. Customers can interact with smart 

services which include those by the mall operator and shop 

vendors housed within the same complex. Our shopping 

complex implementation defined the physical shopping 

complex and its immediate surroundings as a SR. Upon 

entering the SR, customer receives an automated alert from 

the complex service server listing the offerings available. 

While roaming in the SR, the mobile device can access 

shopping mall services such as directory information, special 

events, mall promotions and helpdesk chat service. This is 

delivered through the shopping mall WLAN infrastructure. 

 Once within the SR, the mobile device enables the Wi-Fi 

module to improve positioning accuracy and identifies 

available SAs. SAs are created for vendors to define smaller 

physical spaces to offer their own unique services. The mall 

Wi-Fi infrastructure handles vendor content and decides 

which service to push to customer when they enter a SA. A 

typical service in a SA can include discount notifications, 

pricelists, shop advertisements and vendor promotions. 

 

4.2 System Deployment 
 Mobile devices connect to the position and data server 

via the wireless access points (AP) installed in the shopping 

mall. RSSI & Media Access Control/ Service Set Identifier 

(MAC/SSID) information from the devices are sent to the 

server for processing. The devices also communicate with the 

server for mall and vendor information. The position server is 

tasked with the collection of (MAC/SSID, signal strength) 

value pairs gathered by customers’ mobile devices to 

determine each device’s position. Vendor websites can be 

access through the mall server. The mall server provides 

vendors corresponding authorities in the shopping mall server 

to manage their websites. A position server tracks mobile 

positions with respect to SAs in the vicinity and determines if 

related information is forwarded to the mobile. 

 Toggling between primary to secondary localization 

services during the detection of a SR is managed by a 

switching service on the device. The process of switching 

between positioning technology is automated with no active 

intervention from user. In the shopping mall implementation, 

the mobile automatically diverts location recognition from 

telecommunication cell identification to a Wi-Fi based pattern 

search when the mobile device nears the shopping mall. The 

interface module contains browsing and selection services. 

Functions include accessing information from mall and 

vendors, interactive service selection and service registration. 

A mobile client user interface is implemented to deliver these 

functions to the user. The location module handles mobile 

client location related events. It monitors the setup and 

dismantling of vendor-designated SAs and alerts mobile that 

enters into the physical locality of a defined SA. 

 

4.3 Location Service 
 1) Position & Data Server Design: Position and data 

handling applications are MFC programs hosted on a mall 

server. The server handles tasks such as receiving signal 

signature from devices, running location algorithm and 

determining relevant vendor data to send to customer. 

Position server receives mobile device signal strength 

parameters via TCP connections. A location algorithm is used 

to calculate an estimated position fix for each client. 

 

 
Fig 3 Allocation of SA on the position server. The position of the device 

determines whether it is in a vendor-defined SA. Data server sends 

corresponding vendor information to the device across a UDP connection. 

2) Signal Strength Acquisition: The implementation code 

contains two main parts. A static ScanThreadFunc() function 

create a scanning thread responsible for wireless access points 

scan in the shopping mall. Scans for Wi-Fi access points are 

handled as a loop task in this thread. The thread is created 

when SR is identified and terminated whenever the Wi-Fi 

connection is disabled. The acquisition of access points’ signal 

strength is handled in the WifiScanConnect class by a 

ScanWifi() member function. 

 
DWORD __stdcall WifiScanConnect::ScanThreadFunc( 

void* pParam ) 

{ THREAD_PARAM *pThreadParam = (THREAD_PARAM 

*)pParam; 

 HANDLE hEvent = pThreadParam->hEvent; 

 WifiScanConnect *pWifiScanConnect = 

(WifiScanConnect *)pThreadParam->lpObject; 

 while(WaitForSingleObject(hEvent,500) == 

WAIT_TIMEOUT) 

 { 

  pWifiScanConnect->ScanWifi(); 

 } 

 return 0; 

} 

 
void WifiScanConnect::ScanWifi(void) 

{ 

 ULONG oidcode; 

 ULONG bytesreturned; 

 static BOOL bFlag = TRUE; 

 if(bFlag) 

28 Int'l Conf. Wireless Networks |  ICWN'11  |



 { 

  m_pBSSIDList = (NDIS_802_11_BSSID_LIST 

*)VirtualAlloc(NULL, 

     sizeof( NDIS_802_11_BSSID_LIST) * 

NUMBEROF_BSSIDS, 

        MEM_RESERVE | MEM_COMMIT,PAGE_READWRITE); 

  bFlag = FALSE; 

 } 

 if( m_pBSSIDList == NULL) 

 { 

  return; 

 } 

 else 

 { 

  memset(m_pBSSIDList, 0, sizeof( 

NDIS_802_11_BSSID_LIST) * NUMBEROF_BSSIDS); 

  oidcode = OID_802_11_BSSID_LIST_SCAN; 

  DeviceIoControl(m_handle, 

      IOCTL_NDIS_QUERY_GLOBAL_STATS, 

      &oidcode,sizeof( oidcode), 

         (ULONG *) NULL,0,&bytesreturned,NULL); 

  memset( m_pBSSIDList, 0, sizeof( 

NDIS_802_11_BSSID_LIST) *NUMBEROF_BSSIDS); 

  oidcode = OID_802_11_BSSID_LIST ; 

  if(DeviceIoControl(m_handle, 

         IOCTL_NDIS_QUERY_GLOBAL_STATS, 

         &oidcode, 

         sizeof( oidcode), 

         (ULONG *) m_pBSSIDList, 

         sizeof( NDIS_802_11_BSSID_LIST) * 

NUMBEROF_BSSIDS, 

         &bytesreturned, 

         NULL)) 

  { 

   if (m_pBSSIDList != NULL) 

   { 

    EnterCriticalSection(&cs); 

    for(unsigned int i =0; i < m_pBSSIDList-

>NumberOfItems; i++) 

    {  

     SSIDSignal.clear(); 

     SSID_SIGNAL_VALUE stSsidSignalValue; 

     int temp = i; 

     PNDIS_WLAN_BSSID cpBssid = m_pBSSIDList-

>Bssid; 

     while(temp != 0 ) 

     { 

cpBssid = 

(PNDIS_WLAN_BSSID)((char*)cpBssid + cpBssid-

>Length); 

       temp--; 

}  

strcpy_s(stSsidSignalValue.cWifiSsid, 

NDIS_802_11_LENGTH_SSID, 

    (const char*)cpBssid->Ssid.Ssid); 

    stSsidSignalValue.lSignalValue = cpBssid-

>Rssi; 

    SSIDSignal.push_back(stSsidSignalValue);   

   

    } 

    LeaveCriticalSection(&cs); 

   } 

  } 

 

3) Location Algorithm: The location server collects signal 

strength signature observed by client devices to decide their 

approximate position. To enable better efficiency, factors such 

as computation time, accuracy and power consumption are 

considered for the localization processes. The design reduces 

computation time by only extracting useful information 

required and optimizing location data storage. The method is 

based on signal pattern matching using a radio map. Its 

implementation is divided into two phases: Calibration Phase 

and Online Positioning Phase. 

 During the calibration phase, the RSS of APs are 

collected at different locations to construct radio maps. 

Certain factors are predetermined during this phase. Due to 

signal fluctuations or larger distances, some APs are not 

always visible throughout the scan. Signals from these rogue 

APs are often very weak or appear intermittently. A noise 

filter is applied to remove the irrelevant rogue APs from the 

input dataset to reduce unnecessary calculation. The noise 

filter module sets a time t to record all RSS values and APs 

detected. APs present most frequently within the time interval 

are chosen. Time t has to be as short as possible to reduce 

computation time while ensuring that sufficient information 

and good RSS measurements are captured for location 

estimation. Tests revealed optimal t to be at least 17 seconds.  

 The next criterion is to determine the number of relevant 

APs n such that there are sufficient distinguishable APs to 

determine the location. The condition for n is such that all the 

locations are covered by at least n number of APs most of the 

time. This ensures a minimum set of APs to distinguish 

positions with reasonable accuracy. To minimize data search 

complexity, a radio map clustering module is created to 

reduce the search space required to return a result. It does so 

by categorizing locations that shared the same set of APs 

during calibration phase thereby cutting down on computation 

time. Each group of locations is called a cluster. During the 

online positioning phase, the module only searches the 

relevant cluster which contains the detected APs instead of 

probing the entire radio map search space for a match. Each 

location cluster has at least q APs detected. 

 The matching of signal signature uses a method similar 

to Nearest Neighbors in Signal Space (NNSS) pattern 

recognition adopted in RADAR [8-10]. In general, k-Nearest 

Neighbors (kNN) networks tessellate the input space by 

setting weights and thresholds of first layer hidden neurons. 

This is done by calculating the boundaries of space containing 

points nearest the training pattern. Subsequent processing 

layer handles the classification for the unknown input pattern 

[11]. Three hidden layers of processing are applied. The first 

layer is an input layer that distributes all input patterns. 

Second layer provides feedback control input back to the first 

layer. The final layer forms variable threshold neurons for 

output classification. The kNN algorithm is adapted to 

calculate the degree of match between calibrated RSS dataset 

and online RSS signature. Euclidean distances are applied to 

measure the similarity between two points M = (m1, m2, … , 

mn) and L = (l1,l2,…,ln): 

 

 
 

 
 The calibration data are compared with the signal 

strength measurements in the mobile device during the online 

positioning phase using: 
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where  : RSS values of APi at point j in the signal strength map, 

    : is the measured RSS value of APi ,  

n: total number of APs.  

 

 Small dj distance value between a target location and an 

identified location may signify close proximity between two 

locations. The pattern matching implementation is as follows: 

 
int PatternRec::LeastDistance(int ReNum) 

{ 

 double min = 10000; 

 for(int d=0; d<10; d++) 

 { 

  if(MatchData(type[d].Feature, InputNum)<min) 

  { 

   min = MatchData(type[d].Feature, InputNum); 

   ReNum = d; 

  } 

 } 

 LocNumber = ReNum; 

 return ReNum; 

} 

 However, conventional NNSS method put together RSS 

values from all known APs without considering RSS variation 

from individual AP. Variations in RSS can influence d. Thus, 

k lowest d values are considered to estimate true deviation. 

The choice of k depends on the size of the dataset. Larger k 

reduces the effect of noise on the classification but decrease 

the ability to distinguish boundaries between classes. An 

enhancement to NNSS [12] algorithm is integrated to take 

into account the threshold for RSS variation around its mean, 

θ and the maximum number of APs from which RSS varies 

beyond that threshold, τ.  

 
Input: sorted neighbor list of size S, where  

begin 

for m = 1 to k 

begin 

count=0 

for i = 1 to n 

begin 

if  (  

count = count + 1 

endfor 

if (count  τ) 

remove neighbor m from neighbor list 

endfor 

if (less than k entries in neighbor list) 

return old list 

else 

return updated list 

end 

 This enhanced NNSS technique is performed on the first 

k entries of the input neighbor list sorted according to 

Euclidean distance. Using cross-validation techniques, k = 3 

was determined to be the optimal distinguishing parameter for 

boundary determination purpose. 

 

5 Performance Analysis 

 The influence of the clustering module on computation 

time was investigated using a test area divided into a 10x10 

grid under Wi-Fi coverage of 6 randomly placed APs shown 

in fig 4. Signal signature at each grid is recorded. By varying 

cluster size q, a series of location cluster were formed to 

reduce the search space. 

 

 
Fig 4 Wi-fi coverage of 6 randomly placed APs in test area. 

 

TABLE II 

COMPARISON OF q 

 
q=1 q=2 q=3 q=4 q=5 

No. of clusters formed 100 12 9 3 0 

Largest cluster coverage N.A. 20% 13% 14% N.A. 

Smallest cluster coverage N.A. 6% 6% 9% N.A. 

Average coverage N.A. 11% 8.40% 11.3% N.A. 

  

 From Table II, q = 3 is most effective at reducing the 

search boundary of the matching algorithm. This is, however, 

not enough to draw conclusion about the computational 

performance. Manual code instrumentation was applied to 

establish the runtime for each execution to evaluate the effect 

of cluster size and number of clusters. The software was 

executed repeatedly to determine the computation 

performance for various clusters. The program was adjusted 

such that only the tested cluster is executed. 

 Table III shows the average time taken for different type 

of clusters to complete the computation. Against the various 

possible q values, q=3 offers the best performance across 

different type of clusters except when cluster size is smallest. 

 
TABLE III 

AVERAGE TIME TAKEN TO COMPLETE CLUSTER COMPUTATION (ms) 

 

First 

Cluster 

Last 

Cluster 

Smallest 

Cluster 

Largest 

Cluster 

q=2 17.5 19.9 18.6 16.9 

q=3 16.6 19.3 22.7 16.9 

q=4 20.5 21.2 20.5 19.4 

 

 q is set at 3 to achieve the optimal performance and an 

average of 7% decrease in computation time is observed with 

the use of the clustering module. The performance gain is 

likely to be even more substantial in congested Wi-Fi 

environment due to the added benefit from clustering large 

number of APs.  
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6 Conclusion and Future Works 

 The concept and architecture of the iSARIS platform is 

presented in this paper and its use is illustrated in a shopping 

mall scenario. The optimal localization techniques in different 

situations are determined by how radio wave transmissions 

are affected in both indoor and outdoor environment. A 

switching module toggle between primary and secondary 

localization services during the detection of a service region. 

Primary location service provided by cell identification based 

technique can quickly identify a coarse region of physical 

space. This space could be a building, a group of buildings or 

other entities where cell identification level of positioning 

performance is no longer acceptable. Secondary positioning 

service through the Wi-Fi infrastructural cluster enhanced 

kNN classifier provides additional positioning performance 

and is used sparingly to avoid resource draining in this 

shopping mall implementation. Further smart space 

segmentation in the form of service areas are created where 

independent service provider offers related online services. 

By automating the transition process using the iSARIS 

platform, the mobile offer a better and more seamless user 

experience. This location based service provisioning design 

offers a simple and practical approach to reduce service 

engagement time and is suitable for mobile environment 

where quick and efficient means of switching localization 

control is required. 

 Current software distribution model requires user to 

download the relevant applications in order to use a service. 

Majority of applications downloaded to a mobile device are 

often not used on a regular basis. To avoid this inefficiency, it 

is also our intention to further develop the iSARIS platform to 

implement a different application distribution model where 

software applications are only sent to user when they are 

needed. We hope to utilize the SA feature to determine a 

smart area where any application of interest to the user will be 

make available on the mobile when it enters the SA and 

removed the instant the mobile leaves the relevant SA. The 

possible benefit of this system is less storage as less 

applications need to be installed in the mobile and indirectly 

reducing the interface clutter experienced by user when too 

many applications are downloaded. A further area of work we 

are working on is to implement application recommender for 

each smart space using user participation tags. 
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ABSTRACT 
  

In recent years, many studies have been conducted in 
Mobile Ad Hoc Networks field in order to make a virtual 
infrastructure consisting of nodes. The common goal of all 
was to select a node called clusterhead which guarantees 
relationships between nodes. In this paper, we have 
presented a new clustering algorithm in Mobile Ad Hoc 
Network based on nodes weight and their relative mobility. 
In this algorithm selection of a clusterhead is done during 
two stages. In the first stage, each node calculates its 
primary weight by using a new presented weighted 
function. In the second stage, each node calculates its 
relative mobility in present time and predict relative 
mobility in future to other neighborhoods. Then based on 
the primary weight of the specified neighborhood, it 
assigns a final weight to it. Next, based on the final weight 
clusterhead is selected. The goal of this algorithm is to 
decrease the number of cluster forming, maintain stable 
clustering structure and maximize lifespan of mobile nodes 
in the system. In simulation, the proposed algorithm has 
been compared with WCA, MOBIC and the Lowest_ID 
algorithm. The results of simulation reveal that the 
proposed algorithm achieves the goals. 
 
Keywords: Mobile Ad Hoc Network, Clustering 
Algorithm, Relative Mobility, Weight.  

 

1- INTRODUCTION 
A MANET is a multi-hop wireless network in which 
mobile nodes can freely move around in the network, leave 
the network and join the network. These mobile hosts 
communicate with each other without the support of any 
preexisting communication infrastructure. Typically, if two 
nodes are not within mutual transmission range, they 
communicate through intermediate nodes relaying their 
messages. In other words, the communication 
infrastructure is provided by the nodes themselves. 
Through the nature of MANET, we have many challenges. 
The most important challenges are stability, routing and 

scalability. Clustering is the most way to improve the 
stability, routing and scalability. Have knowledge about 
the changes of node's status, can present useful information 
about the stability of it between its neighbors. This 
information is effective in clustering approach and in 
cluster head selection.  

In wireless ad hoc network applications, such as outdoor 
teaching and the communications in the disaster area (the 
scenes of a fire, the flood, the earthquake and so on), a 
number of mobile hosts (MHs) are organized into several 
disjointed communication groups, which may move 
together and overlap with each other. Members within the 
same group have similar mobility patterns and can directly 
communicate with each other. Members of a group 
communicate with other nodes outside its group through 
the group clusterhead, which serves as a gateway to other 
groups. In the group mobility, the clusterhead equips with 
two network interfaces, one is used for local networks and 
the other is used for external networks. The local networks 
mean wireless ad hoc networks that are used in a group or 
between overlapped groups. The external networks denote 
the Internet, 2G, GPRS, and 3G…etc. 

Clustering algorithms can be performed dynamically to 
adapt to node mobility [2]. MANET is dynamically 
organized into groups called clusters to maintain a 
relatively stable effective topology [1]. By organizing 
nodes into clusters, topology information can be 
aggregated. This is because the number of nodes of a 
cluster is smaller than the number of nodes of the entire 
network. Each node only stores fraction of the total 
network routing information. Therefore, the number of 
routing entries and the exchanges of routing information 
between nodes are reduced [3]. Apart from making large 
networks seem smaller, clustering in MANETs also makes 
dynamic topology appear less dynamic by considering 
cluster stability when they form [2]. Based on this 
criterion, all cluster members that move in a similar pattern 
remain in the same cluster throughout the entire 
communication session. By doing this, the topology within 
a cluster is less dynamic. Hence, the corresponding 
network state information is less variable [3]. This 
minimizes link breakage and packet loss. 
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Clustering is usually performed in two phases: clustering 
set-up and clustering maintenance. In the clustering set-up 
phase, clusterheads are chosen among the nodes in the 
network. The roles of clusterheads are coordinators of the 
clustering process and relaying routers in data packet 
delivery. After electing clusterheads, other nodes affiliate 
with its neighbor clusterhead to form clusters. Nodes 
which are not clusterheads are called ordinary nodes. After 
the initial cluster set up, reaffiliations among clusterheads 
and ordinary nodes are triggered by node movements, 
resulting reconfiguration of clusters. This leads to the 
second phase, the clustering maintenance. 

As election of optimal clusterheads is an NP-hard problem 
[4], many heuristic clustering algorithms have been 
proposed [1-10]. To avoid excessive computation in the 
cluster maintenance, current cluster structure should be 
preserved as much as possible.  however, any clusterhead 
should be able to change its role to an ordinary node to 
avoid excessive power drainage. In this way, the overall 
lifespan of the system can be extended. 

The goal of this algorithm is to decrease the number of 
cluster forming, maintain stable clustering structure and 
maximize lifespan of mobile nodes in the system. To 
achieve these goals, we propose a new algorithm. In this 
algorithm, selection of a clusterhead is done during two 
stages. In the first stage, each node calculates its primary 
weight by using a new presented weighted function and 
then sends the obtained value to its neighborhoods. In the 
second stage, each node calculates its relative mobility in 
present time and predict relative mobility in future to other 
neighborhoods Then based on the primary weight of that 
specified neighborhood, it assigns a final weight to it. 
Next, based on the final weight clusterhead is selected. The 
result of simulation shows that the proposed algorithm 
provides better performance than WCA, MOBIC and 
Lowest_ID in terms of Clusterhead changes, Clusterhead 
lifetime and the average number of orphan clusters.  

The rest of this paper is organized as follows. In Section 2, 
we review several clustering algorithms proposed 
previously. Section 3 presents the proposed algorithm for 
mobile ad hoc networks. The simulation of the proposed 
algorithm is given in Section 4. Finally, Section 5 
concludes this paper. 

 

2- RELATED WORK 
A large number of clustering algorithm have been proposed 
according to certain environment and characteristic of 
mobile node in mobile ad hoc network to choose 
clusterhead . we will give each of them a brief description 
as follows: 

1) Highest degree clustering algorithm [5] uses the degree 
of a node as a metric for the selection of clusterheads. The 

node with highest degree among its neighbors will be 
elected as clusterhead , and its neighbors will be cluster 
members. In this scheme , as the number of ordinary nodes 
in a cluster is increased , the throughput drops and system 
performance degrades. 

2) The Lowest-Identifier algorithm(LID) [6] chooses the 
node with the minimum identifier (ID) as a clusterhead. 
The system performance is better than Highest-Degree 
heuristic in terms of throughput [4]. However, since this 
heuristic is biased to choose nodes with smaller IDs as 
clusterheads, those nodes with smaller IDs suffer from the 
battery drainage, resulting short lifetime span of the 
system. 

3) Least Movement Clustering Algorithm[7]. In this 
algorithm, each node is assigned a weight according to its 
mobility. The fastest the node moves, the lowest the weight 
is. And the node with highest weight will be elect as 
clusterhead. 

4) The Distributed Clustering Algorithm (DCA) [8] and 
Distributed Mobility Adaptive clustering algorithm 
(DMAC) [9] are enhanced versions of LID; each node has 
a unique weight instead of just the node’s ID, these 
weights are used for the selection of clusterheads. A node 
is chosen to be a clusterhead if its weight is higher than 
any of its neighbor’s weight; otherwise, it joins a 
neighboring clusterhead. The DCA makes an assumption 
that the network topology does not change during the 
execution of the algorithm. Thus, it is proven to be useful 
for static networks when the nodes either do not move or 
move very slowly. The DMAC algorithm, on the other 
hand, adapts itself to the network topology changes and 
therefore can be used for any mobile networks. However, 
the assignment of weights has not been discussed in the 
both algorithms and there are no optimizations on the 
system parameters such as throughput and power control. 

5) MOBIC [7] uses a new mobility metric Instead of static 
weights; Aggregate Local Mobility (ALM) to elect 
clusterhead. ALM is computed as the ratio of received 
power levels of successive transmissions (periodic Hello 
messages) between a pair of nodes, which means the 
relative mobility between neighboring nodes. 

6) The Weighted Clustering Algorithm (WCA) [4] is based 
on the use of a combined weight metric that takes into 
account several parameters like the node-degree, distances 
with all its neighbors, node speed and the time spent as a 
clusterhead. Although WCA has proved better performance 
than all the previous algorithms, it lacks a drawback in 
knowing the weights of all the nodes before starting the 
clustering process and in draining the clusterheads rapidly. 
As a result, the overhead induced by WCA is very high. 

Most of previous algorithms were using only one metric 
for clustering purposes. Therefore, the resulted clustering 
topology fits just in terms of that specific metric [10]. As 
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Mobile Ad Hoc networks are generally complex and 
dynamic networks, existing of only one specific metric can 
not reference the whole situation of the network. Those 
types of clustering topologies which are optimal in terms 
of just one metric are suitable for particular senarios and 
have poor performance in other senario. For these reasons, 
we use different metrics in our algorithm to select the 
clusterhead. On the other hand, in clustering approaches 
based on weighted functions such as WCA, efforts are 
concentrated to select the best node among neighborhood 
nods by using of available metrics. In these methods, only 
those nodes are selected as clusterhead which have better 
properties than other neighborhood nodes such as more rest 
battery power, having more neighborhoods and less 
average distance from neighborhoods. but in most of them 
do not consider to the movement model of the clusterhead 
toward the other nodes of the cluster. This factor causes 
the formed clusters be unstable and increase the overload 
of cluster reelection process. While in approaches within 
move sensitive clustering category such as MOBIC, 
clustering is done based on the nodes movements or 
approaching/escaping to each other. in this approaches, the 
main parameter for clustering is the mobility of nodes and 
therefore other parameters such as the energy of the 
battery, the number of neighborhoods and so on, are not 
considered.  

In the proposed approach we present an optimal method 
without appearing previous methods problems by 
combining the useful characteristics of those methods in 
order to reach to the goal of our algorithm.  

3- The proposed Algorithm 
In the algorithm presented in this paper, selection of a 
clusterhead is done during two stages. In the first stage, 
each node calculates its primary weight by using a new 
presented weighted function and then sends the obtained 
value to its neighborhoods. In the second stage, each node 
calculates its relative mobility in present time and predict 
relative mobility in future to other neighborhoods and base 
on the obtained result it can find out whether it gets closer 
to that neighborhood or escapes from it. Then based on the 
primary weight of that specified neighborhood, it assigns a 
final weight to it. Next, Next, based on the final weight 
clusterhead is selected. 

3-1 Setup Procedure 
First, we allocate IDs for the nodes. In the proposed 
algorithm, each node Ni (member or clusterhead) is 
identified by a state such as: Ni (idnode , idCH , flag , 
Weightp), it also has to maintain a ‘node_table’ wherein the 
information of the local members is stored. However, the 
clusterheads maintain another clusterhead information 
table ‘CH_table’ wherein the information about the other 
clusterheads and member node is stored. 

In complex networks, the nodes must coordinate between 
each other to update their tables. The Hello messages are 
used to complete this role. A Hello contains the state of the 
node; it is periodically exchanged either between 
clusterheads or between each clusterhead and its members 
in order to update the ‘CH_tables’ and the ‘node_tables’ 
respectively. 

We define a flag for every node which determine their role. 
The value of flag is 3 if the node is the clusterhead, is 1 if 
the node is an ordinary node, is 2 if the node is a gateway 
and is zero if the node has an undetermined status. 

3-1-1 Weighted Function 
To enhance stability of clusters we must find out problems 
that cause stability to be decreased and as a result cause a 
cluster to disappear. If we know and solve these problems, 
we can enhance stability of the clusters as much as 
possible. 

The first parameter which causes clusters to disappear is 
Excessive battery consumption at a clusterhead. In 
MANETs, the nodes not only bear the responsibility of 
sending and receiving information, but also carry out 
routing for packages. As a result they consume a high rate 
of power. 

As a result a clusterhead must have the following 
conditions: 

• It must have a high existence of battery power. 

• It must require a lower battery power for interaction with 
neighbors. 

To meet the first condition, the amount of battery power is 
taken into account as one of the factors for calculation of 
weight. To meet the second condition, we can choose a 
node as a clusterhead, which has less distance with its 
neighbors during neighborhood duration (with using DAV). 
DAV(i), is average distance between clusterhead i and its 
neighbors. The smaller DAV(i) is, the less transmission 
power the node i requires for interaction and 
communication with its neighbors and as a result it 
consumes less battery power. 

The second parameter which causes the clusters be 
unstable is the mobility of nodes. In the proposed 
algorithm for creating stable clusters, in the first stage, the 
previous mobility of nodes intended, which is accessible 
by calculating parameter S. In the second stage, stable 
clusters are created through calculating relative mobility of 
nodes in present time and then predicting their relative 
mobility in future times. 

The used parameters in weighted function for giving a 
primary weight to nodes (weightp) include:  

- cluster density (ρ): is defined as the ratio of the number 
of clusterhead neighborhoods to cluster diameter (d) (if the 
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given node become clusterhead). Cluster diameter equals 
twice as much as the farthest node distance from the 
clusterhead. Cluster density provides us beneficial 
information about nodes aggregation around the 
clusterhead. The more cluster density, the more 
aggregation of clusters around the clusterhead and vice 
versa. We have to select such a node as the clusterhead 
which results in suitable density for the cluster. This can 
lead to optimal consumption of the battery and band width. 
The Equation (1) shows calculation the density of clusters 
by each node. 

                             (1) 

the result is optimal is that the density in a normal range  
(α < λ < β). To use a density parameter in the weighted 
function we use the Equation (2). 

                       (2) 

- Battery remaining (Br): every node which wants to be 
the clusterhead should have threshold power Bd. A 
clusterhead consumes more energy in a cluster comparing 
with an ordinary node. In addition, we prefer to choose a 
more powerful node to play its role as a clusterhead 
because such a node looses its energy later results in the 
late starting of new clusterhead selection process and 
therefore increases the stability of clusters. Equation (3) 
shows that the each node how to calculate battery 
remaining of itself.  

              (3) 

 

- Number of nodes moving towards a node (Ndm)  

- Stability(S): The total time in which the neighbors of a 
specific node have spent their time beside the node. A 
Higher stability simply means that the neighbors of a 
certain node has spent a longer time in its transmission 
range, we conclude that the mentioned node has a more 
stable situation. The stability is used to address movements 
and adjacencies of nodes and is calculated by equation (4). 

                                                         
(4) 

 

{n is the number of node's neighbors} 

Where TRF is the time of the first packet reception and TRL 
is the time of the last packet reception. 

- DAV (i): is average distance between clusterhead i and its 
neighbors. The smaller DAV(i) is, the less transmission 
power the node i requires for interaction and 
communication with its neighbors and as a result it 
consumes less battery power. by Equation (5) each node 
calculate its distance average with its neighbors (K is 
constant in the following formula).  

                                      (5) 

Each node uses the above mentioned five parameters to 
calculate its primary weight (weightp). The equation (6) 
shows how the nodes calculate weightp. 

    (6) 

 

In the equation (6), ci(s) are the weight factors of 
normalization.  

  

 3-1-2 The calculation of final Weight  
After Each node calculate its primary weight, to calculate 
final weight should check its relative mobility comparing 
to its neighborhoods in the present time (RN) and future 
time (RF). Relative mobility indicates the variation of the 
nodes distance. Using of relative mobility enables us to 
recognize whether these two nodes are get closer to or 
escaping from each other or remains constant.  

To calculate the relative mobility of two nodes A and B, 
the distance of these two nodes is calculated in two 
different times. This is done by calculating the power of 
successful signals received.  stands for the distance 
between nodes A and B at time t which could be obtained 
by the equation (7). (K is constant in the following 

formula).  

                                           

        (7)          

 

        And now we can calculate the present time relative 
mobility of nodes A and B by the equation (8) (between 
times t-1 and t):  

                =            (8) 

In order to calculate the future relative mobility of these 
two nodes, (between times t, t+1) we should know the 
future location of them (in t+1). For that, we should predict 
the signal power received by nodes. For predicting the next 
signal power received by nodes, we use linear 
extrapolation method. In this method in order to obtain the 
signal power at the time t+1, we use the powers of signal at 
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the times t , t-1 and t-2. Equation (9) shows how to 
calculate the power of a signal received at the time t+1 : 

  +  

             
(9) 

After predicting the power of the received signal at the 
time t+1, we can calculate the  future relative mobility of 
these two nodes by the equation (10):  

 =   (10) 

After predicting relative mobility in present and future 
times, the resulting values will represent following facts:  

- If  or  were positive ( >0 or >0) this 
indicates that these two nodes get close to each other now 
or in future.  

- If  or  were negative ( <0 or <0 ) this 
indicates that these two nodes escape from each other now 
or in future. 

- If  or  were zero ( =0 or =0) this 
indicates that the distance between these nodes remains 
constant now or in the future.  

We can consider four possible statuses for each node and 
its neighborhoods based on the calculated values for  
and . Every status is shown as an ordered pair      
( , ). These pairs represent the relative mobility of 
nodes A, B to each other in the present time and in the 
future times respectively. In all above mentioned statuses 
the value 1 indicates that the distance between these nodes 
gets closer or remains constant; the value zero indicates 
that these two nodes are escaping from each other. The 
possible four groups for the ordered pair function are as 
follow:  

- Group 1 (1, 1): the two nodes are getting closer to each 
other in both present and future.  

- Group 2 (0, 1): the two nodes are escaping from each 
other now but they will get closer to each other in future.  

- Group 3 (1, 0): the two nodes are getting closer to each 
other now but they will escape from each other in future.  

- Group 4 (0, 0) the nodes escape from each other both now 
and in future.  

According the above mentioned classifying, each pair of 
nodes in a network lies in one of these groups. The best 
status for selecting a clusterhead is that both the member 
node and the clusterhead be within group 1; this indicates 
that the nodes get closer to each other both now and in 
future resulting to the stability of the formed cluster. The 

next priorities are groups 2,3 and 4 respectively. The worst 
status is group 4 because in this case the nodes escape from 
each other both now and in future so it is not good 
selection for stable clusters formation. 

A node stores the values of neighborhood nodes according 
to the received massages from them. Then it calculates the 
relative mobility of now and future based on the power of 
the received signals and then defines its group with respect 
to all neighborhoods and finally calculates that nodes final 
weight comparing with itself, regarding to the primary 
value and group number.  

For calculating the final weight according to group 
number, G factor is defined as follow:  

- If two nodes with respect to each other are within group 1 
,  G=g1. 

- If two nodes with respect to each other are within group 2 
or 3, G=g2.  

- If two nodes with respect to each other are within group 4 
, G=g3  

The above factors should select in such a way that always 
we have g1> g2 >g3 .  

WeightF = G*weightp                     (11) 

Finally, if the primary weight of each node, is more than 
the final weight of all its neighbors and certain percentage 
of its neighbors to be nearing at it, the node declaration 
itself as clusterhead otherwise offer the node with the 
highest final weight is achieved between neighbors as 
clusterhead if the primary weight of this node is higher 
than primary weight of himself. Node do This action by 
sending a Best message to the desired node. Each node that 
receive best message from a certain percentage of its 
neighbors declaration himself as clusterhead. Q factor are 
determined This specific percentage. If at a certain time   
any node does not receive specific amount of the Best 
messages, then the node has more primary weight is 
selected as clusterhead. 

In this way, we can select suitable clusterhead for all nodes 
not only by considering the suitable condition of 
clusterhead in the network but also with regarding to the 
node status comparing with the clusterhead. This leads to 
better local selection of the clusterhead resulting in more 
stable clusters creation preventing future cluster reform 
rippling.  

Table 1 shows the messages with its description used in 
proposed algorithm. 
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                 Table 1. Messages used in the algorithm 

Description  Message  
To update the tables of the 

nodes 
Hello (idnode , idCH , flag, 

weightp) 
Offer the node to be a 

clusterhead  
Best(idnode , idCH ) 

To affiliate a cluster  Join_request(idnode , idCH) 
The node accepts the 

welcome_ACK  
Join_accept(idnode , idCH) 

The CH accepts a 
Join_Request  

CH_Wel(idnode , idCH) 

The CH rejects a 
Join_Request  

CH_NWel(idnode , idCH)  

The CH adds the node as a 
member

CH_ACK(idnode , idCH) 

The CH accepts the 
presence of a new CH in 

the network

CH_info(idnode , idCH) 

The CH notifies a CH 
change  

CH_change(idCH) 

The node leaves the cluster Leave(idnode , idCH) 
 

3.2 New Arrival Nodes Mechanism 
Once a wireless node is activated, its idCH field is equal to 
NULL since it does not belong to any cluster. The node 
continuously monitors the channel until it figures out that 
there is some activity in its neighborhood. This is due to 
the ability to receive the signals from other present nodes 
in the network. The node still has no stable state, thus its 
state is not full identified. In this case, it broadcasts a 
Join_Request in order to join the most powerful 
clusterhead. Thus, it waits either for a CH_Wel or for a 
CH_NWel.  

When the entry node does receive neither CH_Wel nor 
CH_NWel . If this persists for certain number of attempts, 
the node declares itself as an isolated node, and restarts by 
broadcasting a new Join_Request after a period of time. 
We note that just the clusterheads may response by a 
CH_Wel or CH_NWel ; the ordinary members have to 
ignore any Join_Request received even if they are in the 
transmission range of the new entry node. This allows 
simplifying the management of the clusters. 

In the case where the node receives a response (CH_Wel or 
CH_NWel ), it does not take immediately any decision, 
this allows the node to be certain that it has received all the 
responses from all the neighboring clusterheads. The 
CH_Wel and CH_NWel messages do not indicate that the 
clusterhead has added the node to its table; they just 
signify that the clusterhead is waiting for a Join_Accept in 
order to add the node to its table. When the node receives 
multiple CH_Wels, Based on the primary weight of 
clusterheads calculate the final weight of them and select 
the node with highest final weight as the clusterhead. After 
that, it sends a Join_Accept to the chosen clusterhead and 

waits for CH_ACK from this CH. The CH_ACK has to 
contain a confirmation that the idnode has been added to the 
CH_table. Thus the node can fully-define its state. The 
reason that we use four ways to confirm the joining 
procedure is to prevent other clusterheads that they can 
serve the entry node to add this node to their tables and 
cause conflicts. 

In the case where the node was just receiving CH_NWels, 
it considers these responses as rejection messages from the 
clusterheads. This may occur when the clusterheads are 
saturated and decide to reject the adhesion of new nodes. 
When the number of attempts reaches a certain value, the 
node prefers not to stay isolated, thus it declares itself as 
clusterhead. 

3.3 Clusterhead Nodes Mechanism 
A clusterhead has an idnode field is equal to idCH field. As a 
clusterhead, the node calculates periodically its weight, 
thus it sends periodically Hello messages to its members 
and to the neighboring clusterheads in order to update the 
node_tables and CH_tables respectively. The clusterhead 
must monitor the channel for Leave, Hello and 
Join_Request messages. in the proposed algorithm this 
operation is limited to clusterhead to allow easier 
management on clusters. 

When the clusterhead receives a Join_Request 
(idCH=NULL) from a new arrival node or a Join_Request 
(full state) from a node which belongs to another cluster, 
the clusterhead can accept or reject the request basing on 
its capacities. This procedure gives more flexibility to the 
members by allowing them to leave a weak clusterhead and 
join another one which seems stronger than the current 
clusterhead. It may not be possible for all the clusters to 
reach the cluster size λ. We have tried to reduce the 
clusters formed by merging the clusters that have not 
attained their cluster size limit. However, in order not to 
rapidly drain the clusterhead’s power by accepting a lot of 
new nodes, we define thresholds which allow the 
clusterhead to control the number of nodes inside its 
cluster. 

The re-election is not periodically invoked; it is performed 
just in case of a higher received weight, it allows 
minimizing the generated overhead encountered in 
previous works As we explained above. the re-election may 
not result a new clusterhead, it depends on the stability of 
the new node for playing the clusterhead’s role. 

In the proposed algorithm clusterhead will check regularly 
incoming messages from neighboring nodes. if clusterhead 
received a message that contains higher primary weight 
from his weight, then it check the relative mobility with 
the desired node,  if its relative mobility to this node were 
in the first group and all of the cluster members exist in 
neighboring of this node, assign clusterhead role to the 
desired node. The node do it with save the ID of this node 
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in its CH_ID field. Then send a CH_info message to new 
clusterhead to declare that this node as a new clusterhead 
selected. Then copy their tables in to new clusterhead and 
send a CH_change message to neighboring nodes to 
defines a new clusterhead. in This new approach selecting 
the new clusterhead is based on stability of it in the cluster. 
In this case where a new clusterhead is elected, the 
procedure is soft and flexible in order not perturb the 
clusters while to copying the databases from the old 
clusterhead to the new clusterhead. 

3.4 Member Nodes Mechanism 
after joining a cluster, the node declares itself as a member 
of this cluster. Hence, it calculates periodically its weight 
and sends periodically Hello messages to its clusterhead. 
As a member, this node should just handle the Hello, the 
CH_change and the CH_info messages. This allows 
optimizing the resources (bandwidth, battery, etc) and 
minimizing the job of the nodes. 

When the node receives a Hello from its clusterhead, the 
node has to update its node_table. When the node receives 
Hellos from the neighboring clusterheads, the node has the 
possibility to migrate to another clusterhead if there is a 
Hello which has a higher weight than the current 
clusterheads weight, Member node get this decision by 
calculating the final weight of the new clusterhead. it sends 
a Join_Request to the clusterhead which is Hello's source 
and continues as a member of the current clusterhead until 
the reception of CH_ACK. In this case, the node can send a 
Leave_Request to the last clusterhead. This method allows 
us to minimize the number of the formed clusters in the 
network. 

When the node member receives a CH_info message as a 
result of the re-election procedure, thus it realizes that it is 
going to become the new clusterhead in the cluster. When a 
node member does not receive any message from its 
clusterhead, it considers that the clusterhead has gone 
brusquely down; in this case, the nodes have no choice and 
must restart the clustering setup procedure. 

4- simulation and results 
In this paper we use GloMoSim tool for simulation. The 
simulation environment is a Mobile Ad Hoc Network 
consists of 20 to 100 nodes in an 800*800 area. We assume 
that each node will be activated by a 2.4GHz radio 
frequency. The simulated area is considered as a two 
dimensional square and nodes move freely throughout the 
area. The movement of nodes has been simulated according 
to Random Waypoint model.  

In order to evaluate the performance and efficiency of the 
proposed algorithm, a set of simulations were operated and 
duration of them was 1200 seconds. We select a set of 
parameters to show the efficiency of our algorithm. Our 
proposed algorithm was compared with WCA, MOBIC and 

Lowest_ID method which is the most famous clustering 
algorithms. These parameters include:  

4-1 Clusterhead changes 
Figure 1 , 2  and 3 shows that the clusterhead changes in 
the proposed algorithm less than the WCA, MOBIC and 
Lowest_ID algorithms that leads to long life of clusters so 
will have more stable clusters. The reason is that the 
proposed algorithm selected such as the node as the 
clusterhead  that have more Presence and battery power 
therefore more time is left as clusterhead. Figure 1 shows 
the Average number of clusterhead changes against the 
speed of node, figure 2 shows the average number of 
clusterhead changes against the transmission range and 
figure 3 shows the count of clusterhead changes against the 
number of nodes. 

 
Figure 1. the Average number of clusterhead changes vs the speed of 

node 

 
Figure 2. the Average number of clusterhead changes vs the 

transmission range  
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Figure 3. count of clusterhead changes vs the number of nodes 

4-2 Clusterhead lifetime: 
Figure 4  and 5 shows that the clusterhead lifetime in the 
proposed algorithm higher than the WCA, MOBIC and 
Lowest_ID algorithms. Figure 4 shows the average lifetime 
of clusterhead against the speed of node and figure 5 shows 
the average lifetime of clusterhead against the transmission 
range. 

 
Figure 4. Average lifetime of clusterhead vs the speed of node 

 
Figure 5. Average lifetime of clusterhead vs the transmission 

range 

 

4-3 The average number of clusters: 
As you can see in figure 6, the number of formed clusters 
is increased by increasing the number of nodes. Figure 6 
shows the average number of clusters against the number 
of node. 

 
Figure 6. Average number of clusters vs the number of node 

4-4 the average number of orphan clusters 
As you can see in figure 7, the number of single node 
clusters or orphan clusters in our algorithm is less than 
WCA, MOBIC and the Lowest_ID algorithms. The reason 
is that in our algorithm, the clusterheads are selected from 
central safe area.  

 
Figure 7.  number of single node clusters or orphan clusters 

5- conclusion 
In this paper, we have presented a new clustering algorithm 
in Mobile Ad Hoc Network. In this algorithm selection of a 
clusterhead is done during two stages. In the first stage, 
each node calculates its primary weight by using a new 
presented weighted function. In the second stage, each 
node calculates its relative mobility in present time and 
predict relative mobility in future to other neighborhoods. 
Then based on the primary weight of that specified 
neighborhood, it assigns a final weight to it. Next, based 
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on the final weight clusterhead is selected.  A number of 
parameters of nodes were taken into consideration for 
assigning weight to a node. The proposed algorithm 
chooses the cluster-heads based on the information of 
neighbor nodes, and maintains clusters locally. Also it has 
a feature to control battery power consumption by 
switching the role of a node from a cluster-head to an 
ordinary node. We assumed a predefined threshold for the 
number of nodes to be created by a clusterhead, so that it 
does not degrade the MAC function and to improve the 
load balancing. We conducted simulation that shows the 
performance of the proposed enhancement clustering in 
terms of the average number of clusters formation, stability 
of clusters, and lifetime of a clusterhead. We also 
compared our results with the WCA, MOBIC and 
Lowest_ID . The simulation results show that our 
enhancement clustering algorithms have a better 
performance. 
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ABSTRACT 

This paper presents a novel framework based on MPLS (multiple protocol label switching) protocol in 
support of high speed mobility management across multiple domains of heterogeneous mobile networks. 
The design of the proposed framework focuses on hierarchical architecture, multi-dimensional label 
distribution mechanism, scalable LSP (label switching protocol) configuration scheme and QoS (quality of 
service) management.  Major performance measures in terms of handoff call blocking probability and new 
call blocking probability are evaluated by simulations under different traffic load scenarios. The numerical 
results obtained from simulations demonstrate that the proposed scheme is able to significantly improve the 
mobility and scalability in a networking environment with mixture of different types of communication 
platforms running on different protocols.   
 
1.  INTRODUCTION 

Future wireless networks are expected to provide IP-based coverage and efficient mobility support with 
end-to-end QoS guarantees. Two enabling factors are considered as crucial: 1) maintaining the network 
connectivity during node mobility and 2) provisioning the network resources required by the Mobile Node 
(MN) in all the visited subnetworks.  In recent years, many researchers have been focusing on protocols 
able to provide continuous network connectivity by accessing to multiple network domains. Mobile IP [1] 
is one of such protocols, which is able to provide a simple mobility management solution in IP-based 
wireless networks. According to Mobile IP, a mobile node (MN) can change its point of attachment without 
changing its IP address. To do so, a MN is assigned with a permanent home address in its home network, 
and will borrow a temporary care-of address (CoA) in each foreign network. The CoA is the foreign agent 
(FA) IP address of the currently visited foreign network. In this case, the home agent (HA), residing in the 
MN’s home network, will maintain the mapping between the home address and CoA. Specifically, packets 
sent to MN are first intercepted by its HA, and then tunneled to the current serving FA using the MN’s 
COA. The FA then decapsulates the packets and forward them to the MN. In turn, the packets transmitted 
by a MN are directly routed toward their destinations, without the need to pass through the sending MN’s 
HA. Clearly, this routing approach has some deficiencies and induces long handoff latency and large 
signaling load when handoffs occur frequently [31]. For example, in Mobile IP, a mobile host needs to send 
an update message to its home agent for every subnet change. Thus, this may introduces significantly 
latency when handover occur frequently and registration messages may occupy significant valuable 
wireless communication bandwidth, especially when these registration messages travel long distances 
before packet redirection occurs. In this regard, many enhancements to Mobile IP for MNs with frequent 
handoffs have been proposed in the literature [10–11] to ensure service continuity. From the peer-to-peer 
communication point of view, information data need to be forwarded cross multiple wireless networking 
domains. The integration of such multiple protocols for networking certainly has the following 
disadvantages: (1) inefficiency due to large overhead for information data reformat in order to across 
different types of communication domains, (2) complicated routing process, which requires more 
memories, more computing power and large processing delay, and (3) no guaranteed end-to-end QoS 
because of the transmission status including available bandwidth, bit error rate, queuing buffer capacity, 
and the window size for packet forwarding are different in different communication domains. In fact, these 
disadvantages make the mobility management even more difficult. Furthermore, the cross layer design of 
such network including network capacity planning, traffic flow control, packet level scheduling, buffer 
dimensioning, bandwidth allocation and congestion control become challenge.   
A number of solutions were proposed to provide seamless integration in different environments [12]. 
Vidales et al. propose PROTON to assist mobile users with multimode devices in the decision-making 
process related to roaming among heterogeneous technologies in 4G networks [13]. Siddiqui et al. propose 
a novel scheme to perform handoff decisions in a multi-access environment consisting of heterogeneous 
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networking technologies [14]. They present a design architecture that efficiently implements automatic 
network selection based on several factors such as the conditions of accessible networks, requirements of 
active applications, and preferences of the mobile user.  Luoto et al. propose a framework for improving the 
handover performance of Mobile IP based on a variety of cross-layer and cross-domain triggers [15]. Lo 
proposed architecture for mobility and QoS support in all-IP wireless networks [16]. Langar et al. propose a 
new a new protocol called Micro Mobile MPLS which alleviates the limitations of Mobile IP and in the 
same time benefits from MPLS resource provisioning capability [17].  

To meet the requirements of next generation mobile networks, this paper presents an efficient networking 
protocol using MPLS [2], which aims to simplify the routing process with capabilities of mobility across 
multiple mobile heterogeneous networking domains.  This paper is structured as follows. Section 2 
describes the proposed framework and protocol for mobility management. Section 3 presents a case study 
of the proposed framework. Performance evaluation and analysis is presented in Section 4. Conclusion and 
future work are presented in section 5. 

2.  THE MOBILITY MANAGEMENT FRAMEWORK  
In this paper, we consider a heterogeneous networks environment consisting of a number of mobile 
networks, which are operating with different configurations independently. As shown in Figure 1, the 
proposed middleware platform is based on a hierarchical architecture including access layer and 
administration layer.  The access layer consists of multiple mobile access MPLS domains, where each of 
these mobile access MPLS domains is corresponding to an individual mobile network in the heterogeneous 
environment. The administration layer consists of a number of administration MPLS domains, which are 
hierarchically inter-connected by VGWs (visiting gateway) to match the requirement of scalability.  Each 
mobile access MPLS domain has an AGW (access gateway), which is connected to an administration 
MPLS domain through a VGW (visiting gateway) [3] [12].  When a mobile host visits a new mobile access 
foreign MPLS administration domain, it sends a registration message with the IP address of the visited 
AGW to its home AGW.  Upon receiving the registration message, the home AGW updates the forwarding 
table so that all the packets destined to the mobile host are rerouted to the corresponding AGW. VGW 
performs the mapping for downlink traffic and each BS (base station) performs the mapping for uplink 
traffic.  Quality of service (QoS) based on differential service model are supported by LSPs between AGW 
and VGW, in which different QoS traffic classes are carried by separate LSPs. Likewise, within a mobile 
access MPLS domain, multiple LSP are created between base stations and AGWs in support of QoS. 
Software agents are distributed on access gateways including both AGWs and VGWs. These agents 
communicate among themselves and they collectively represent the middleware that controls the overall 
operations of heterogeneous network environments using LSPs.  Within a mobile access MPLS domain, 
multiple LSPs are created between a base station and AGW to support multiple FECs that can be mapped 
to signaling traffic and user data traffic with different types of QoS.  Distributing label-binding information 
among LSRs is accomplished using downstream label allocation mechanism [8]. LSPs are created by a 
middleware operator based on provisioning policies.  The total number of LSPs in a mobile access MPLS 
domain is related to the number of traffic classes, since each LSP is shared by a number of multiple mobile 
hosts with the same QoS requirement.  In order to make the LSP to be scalable, LSP is designed in a 
multiple-dimension format as shown in Figure 2.  However, middleware operates on top of all gateways. It 
is responsible for coordinating gateways, assigning labels, updating gateways and supporting QoS 
operations. In initial stage, mobile host detects a nearest base station according to signal strength of beacon 
signals from near-by base stations (BSs) and then sends registration message to AGW via the closest base 
station and pre-established LSP between BS and AGW.  When AGW receives the registration message, it 
updates its forwarding table by associating MN’s IP address with registration received interface.  Then, 
AGW forwards the registration message to VGW (visiting GW) using pre-established LSP between AGW 
and VGW. VGW also updates its forwarding table by associating the IP address of the mobile  into the 
mobile access MPLS domain with registration received interface. If the MPLS administration domain is not 
the home MPLS administration domain of the mobile host, VGW assigns a Virtual Care-off Address 
(VCoA) for the mobile host and registers it to the home AGW of the mobile host [3][9].  An LSP using 
CR-LDP is established between home AGW and visiting AGW to satisfy the QoS requirements of the 
traffic. The home AGW updates its forwarding table so that packets destined to the mobile host can be 
forwarded from the home AGW to the current visited AGW using established CR-LSP. 
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Note that Virtual Care-off Address (VCoA) assigned to mobile host is valid as long as the mobile host is 
roaming within the administration domain.  In terms of transport efficiency, IP-in-IP tunnels are not used 
between home AGW and visiting AGW.  Instead, MPLS labels are employed for the same purpose. As 
illustrated in Figure 1, when a mobile host enters into the coverage area of new base station located in 
different MPLS access domain, the mobile host sends a registration request to the new AGW via the new 
base station. Then, this new AGW forwards the request to its VGW in the administration domain.  If both 
home MPLS access domain and new access MPLS domain are under the same MPLS administration 
domain, in this case, mobile host is not required to be reregistered with its home agent. Therefore, the 
benefits of such procedure include less delay, less packet loss during handoff and eliminating registration 
between mobile hosts and home agent. Eliminating registration is able to reduce the signaling load 
experienced by core network in support of mobility and provides scalability for the mobile access network.   

3.  CASE STUDY 
As shown in Figure 2, for illustrative purpose, six LSPs are pre-established between BS1 and AGW1, 
where LSP (1,1), LSP(1, 2) and LSP(1, 3) are assigned as uplinks  and  LSP(1, 4), LSP(1, 5) and LSP(1, 6) 
are assigned  as downlinks. In BS1, LSP (1, 1) is used for common uplink signaling and LSP (1, 4) is used 
for common downlink signaling.  In this case, LSP (1, 2) and LSP (1, 3) are used for uplink user traffic 
where as LSP(1, 5) and LSP(1, 6)  are used for downlink user traffic. To support QoS on DiffServ basis[4], 
LSP (1, 2) and LSP (1,5) are mapped as to Assured Forwarding (AF) for uplink and downlink, respectively 
and LSP(1, 3)  and LSP(1,6) are mapped as Expedited Forwarding (EF) for uplink and downlink, 
respectively. When a mobile host named MN enters the access MPLS domain of base station 1 (BS1), it 
sends a registration message to BS1.  BS1 updates its forwarding table correspondingly with MN's IP 
address and also forwards  the registration message to AGW1 through the common uplink signaling LSP(1, 
1). Upon receiving of the registration message, AGW1 updates its routing table with MN’s IP address and 
sends a registration message to VGW.  Finally, VGW updates its routing table and sends the registration 
message to MN's home AGW if current access MPLS domain is not the MN’s home access MPLS domain.  
Therefore, data packets destined to MN can be forwarded to the corresponding BS1 correctly through 
established LSPs via VGW and AGW. Note that MN’s IP address in the forwarding tables at VGW, AGW 
and BS1 is maintained as soft-state and it is refreshed by a periodic route update message from MN. When 
VGW receives data packets with QoS class of AF from a remote host, named as CN to mobile host MN 
located in BS1, VGW assigns an appropriate label to the packets and sends them onto the corresponding 
LSP forwarding to AGW1.  At the same time, VGW also updates its forwarding table accordingly.  Hence, 
MN’s IP address is associated with AGW1 and corresponding LSP 60.  When these labeled packets arrive 
AGW1, label switching is performed at AGW1 using LSP(1, 5) as shown in Table 1.  Such label switching 
from LSP 60 to LSP(1, 5) is performed by examining the label header and PHB (AF) associated with the 
label to maintain the QoS assigned to packets.  Furthermore, when these packets arrive at BS1 through 
LSP(1, 5), label header is removed from packet and then is forwarded to mobile host MN.  Likewise, when 
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mobile host MN sends a packet to remote host CN, BS1 performs mapping of the QoS class for the packet 
onto appropriate LSP. 
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Figure 2.  Multiple Dimension LSP Configuration with Mobility Aware MPLS 

 
 

Table 1.   Forwarding table of AGW1 after packet arrival from VGW 
Input FEC Output Per-hop 

behavior 
(PHB) 

Associated base station 
BS1 

  I/F Label I/F Label 

b1    1    - a1 ----- - LSP(1, 1) 

b1    2    - a1 ----- AF LSP(1, 2) 

b1    3    - a1 ----- EF  LSP(1, 3) 

a1    -  b1 4 - LSP(1, 4) 

a1    60   3.3.3.3  b1 5 AF LSP(1, 5) 
a1    -    - b1 6 EF LSP(1, 6) 

 

Handoff Procedure 
When mobile host MN moves into the coverage area of base station BS2, it initiates handoff from BS1 to 
BS2 by sending a route update message to BS2.  Then, BS2 forwards the route update message to AGW1 
through LSP(2, 1) (common uplink signaling LSP between BS2 and the AGW1 ). AGW1 updates its 
forwarding table so that MN’s IP address can be associated with LSP(2, 5) as shown in Table 2.  After 
handoff, packets from remote host CN to MN are forwarded to BS2 through LSP(2, 5).  Since PHB 
contained in packets are maintained the same format in the handoff process, thus, the same QoS is 
maintained after handoff.  Likewise, the same handoff procedure is performed at AGW1 when MN moves 
from BS2 to BS3.  Therefore, the proposed handoff procedure is able to provide lower handoff delay to the 
traffic heading to the MN during the handoff period.  This technique leads to much better scalability than 
an approach based on Mobile IP.  Maintaining the IP address of the MN unchanged across movements 
within the same Mobile Access domain results in straight forward support for QoS. 
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Table 2.   Forwarding table of AGW1 after handoff from BS1 to BS2 
Input FEC Output Per-hop 

behavior 
(PHB) 

Associated base station 
BS1&BS2 

I/F Label I/F Label 
b1    1    - a1 ----- - BS1 [ LSP(1, 1) ] 
b1    2    - a1 ----- AF BS1 [ LSP(1, 2) ] 
b1    3    - a1 ----- EF BS1 [ LSP(1, 3) ] 
a1    -  b1 4 - BS1 [ LSP(1, 4) ] 
a1   60    --- b1 5 AF BS1 [ LSP(1, 5) ] 

( before handoff to BS2 ) 
a1    -    - b1 6 EF BS1 [ LSP(1, 6) ] 

 … … … … … … … 

c1    7    - a1  - BS2 [ LSP(2, 1) ] 
c1    8    - a1  AF BS2 [ LSP(2, 2) ] 
c1    9    - a1  EF BS2 [ LSP(2, 3) ] 
a1    …    … c1 10 - BS2 [ LSP(2, 4) ] 
a1    60   3.3.3.3  c1 11 AF BS2 [ LSP(2, 5) ] 

( after handoff  to BS2 ) 
a1   c1 12 EF BS2 [ LSP(2, 6) ] 

….. …… ….. ….. ….. ….. ….. 

4.  PERFORMANCE EVALUATION 

In this section, the major performance metrics are investigated in terms of new call blocking probability 
and handoff blocking probability, which are denoted by P rN  and PrH , respectively.  The new call blocking 

probabilityPrN is defined as the probability that a new arrival call is blocked due to unavailability of mobile 

channels. The handoff blocking probabilityPrH  is defined as the probability that an existing call is 
eventually not completed due to lack of mobile channel when handoff attempt is requested.  However, in 
the proposed LSP configuration scheme, the handoff connection request is given higher priority than the 
new call connection request to improve handoff related system performance that a certain number of 
mobile channels are reserved for handover exclusive use. The performance of the LSP configuration 
scheme based on MPLS protocol is evaluated by simulation experiments. The simulation system is shown 
in Figure 2, where each BS is able to provide sufficient mobile channels for the existing mobile 
connections and the size of packets generated by a mobile host is identical. Either uplink or downlink 
between BS and AGW can simultaneously accumulates the bandwidth in support of up to NC  mobile calls, 
among which the bandwidth for HC  mobile calls is exclusively assigned for handoff and the remaining 
bandwidth for N HC C−  mobile calls are shared by both new arrival calls and handoff calls. When a new call 
arrives, if the number of existing mobile connections is greater thanN HC C− , then this new arrival call is 
blocked. On the other hand, a handoff attempt is unsuccessful if there is no bandwidth available between 
the targeted BS and AGW. 

Table 3.  Simulation Parameters 

Items Value 
NC

 30 
HC

 1~5 
CT  120s 
RT  100~400s 
Nλ  0.2~0.5 per sec 

A discrete simulator is developed using the handoff simulation model [5], where new call arrival is 
implemented as a Poisson process with an average rate Nλ . The call holding time is exponentially 
distributed with mean value of CT , and residence time of each mobile host is also implemented as an 
independent random process with exponential distribution at a mean value of RT , which can be used to 
indicate the mobility degree of mobile hosts. The simulation parameters are shown in Table 3. All statistics 
of new call blocking probability and handoff blocking probability are estimated using the data obtained 
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from M independent simulation runs. Since each simulation run depends on a particular stream of pseudo-
random numbers to drive the simulation process, where the pseudo-random stream is generated by 
computer using a given random seed number, the obtained results may typically vary from one simulation 
run to another. To ensure the accuracy of the simulation results, the confidence intervals are calculated 
using independent replication method [6] as follows:  
1. The simulation is independently repeated M = 30 times, and M groups of data are thus obtained. Each 

simulation run has a length of 108 slots excluding a warm up period of 1000 slots, which is setup to 
ensure that the results are obtained on the basis of a stable simulation process, because of each 
simulation run starts with an empty network environment. Actually, before the 1000 slots are decided 
as the warm up period, it has compared the results, which were obtained from the simulations runs 
using different warm up periods of 100, 500, 1000, 2000 and 5000 slots, respectively. The comparison 
has shown that a warm up period of 1000 slots or more is reasonable adequate. 

2. The confidence interval δ is calculated as that at least 90 percent of estimated values for ρ obtained 
from these M simulation runs fall in the interval (ρ − δ, ρ + δ), where (δ << ρ). 

3. We note that this performance evaluation is mainly devoted to the statistics of network mobility under 
high traffic density condition during the busiest hours of the day. This is feasible for relatively high 
new call blocking probability and high handoff call blocking probability. In this case, the confidence 
intervals of the simulations are not difficult to be implemented. However, when these blocking 
probabilities are low, the simulations require an excessive amount of computing resources and the 
confidence interval becomes more difficult. The simulation experiments conducted for this research 
has not addressed that region. 

  

(a) 0 . 2Nλ =  per sec  (b) 0 . 5Nλ =  per sec  

Figure 3.  New call blocking probability versus number of channels reserved for handoff call 
 
Figure 3 and Figure 4 show the performance statistics in terms of new call blocking probability and handoff 
blocking probability under different traffic load conditions.  Figure 3 shows new call blocking probability 
PrN versus HC , which is the number of bandwidth exclusively assigned for handoff calls in a cell. It can be 

seen that P rN  increases with HC  when the average cell residence time RT  has a fixed value. This is because 

that the available bandwidth for new call decreases with the increase of HC . Moreover, the offered traffic 

load changes when the new call arrival rate 
Nλ  changes.  For example, as shown in Figure 3(a), when the 

traffic load is 0.2Nλ =  per second, PrN  increases with 
HC  following an approximately linear rate.  However, 

when 2HC ≥ , PrN  increases with the decrease of residence time 
RT .  On the other hand, for the traffic load 

case of 0.5Nλ =  per second as shown in Figure 3(b), when 
HC  increases, the increase rate of PrN  is much less 

than that for the traffic load case 0.2Nλ =  per second. However, PrN
 increases with the increase of 

RT . The 

difference between the values of PrN
 for variable 

RT  decreases with the increase of 
HC
. For example, when 

0HC = , PrN  for 400RT s=  is 10% higher than that for 100RT s= ; when 5HC = , the values of PrN  for 400RT s=  

and 100RT s=  are almost the same. Comparing Figure 3(b) to Figure 3(a), it can also be found that new call 

blocking probability significantly increases with 
Nλ  when both 

RT  and 
HC  are kept as fixed values. Figure 4 

shows handoff blocking probability PrH  versus 
HC  for different values of residence time

RT . The curves of 

PrH  shown in Figures 4(a) and (b) have the similar trend with the change of 
HC . This means that, for both 
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the traffic case of 0.2Nλ =  per second and the traffic load case of 0.5Nλ =  per second, PrH
 always decreases 

with the increase of 
HC .  This is because that the bandwidth reserved for handoff calls increases with HC . 

Comparing Figure 4 with Figure 3, it can be found that for fixed values of RT  and Nλ , PrH  has the same value 

of PrN  when 0HC = , since both handoff calls and new calls are treated same in this case. However, when 
1HC ≥ , PrH  is much smaller that PrN . For example, when 100RT s= , 4HC = and 0.5Nλ =  per sec, the value of PrN  is more 

than 25 times of PrH . Moreover, it is obvious that there is tradeoff between handoff blocking probability and 

new call blocking probability. In order to reducePrH , we can increase the value of 
HC , but PrN  increases 

accordingly. From Figure 4, the study shows that PrH  increases with the decrease of RT  when 1HC ≥ , i.e., the 

increase of mobile host moving rate will increase handoff  blocking probability and the number of forced 
call terminations.   

  
(a) 0.2Nλ =  per sec (b) 0.5Nλ =  per sec 

Figure 4.  Handoff call blocking probability versus number of channels reserved for handoff call 
 

Table 4.   Simulation results of handoff call blocking probability ( PrH) for load traffic  λN = 0.2 per sec  

number of BW 
assigned for 
handoff in the cell 

cell residence time of mobile node ( TR ) 

TR = 100s TR = 200s TR = 300s TR = 400s 
0 3.08E-2±2.10E-3 3.46E-2±1.58E-3 3.62E-2±1.88E-3 3.71E-2±1.63E-3 
1 1.59E-2±2.34E-3 1.24E-2±1.19E-3 9.95E-3±9.25E-4 8.27E-3±7.41E-4 
2 8.03E-3±7.41E-4 4.36E-3±3.24E-4 2.685E-3±1.59E-4 1.811E-3±1.27E-4 
3 3.932E-3±2.52E-4 1.49E-3±2.41E-4 7.07E-4±6.50E-5 3.87E-4±2.28E-5 
4 1.867E-3±1.46E-4 4.96E-4±3.85E-5 1.81E-4±2.84E-5 8E-5±7.52E-6 
5 8.56E-4±6.83E-5 1.59E-4±2.64.E-5 4.5E-5±3.35E-5 1.6E-5±1.24E-6 
Table 5.  Simulation results of handoff call blocking probability ( PrH) for load traffic λN = 0.5 per sec 

number of BW 
assigned for 
handoff in the cell 

cell residence time of mobile node ( TR ) 

TR = 100s TR = 200s TR = 300s TR = 400s 
0 3.38E-1±1.91E-2 4.06E-1±3.18E-2 4.36E-1±3.13E-2 4.53E-1±3.92E-2 

1 1.52E-1±1.32E-2 1.29E-1±1.51E-2 1.08E-1±1.22E-2 9.22E-2±9.5E-3 

2 7.26E-2±6.82E-3 4.35E-1±3.74E-2 2.82E-2±1.52E-3 1.96E-2±2.11E-3 
3 3.49E-2±2.55E-3 1.46E-2±2.21E-3 7.22E-3±6.62E-4 4.06E-3±3.35E-4 
4 1.65E-2±1.45E-3 4.74E-3±3.53E-4 1.79E-3±2.79E-4 8.11E-4±7.46E-5 
5 7.57E-3±6.33E-4 1.485E-3±2.75E-4 4.25E-4±3.64E-5 1.55E-4±1.41E-5 

The simulation results clearly indicate the advantage that the LSP scheme offers lower handoff blocking 
probability (i.e., significantly improves probability of successful handover) under different traffic load 
scenarios. The performance evaluation concerning new call blocking probability show that the new call 
blocking probability largely increases with load traffic 

Nλ  when both RT and HC  are kept as  fixed values. 
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The dropout performance of new call can be enhanced by reserving dynamically adjustable number of 
channels exclusively for handoff requests.  Such approach requires the determination of an optimum 
number of guard channels, acknowledgement of the traffic pattern in the area, the existing connections in 
the neighboring radio covering zone, and estimation of the channel occupancy time distributions.  This will 
enable the BS to approximately reserve the actual amount of resources for handoff requests and thereby 
accept more new calls as compared to a fixed scheme.  Another alternative solution to improve the dropout 
performance significantly is the combination of reserving channels for handoff and queuing of handoff 
requests [7] but it is more suitable to base station with a large radio covering range because of queuing new 
calls result in increased handoff blocking probability and the effectiveness of queuing decreases for small 
radio covering range.  

6.  CONCLUSION 
This paper presented a  new framework that deploys hierarchical MPLS architecture and scalable LSP 
configuration approach in support of mobility and QoS management across multiple heterogeneous 
network domains. The total number of LSPs in a mobile access MPLS domain is related to the number of 
QoS classes supported, since each LSP is shared by multiple mobile hosts with the same QoS class.  In 
order to make the scheme be scalable, the MPLS label switched path (LSP) is designed in multiple 
dimension format. The major attention focuses on the performance evaluation by simulation experiments 
focusing on network mobility in terms of new call blocking probability and handover blocking probability, 
which are the most important technical terms being commonly used for the performance evaluation in 
mobile networks. Handoff priority implemented as guard channels is used to improve system performance.   
The simulation results clearly indicate the advantage that the proposed framework using LSP concept is 
flexible, scalable and efficient in support of mobile host handoff across heterogeneous network domains. 
After handoff, continuous QoS can be maintained by using the pre-established LSP between BS and AGW.  
The scheme does not require re-registration between mobile host and AGW when mobile host moves from 
bases station to base station as long as the mobile host remains inside of this middleware platform coverage 
area. On the other hand, this eliminating registration is able to reduce the overhead for handoff and QoS 
management between mobile host, BS and AGW, which is an important advantage able to increase network 
scalability and efficiency in support of large volumes of mobile hosts. 
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Abstract: Under the powerful support from 

government, together with the progress of 3G 

business, 3G terminals, and the popularity of 

the animation product itself, Chinese mobile 

animation consumer market makes a rapidly 

progress. Mobile multimedia animations are 

some what different from the conventional 

"decent" cartoon films or televisions. These 

mobile products often work with light comedy 

to "open the window and lightly breathe". By 

re-creation a funny shape of who personal 

character to increase the entertainment 

atmosphere and meet the "debris-style 

refreshing after work". This paper proposes a 

way to fit the target above. First applied sine 

function as parameter to design a nonlinear 

scaling template, and then project a small 

un-rectangular grid of the source image to a 

linear rectangular grid to build a twist image. 

By using this non-linear stretch and project, a 

normal picture may be re-created as a funny 

cartoon character and meet different users’ 

enjoy hobbies. 

Key words: Mobile Cartoon； Image Stretch； 

Digital Image Processing 

 

1、Introduction
¶
 

Under the powerful support from 

government, together with the progress of 3G 

business, 3G terminals, and the popularity of 

the animation product itself, Chinese mobile 

animation consumer market makes a rapidly 

progress. 

China has more than 800 million mobile 

phone users, even if only 5% of them use 

mobile animation, this market size is very 

optimistic indeed. Data show that mobile 

phone users in the country, 35 young people 

under the age of majority. This group includes 

students, fashion youth and white-collar 

workers; many of them are loyal fans of 

animation. 

These mobile products often work with 

light comedy to "open the window and lightly 

breathe". By re-creation a funny shape of who 

personal character to increase the 

entertainment atmosphere and meet the 

                                                        
¶ This research was supported in part by National 
Technical Supporting Project Foundation of China 
(2007BAH14B04) 

"debris-style refreshing after work" greatly. [1, 

2, 3]  

This paper proposes a way to fit the target 

above. First applied sine function as parameter 

to design a nonlinear scaling template named 

as a twist template. And then project a small 

un-rectangular grid of the source image to a 

linear rectangular grid to build a twist image. 

The first grid above is in the twist template, 

and it is located by the X, Y Coordinates of 

the left-top and right-bottom corners of this 

grid. By using this non-linear stretch and 

project, a normal picture may be re-created as 

a funny cartoon character and meet different 

users’ enjoy hobbies. 

2、Technical Procedure 

2.1 Design a nonlinear template  

Step1. Face to an image with a width of 

W and height of H, we design an L lines and 

C columns rectangular (linear) grid template 

named as SquareTemplet. The length of 

square grid is S, so we have: 

SSSWC */)1)/(( +=  

SSSHL */)1)/(( +=  
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The template records the X and Y 

coordinates of each grid left-top endpoint as: 

SjxjCiletSquareTemp *].*[ =+  

SiyjCiletSquareTemp *].*[ =+  

Here i and j is the series number of the 

line and column of this grid in square 

template. 

Step2. Design a twist template for the 

same image. This template is a nonlinear grid 

template named as TwistTemplet below. It 

records the X and Y coordinates of each grid 

left-top endpoint as:  

dxSjxjCietTwistTempl +=+ *].*[  

dySiyjCietTwistTempl +=+ *].*[  

Here, 

)*)sin((* XalphaXshiftiXamplifydx +=    (1) 

)*)sin((* YalphaYshiftjYamplifydy +=    (2) 

CXalpha /*2 π=                     (3) 

LYalpha /*2 π=                    (4) 

Xamplify and Yamplify in formula (1) 

and (2) are the amplify coefficient in direction 

X and Y of sine function, and also these 

coefficients describe a twist degree in 

direction X and Y. Xshift and Yshift are the 

shift of sine in direction X and Y. Xalpha and 

Yalpha are the radian of every grid in direction 

X and Y. 

2.2 Set all parameters just on time  

Analysis formula (1) and (2), you may 

find that if the parameters, such as Xamplify, 

Yamplify and dx, dy, are all set to zero, the 

twist template degenerates into a linear 

square template.  

The suitable range of Xamplify and 

Yamplify are 0～ 1.5. Among them, the 

values below 0.5 are for the mild twist, 

moderate values of about 0.9, and if these 

value are larger than 1.3, it may introduce to 

a severely twist (for example, when 

Xamplify and Yamplify taken 1.3, a seriously 

twist image happened, see Figure 1(e) ). 

Xshift and Yshift parameters in sine 

function decide the twist shift in the X, Y 

direction, and its value may choice from 0o to 

90o . 

In our program, a user can set parameter 

values immediately as his needs. Not only 

these four set parameters can set values in 

continuous mode, but also the parameter 

values may different in direction X and Y. As 

a wonderful result, by select different values 

and make them in different combinations, an 

image may re-create to a lot of different funny 

pictures, even some of them in much 

unexpected effects. Fig 1 shows some 

different twist templates (in convex curves) 

and their effects.

           

(a)                (b)              (c)             (d)          
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            (e)            (f)                (g)                (h)  

Fig 1 different twist templates (in convex curves) and their effects  

Due to space limitations, we can not show 

more images with different effects in this 

article. Table1 lists different parameter values 

in setting TwistTemplet template and its serial 

numbers of distorted image: 

Table 1 different parameter values and corresponding different image numbers  

Image number Xamplify Yamplify Xshift Yshift 

1(a), 1(b) 0.5 0.5 0 0 

1(c), 1(d) 0.5 0.5 90 0 

1(e) 1.3 1.3 0 0 

1(f) 0.3 1.3 15 75 

1(g)  0.5 0.3 35 70 

1(h) 1.2 0 70 0 

 

Fig. 1(a) shows: when set Xshift to 0, 

corresponding nonlinear template grids in 

the upper ear area becomes narrower in 

direction X, and cause fig.1 (b) in 

corresponding area extended. On the other 

hand, fig. 1(c) taken Xshift equals 90o, 

nonlinear template in the same grids 

becomes wider, so cause fig.1 (d) became 

narrow in the corresponding area. It is clear, 

that different parameters values may cause 

very different effects even in opposite 

manner. 

 

2.3 Do twist operation on a picture to 

form distorted face 

Section 2.1 above, we have established 

two templates: a SquareTemplet and a 

TwistTemplet. In this section, we describe a 

self-designed function named as bkTwist 

(meaning Block Twist) to finish the desired 

twist operation. The bkTwist function 

traverses on all grids in the whole template, 

to realize a panoramic non-linear stretch 

result and get some panoramic distortion 

effects. 

To deal with this function, we first 

define two titles below: 

l Be-rendered block: it is a target 

block in the target image and corresponds to a 

grid in the square template. 

l Projection block: it is a source block 

in the source image and corresponds to a grid 

in the twist template. The local-image in this 

block is project (in an interpolation mode) to 

the area of be-rendered block. 

Operation: by call "bkTwist" function 

implements twist operation on each 

be-rendered block. That is do one-by-one 

interpolated distorted projection operations 

from every projection block to every 

be-rendered block.  

The detail of "bkTwist" function may 

describe as follow: 

Step1. The left-top X, Y coordinates of this 

be-rendered block are determined under the 

line number i and column number j according 

the formula below: 

scalejxij ×=
 

scaleiyij ×=
                    (5) 

Step2. The left-top and the right-bottom X, Y 

coordinates of this project block are 

determined under the line number i and 

column number j according the formula below 

(also see fig. 2): 
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xjCietTwistTemplLxij ].[ +×=  

yjCietTwistTemplLyij ].[ +×=       (6) 

xjCietTwistTemplRxij )].1()1[( ++×+=

yjCietTwistTemplRyij )].1()1[( ++×+= (7)

(Lxij, Lyij)
(xij, yij)

(Rxij, Ryij)

 

Fig 2 the relationship between a be-rendered 

block and a projection block 

 

Step3. Find out the derivative of each 

projection block in both X, Y direction: 

scale
LxRxdx ijijij )( −=

, 

scale
LyRydy ijijij )( −=

            (8) 

Step4. Find out the Y coordinate yp  on 

every line ( yb ) in the projection block.  

)( ijyijy dybLyp ×+=              (9) 

Step5. Find out the X coordinate xp  on 

every column ( xb ) in the projection 

block. 

)( ijxijx dxbLxp ×+=           (10) 

Step6. Project the source RGB image pixels 

(located with 
yp and

xp ) onto target 

(located with 
yb and

xb ). In other word, 

take assignment operation on every pixel, 

one by one from source to target. The source 

input indicator and target output indicator are 

calculated as fellow: 

shiftpixelBytepLineBytepgIpt xy +×+×+Im

                              (11) 

shiftpixelByteblineBytebgOpt xy +×+×+Im

                                (12) 

Here, ImgOpt is a target image output 

pointer and ImgIpt is an image input pointer. 

lineByte is the bytes of an image line. And 

pixelByte is the bytes of an image row 

(lineByte and pixelByte are in the same values 

for both output and input image). And shift is 

the offset gradually to RGB image projection 

operation, respectively, 0, 1, 2. 

 

3.  Conclusion 

This project is designed to re-create funny 

mobile cartoon characters. The core of this 

project is doing nonlinear stretch operation 

according the assigned parameter values on 

TwistTemplat.  

Through our practice we found that the 

operating parameters: Xamplify, Yamplify 

and Xshift, Yshift have a great influence on 

the twist results. Some of them may get 

strongly unexpected effect. Readers are 

welcome to try and to prove this conclusion. If 

you have any question or need the source code 

you are welcome to contact us with E-mail.  

The inadequacies of this paper want to be 

criticized and corrected.  

We would like to thank the State Science 

and Technology Support Program and the 

Ministry of Culture to support the project. 
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Abstract - With the rapid increase of mobile users and the 
further development of mobile communication, mobile e-
business has become a hot trend nowadays. Among all these 
applications, mobile payment is the cornerstone and motive 
power of mobile e-business. Compared with other channels, 
such as website, SMS, wap etc., mobile phone client is the 
most important channel for mobile payment, and it has many 
advantages on portability, user experience and convenience 
indeed. This paper puts forward a way on mobile client 
solutions and emphatically focuses on the architecture and 
key problems. Actual operation situation shows that such a 
system has a good safety and practicality, and may become 
good payment tool for the mobile e-business applications. 

Keywords: Mobile e-business, Mobile phone client, Security, 
Terminal adapter, UI design 

 

1 Introduction 
With the progress of science and technology, especially 

the wide application of Internet technology, mobile e-
commerce has become a new branch in e-commerce field. 
From the application point of view, its development is 
complementary to wired e-commerce and it is a new form of 
e-commerce development. 

The mobile e-commerce refers to electronic transactions 
via mobile phones, personal digital assistant (PDA) and other 
mobile communications devices. It fully supports Internet 
services. Users can use the smart phone or PDA anytime, 
anywhere to find, select and purchase goods and services, and 
make use of electronic means to achieve payment. Mobile e-
commerce has become a new model of world economic 
development and has broad development prospects [1, 2].  

Mobile payment is the core of mobile e-commerce 
system. Mobile client has great significance for changes of 
payment means, expansion of payment scope, improvement of 
payment security and improvement of customer 
satisfaction[3].This paper presents a mobile client solution for 
mobile e-commerce and emphatically introduces the 
architecture of mobile client and the key issues to be resolved. 

 
† This research was supported in part by National Technical 

Supporting Project Foundation of China (2007BAH14B04)    

2 Architecture  
As Fig1 shown, the mobile client system is divided into 

front-end and back-end. 
• Mobile client front-end: The front part is mainly 
responsible for the user interface to show as well as the 
legitimacy check of a small amount (for example: the 
legality of the transaction amount and date). The front 
part is not responsible for business logic processing. In 
order to meet client requirements for business expansion, 
the entire front part is built on the basic framework for a 
variety of plug-ins (or applications). 

The basic framework is responsible for support 
functions of front-end. Corresponding plug-ins perform 
the implementation of a variety of applications and 
business. This design not only ensures that the client 
application can get a good scalability but also decreases 
the size of client install package. The basic framework 
consists of plug-in layer and protocol layer. Through the 
protocol layer, Plug-in layer provides a variety of plug-
ins or applications for presentation layer. The protocol 
layer provides the underlying support for the basic 
framework. 
• Mobile client back-end: Back-end is mainly 
responsible for providing strong data support for front-
end. Logically, it is composed of back-end application 
layer, service layer and data layer. 

Back-end application layer provides a variety of 
background management functions, including plug-in 
application management, content query management, 
content distribution management and statistical analysis. 
Service layer provides a variety of services for support 
functions, including file services, data synchronization 
services, adaptation services and so on. Data layer 
provides data which Back office systems needs. 

3 Research on Key Technologies 
There are some key technology issues to be solved 

during the construction process of mobile electronic payment 
client system. We put forward our solutions combined with 
the characteristics of mobile payment after we fully study 
many traditional solutions. These research and solutions for 
key technology have played a crucial role in the mobile client 
system’s building. The following discussion will focus on  
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Fig1 the architecture of the mobile client system

 
safety issue, the terminal adapter and UI design. 

3.1 Security Solution 

Due to the special nature of mobile e-commerce, 
mobile e-payment security is particularly important. 
Security issue has become the most critical factors for 
mobile e-commerce success [4]. During the building of the 
system, we put forward practical solutions to solve the 
access control, access security, data storage security and 
availability. 

In access control, we mainly use user name and 
password authentication because payment business quota 
has  been controlled from business requirement. Client 
software randomly generates transfer key which are stored 
in memory of mobile phone. The client uses the server 
public key encrypted with transmission key. The back-end 
authentication platform converts login PIN or payment PIN 
into cipher text to be tested which is encrypted with PVK. 
Access control involves password initialization, login 
password’s authentication and payment password’s 
authentication. Among these processes, payment 
password’s authentication process is the most important 
and it is shown as Fig2. 

Mobile Client Authentication Platform

Send transaction request

Input payment PIN

Generate transfer key

Generate cipher text to be verified

verify cipher text

Return transaction result

    
Fig2 the process of payment password’s authentication 

   Specific steps are described below. 
1) User inputs payment PIN (at this point, the user has 
logged in) 
2) Mobile client randomly generates transfer key. 
3) The client uses the server public key encrypted with 
transmission key (public key has been downloaded in the 
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Fig3 the process of dynamic adaptation 
login process and stored in memory). Payment pin is  
encrypted with transfer key. These two parts together 
constitute cipher text of payment Pin. 
4) The mobile client transfers payment PIN cipher text along 
with transaction request to back-end authentication platform. 
The transaction request includes transaction type of payment 
PIN. 
5) Back-end authentication platform invokes encryption 
machine interface to convert payment PIN into cipher text 
to be verified with PVK encryption. 
6) Mobile payment platform verifies cipher text. 
7) Authentication platform returns transaction result to the 
mobile client.  
We also take other aspects in security solution into account. 

In communications security, we use the HTTPS security 
protocol to communicate with the backend server. In data 
storage security, we present strict requirements for sensitive 
data stored in the mobile terminal. Password in the client 
Appears only in the memory and should be deleted 
immediately after is verified. In the client availability, some 
measures also are taken to provide security protection. These 
measures include exception handling for call, power 
interruption and network interruption during transaction 
process. 

3.2 Terminal adapter 

As the core technology of mobile payment client, terminal 
adapter is a self-adaptation technology for mobile terminal. Its 
main function is identifying different types of mobile phone.  
According to operating system, screen size and pixels, it is 
responsible for converting UI design to display UI for 
meeting different terminal feature. In addition, the terminal 
adapter provides good scalability for terminal library and 
dynamic analysis based on basic terminal information. In the 
construction of the mobile payment client, the dynamic 
adaptation is used and the main process is shown as Fig3. 

Specific steps are described below. 
1) Administrator uploads resources packages of mobile 

client UI to terminal version server. 
2) Client with terminal basic information requests version 

server for suitable version. 
3) According to basic terminal information, version server 

obtains the most suitable UI resource package. 

4) Version server returns the most suitable UI resource 
package to the mobile client.  

5) The mobile client uses local UI engine to display UI. 

3.3 UI Design 

Visual effects for UI and usability for software operation 
are the key factor for product success. Excellent UI design 
can give the user bring a very good product experience and 
increase user stickiness for the product [5]. 

Compared to the traditional desktop and web design, the 
most significant constraint in product design of software 
product for mobile phone is the design space sharply reduced. 
It is the design goal of mobile client UI to better display 
complex functions on the small mobile phone interface. It 
demands UI elements need to maintain clear, reasonable, 
simple, and nice. So the basic layout of the design becomes 
particularly critical. 

Button layout and label layout are the most important 
layout of client UI design. Button layout is suitable for 
application with independent functions and clear structure. 
The main advantage of button layout is nice and simple. 
Button layout also can effectively organize multiple functions 
of applications. The drawback is that there are more steps for 
switch between different functions. Switch between different 
functions becomes very complicated when each function 
interface is more complex and hierarchy is deeper. For this 
case, each time user has to return to main interface for 
accessing other functions. These inconvenient operations 
bring about bad user experience. 

Label layout can solve the problem of function discrete 
in button layout. Label layout is very suitable when functions 
are very close each other and user need to frequently switch 
between the various functions. However, the current cursor 
may remain in the body when label page is more complex. 
For this case, a lot of additional key operations will bring 
about since user has to move the cursor to the label. These 
additional key operations will inevitably cause bad user 
experience [6]. 

In order to combine the advantages of button layout and 
labeling layout, we adopt the hybrid layout in the design of 
mobile payment clients. The main navigation uses label layout 
to switch between different functions and each label uses 
button layout. The hybrid layout can better organize different 
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functional key. In this layout, user can very conveniently 
switch label or move between buttons. Throught the layout, 
all functions of mobile payment client could be clearly 
displayed on the phone and it is very convenient for user 
operation. The layout is shown as Fig4. 

 
Fig4 the hybrid layout 

4 Conclusion  

This paper presents the solutions of mobile client based on 
mobile e-commerce. The key issues to be resolved in the 
process of building the system are discussed based on the 
introduction of the architecture of the system. These key 
issues mainly include client’s safety issue, the terminal 
adapter and UI design. Actual operating condition shows that 
the mobile e-commerce client has a good safety and 
practicality, and could be an excellent tool for mobile 
payment applications. 
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Abstract - We propose ERoS, an energy-efficient protocol
that greatly improves the lifetime of cluster-based wireless
sensor networks. The central idea in ERoS is to restrict the
cluster head to cluster management, and offload aggregation
and transmission functions from the cluster head to other
appropriately chosen nodes. Cluster heads are self-selected
randomly in ERoS, using a single probability parameter, so
that clusters are formed autonomously and in a distributed
manner. Cluster distribution is uniform in ERoS since we use
a crowding distance check to ensure that clusters are
sufficiently spaced apart. Energy consumption is uniform in
ERoS, since it distributes energy-intensive roles across several
nodes, and rotates clusters (and roles) across nodes in the
network. We present analytical and simulation results
comparing ERoS with other protocols, and show that it
outperforms competing methods.

Keywords: Energy-efficient Protocol, Lifetime, Cluster Head,
Aggregation and Transmission Functions.

1 Introduction
Wireless sensor networks (WSNs) usually comprise a

large number of tiny, inexpensive battery-powered sensor
nodes. Such networks typically deployed over a wide region
in order to measure physical properties, such as temperature,
sound, humidity, pressure, luminosity and concentration of
chemical materials, and so on, with acceptable accuracy and
reliability. The nodes detect the values of the parameters of
interest from the environment and transmit the collected data
to a base station (BS) for further analysis and processing.
Sensors have been effectively applied in combat scenarios,
habitat monitoring, home security, smart hospital care, real-
time communications, and so on [1-5]. WSNs comprise a
large number of battery-powered devices, so energy-efficient
network protocols are critical in WSN applications.

Various routing protocols have appeared in the literature
for WSNs, and can be classified as direct, multi-hop relay, or
as based on clustering. The direct transmission (DT) [6] and
minimum transmission energy (MTE) [7-8] methods are easy
to implement, but do not result in well-balanced distributions
for node energy consumption. Since some sensor nodes die
quickly, data for a part of the sensor field may not be detected,
resulting in insufficient sensed information for analysis across

the field. In the DT protocol, sensor nodes transmit their
sensed data directly to BS in a single hop. This is inefficient,
since single-hop transmission requires a lot of energy. Nodes
located far from the BS will be particularly affected, and will
dissipate their energy very quickly. In the MTE protocol, data
packets are sent to the BS by way of multi-hop relay. As a
result, nodes located near the BS die first, since they
frequently relay data for remote nodes. Simulation results for
both these protocols appear in [9]. It appears clear that a
clustering communication protocol could be a better approach
to extending node lifetimes [10].

The first low-energy adaptive clustering hierarchy was
LEACH, proposed by Heinzelman et al. [9, 11]. LEACH
dynamically creates clusters with cluster heads (CHs) in the
set-up phase, using a threshold function T(s). Nodes sense
data and transmit them to CHs using a time division multiple
access (TDMA) MAC protocol. The CHs also aggregate data
received from their cluster members, and then forward them
to the BS. From the simulation results of Heinzelman et al.,
each node tends to dissipate the same level of energy over
time, since the CHs role is periodically rotated among all
nodes. However, LEACH did not consider the states of
neighbors nor energy status during CH selection. Therefore,
Heinzelman et al. also proposed a centralized LEACH
protocol, called LEACH-C, to control CH selection using a
centralized clustering algorithm. Each node sends its location
and energy information to the BS during the set-up phase, so
the BS can determine the optimal clusters of nodes by
minimizing the amount of energy required for nodes to send
data to their respective CHs, using a simulated annealing (SA)
method. However, LEACH-C results in limited gains in
network performance [11]. Younis and Fahmy proposed a
hybrid, energy-efficient, and distributed clustering approach
(HEED) to improve the performance of long-lived ad-hoc
sensor networks [12]. HEED periodically selects CHs based
on node’s residual energy and a secondary parameter. As a
result, the protocol is more effective in prolonging network
lifetimes, as compared to DT and LEACH. Misra et al. [13]
proposed EEEAC, an enhanced energy efficient adaptive
clustering protocol based on the residual energy of each node
in the network. They pre-divide the network domain into
several sub-areas, and assign a single CH in each sub-area.
Their results demonstrate that EEEAC results in more
balanced energy dissipation.
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Lindsey and Raghavendra have proposed PEGASIS, a
power-efficient gathering in sensor information system [14],
which is a chain-based power efficient protocol based on
LEACH. Each node receives data from its neighbors,
combines this data with its own, and then transmits the
aggregated data to its neighbor in the chain. Although
PEGASIS is more robust and shows better performance than
LEACH, the protocol collects information from the entire
network, so that it incurs high maintenance cost. Also, the end
nodes in the chain become network bottlenecks. A threshold
sensitive energy efficient sensor network protocol (TEEN) [15]
uses a hard threshold and a soft threshold to determine a
node’s decision of data transmission to CH. The protocol is
quite good for time-critical applications.

2 Energy-efficient communication
protocols
In this section, we briefly describe how CHs are selected

in LEACH, and then present an improved adaptive clustering
protocol with dynamic load-sharing assignment. This work
assumes that the BS is static and located far from the sensors
with a high enough energy. Moreover, all nodes in the
network are homogeneous and distributed uniformly over the
sensor field with limited energy, the links between nodes are
symmetric, and the communication of all nodes is able to
reach the BS.

2.1 Clustering hierarchy in LEACH
LEACH is a stochastic cluster head selection algorithm,

which selects CHs dynamically and periodically according to
a threshold in every round. The operation of LEACH is
divided into several rounds, each round consisting of set-up
and steady-state phases. To reduce data transmission costs,
each node transmits its sensed data to the closest CH. The CH
for each cluster receives and aggregates the data from the
cluster members and then transmits the aggregated data to the
BS through a single-hop relay. The clustering hierarchy in
LEACH is shown in Fig. 1.

Figure 1. Clustering communication protocol of LEACH in
the wireless sensor network.

As shown in Fig. 2, LEACH uses a set-up phase for CH
selection, and a steady-state phase for time slot scheduling

and data transmission. Each sensor s decides independently of
other sensors whether or not to be a CH, by first choosing a
random number r between 0 and 1 and then comparing r with
a threshold T(s) based on a pre-specified probability p. The
threshold is derived as follows [9]:



















 











otherwise0

sif
)

1
(mod1)T(s

G

p
rp

p

(1)

where G is the set of nodes that have not been CHs in the last
1/p rounds. When a node decides to be a CH, it broadcasts an
advertisement message to the entire sensor field, with its ID
and a header, using a non-persistent carrier-sense multiple
access (CSMA) MAC protocol, to ensure the elimination of
collisions. This message is short, and can be broadcasted to
reach all of the nodes in the network. Non-CH nodes, or
member nodes, choose to join the cluster headed by the CH
with the strongest received signal strength. In the next period
of cluster set-up phase, the member nodes inform the closest
CH that they become a member to that cluster with a join-
request message containing their IDs using CSMA.

Figure 2. Time sequence for the set-up and steay-state phases.

After the cluster-setup sub-phase, the CHs recognize the
number of nodes in their cluster, and their IDs. Based on all
join-request messages received within the cluster, the CH
creates a TDMA schedule in addition to a unique spreading
code, and transmits them to cluster members at the beginning
of the steady-state phase. Thereafter, each node in the cluster
transmits its data packets to the CH only in its pre-specified
TDMA slot to avoid collisions among transmitters using the
same spreading code, and to decrease energy dissipation by
allowing each node to remain in sleep mode except during its
assigned time slot. When all the data packets have been
received, the CHs aggregate and send them to the BS. These
actions are repeated each round.

Although LEACH performs better than the direct and
multi-hop protocols, it has several shortcomings. First, CHs
are randomly selected using (1), without regard to node
energy. Also, the CHs are not well-distributed over the sensor
field; two or more CHs may crowd in a small zone. Finally,
some CHs may be located far from the cluster centers
resulting in more energy dissipation for member nodes in
transmitting their data.
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2.2 ERoS: A proposed randomized clustering
protocol
In current protocols, the CH is responsible for cluster

management, as well as data aggregation and transmission.
This places an excessive energy burden on the cluster head.
Most protocols try to distribute this energy burden across the
network by rotating the CH role between nodes chosen either
randomly, or according to some residual-energy metric. Our
work shows, however, that the use of residual energy in CH
selection still yields sub-optimal energy balance and network
lifetimes.

Based on this insight, we propose a new protocol called
ERoS (Energy-efficiency via Role Sharing), which chooses
CHs randomly in each round, yet achieves excellent energy
balance by off-loading the data aggregation and transmission
functions to other nodes. The cluster head is needed in ERoS
mainly for cluster formation. Data aggregation within each
cluster is performed by an aggregation node AN, and data
transmission by a transmission node TN.

Each round in ERoS is divided into set-up and steady-
state phases, just as in LEACH. The selection CHs is driven
purely by a probability parameter p. Each node picks a
random number r uniformly in the interval [0, 1]. If r < p, the
node advertises itself as a CH.

Since CHs in ERoS are randomly selected, based only
on the parameter p, several CHs could be located near each
other, causing a local imbalance in energy consumption. To
distribute the CHs more uniformly, we perform a crowding
distance check. If a node selects itself as a CH, but hears an
announcement from another CH claimant within a distance
threshold dt (see Fig. 3), it gives up its claim to be a CH and
joins a cluster as already described. The distance threshold dt

used in our work is defined as

np
MM

dt 




4

, (2)

where M is the edge length of a square sensor field, and n is
the total number of sensor nodes. As Figs. 4 (a) and (b) show,
CHs tend to more uniformly distributed in the sensor field
when the crowding distance check is used.

Figure 3. Specified distance threshold (dt) between two
cluster heads.

(a) (b)

Figure 4. Distributions of cluster heads (a) without and (b)
with crowding distance check.

After this crowding distance check, the surviving CHs
advertise themselves to the other nodes in the network via
broadcast messages. Cluster formation proceeds with each of
the non-CH nodes selecting the closest CH, that is, the CH
whose broadcast signal appears the strongest. Picking the
closest CH minimizes the energy required for member nodes
to communicate with the CH. Each node sends a join-request
message to its chosen CH, with its ID, geographical position,
and a header. Cluster formation is complete when all nodes in
the network have joined a cluster.

2.3 Choosing the aggregation and transmission
nodes
The energy required to transmit a wireless message over

a distance d is proportional to d, where the value αdepends
on the channel model. The values = 2 and = 4 represent
the free-space and multi-path fading models, respectively.
Since data is aggregated in ERoS by the aggregation node AN,
the total data transmission energy used by nodes within the
cluster is minimized when the AN is at the center of the
cluster. Accordingly, the AN is chosen by the CH to be the
node closest to the cluster center with residual energy higher
than the average value within the cluster (see Fig. 5(a)). The
AN accepts data packets and aggregates them to eliminate
redundancy for reducing the size of data.

Each CH also selects the node with the highest residual
energy level within the cluster to be the transmission node
(TN), as shown in Fig. 5(a). The TN receives aggregated
packets from the AN and forwards them to the BS. Since the
TN has the highest residual energy in its cluster, it is the best
candidate to transmit data packets to the BS located far from
the cluster. Fig. 5(b) shows how the CH, AN, and TN are
distributed within the sensor field in a typical simulation. Next,
the CH sends a message with the IDs of AN and TN to its
cluster members via a unique sub-area code. Finally, each CH
creates a TDMA schedule and a unique spreading code, and
transmits them to the members of its cluster. Clearly, the CH
plays the role cluster administrator in ERoS.
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(a) (b)

Figure 5. The distribution of CH, AN, and TN in the field.

After clusters have been formed, the steady-state phase
begins, and the network starts its transmitting and receiving
operations. In this phase, all cluster members transmit their
sensed data to the local AN. The time assigned for each data
transmission slot depends on the number of nodes in the
cluster. Except when transmitting, the member nodes remain
in sleep mode to save energy. As described, ANs aggregate
the received data packets and send them to the TN. At the end
of the schedule, the TN receives aggregated data from the
cluster AN, and retransmits them to the BS.

3 Algorithm of present protocols
The pseudo-code of the proposed energy-based adaptive

clustering protocol with efficient transmission routing is
described as follows.

Pseudo-code of the Proposed Protocol
BEGIN
1:Specify the probability (p), number of nodes (n);
2:Einit(s)=E0, s=1,2,…, n;
3:do { //repeat for r rounds
I. SET-UP PHASE
1: trandom(0,1);
2: if (Einit(s)>0) then
3: if (t < p) then
4: CCH{s}=TRUE; //node s be a candidate of CH
5: else
6: CCH{s}=FALSE; //node s not be a candidate of CH
7: end if
8: end if
9: if (CCH{s}=TRUE) then
10: if (distance>distance threshold dt) then
11: CH{s}=TRUE; //crowding distance check
12: else
13: CH{s}= FALSE; //give up to be a CH claim;
14: end if
15: end if
16: if (CH{s}=TRUE) then
17: BC (ADV)  broadcast an advertisement message;
18: Join(IDi, (xi,yi), E(i)); //non-cluster head node i join

into the closest CH
19: Cluster(c); //form a cluster c;
20: GC{c} (xc, yc); //compute the geometric center
21: do{
22: AN{u}=TRUE; //node u be the aggregation node
23: } while (E(u)> (c)E & min{dist(u,GC(c))})
24: do{
25: TN{v}=TRUE; //node v be the transmission node
26: } while (E(v)=max{E(c)})

27: end if
II. STEADY-STATE PHASE
1: If (AN(s)=TRUE) then
2: Receive(IDi, DataPCK) //receive data from members;
3: Aggregate(IDi, DataPCK) //aggregate received data;
4: TansToTN(IDAN, DataPCK); //transmit received data;
5: else
6: If (MyTimeSlot=TRUE) then
7: TansToAN(IDi, DataPCK); //transmit sensed data;
8: else
9: SleepMode(i)=TRUE; //node i at a sleep state
10: end if
11: end if
12: If (TN(s)=TRUE) then
13: Receive(IDAN, DataPCK); //receive data from AN
14: If (MyTimeSlot=TRUE) then
15: TansToBS(IDTN, DataPCK); //transmit data to BS;
16: end if
17: else
18: SleepMode(s)=TRUE; //node s at a sleep state
19: end if
20: } // one round is completed

END

4 Analysis of energy dissipation in ERoS
We use a first-order radio model [9] in evaluating ERoS.

The parameter values used in our simulation model are listed
in TABLE I. According to the radio energy dissipation model
illustrated in Fig. 6, the energy required by the transmit
amplifier ETx(l,d) for transmitting a l-bit message over a
distance d between a transmitter and a receiver is given by
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where mpfsd  /0  expresses the threshold distance, Eelec

represents the energy consumption in the electronics circuit to
transmit or receive the signals, and the terms of 2dfs and

4dmp represent amplifier energy consumption for a shorter

and longer distance transmissions, respectively. To receive the
l-bit message, the energy ERx(l,d) required by the receiver is
given by

elecRx EldlE ),( (4)

64 Int'l Conf. Wireless Networks |  ICWN'11  |



Figure 6. First-order radio model.

We analyze the energy consumption under the first-order
radio model for ERoS as follows. Let a total of n sensor nodes
be distributed uniformly in the sensor field of size M×M (m2),
and be grouped into k clusters. The energy costs required to
transmit/receive control messages are neglected in the
following analyses of energy consumption, since data packets

)(l are far larger than control messages )( ctrll . The energy
required per round for an AN to receive data packets from
member nodes, and aggregate the received data and forward
them over a distance dtoTN to the TN is
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where EDA represents the energy dissipation for aggregating
data. In addition, the energy required per round for a TN to
receive aggregated data packets from AN and forward them
over a distance dtoBS to the BS is
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The energy dissipation for a member node, or a non-
aggregation node, is

2),( toANfselecANnon dlEldlE   (7)

where dtoAN represents the distance between a cluster member
and its AN. Since the nodes are assumed to be uniformly
distributed in the sensor field, the expected value of squared
distance from a member node with coordinate at (x, y), to its
AN, which located approximately at the center of a cluster in
our protocol, is given by

   dxdyyx
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dE toAN )(
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Assuming the shape of clusters is a circle, (6) becomes
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The expectation of 2
toANd in (9) matches that of 2

toCHd in the
work of Heinzelman et al. [11], since they assumed the CH to
be at the center of cluster. This assumption needs to be
corrected, since the CHs are not located at the center of
clusters in most cases. In the general case, the value of 2

toCHd

should be the twice that of 2
toANd [16]. Similarly, the expected

value of the squared distance from the AN to TN, assuming
the TN at ),( yx  , also can be approximated as
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Moreover, the energy dissipated in a cluster is obtained as
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Thus, the total energy dissipation for a round is given by
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where  toBSdE is the expectation of toBSd . Equation (12)
shows that the total energy dissipation is most significantly
affected by the distance between TN and BS, and the size of
the sensor field. The corrected equations for total dissipation
in LEACH are presented in [16] as follows.
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From Eqs (12) and (13), we can see that although ERoS
increases required power by eleclkE2 , this increase is small,
since number of cluster k is small. However, it reduces the

energy consumption roughly by
k

nMl fs





2

2

when nkn  )( .

Therefore, it is beneficial to assign the AN function to a node
other than the CH.

Table I. Parameters of the first-order radio model

Parameters Values
Initial energy (E0) 0.25 J, 0.5 J, 1 J
Transmitter Electronics (Eelec)) 50 nJ/bit
Receiver Electronics (Eelec)) 50 nJ/bit
Data Packet Size (k) 2000 bits
Transmitter Amplifier (fs) if dd0 100 pJ/bit/m2

Transmitter Amplifier (mp) if dd0 0.0013 pJ/bit/m4

5 Simulation results
We distributed the nodes randomly in a MM sensor

field with M = 50 m. The BS was located at (25, 150), (25,
250), and (25, 350) for investigating the effect of BS distance
on our protocol. The probability p was set at 5%, identical to
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the settings in [9, 11]. All our simulations were performed
using MATLAB 6.5 software on the Windows XP platform.
Each simulation was repeated for 30 independent runs, and
the results of the runs averaged. In addition, control packet
sizes for broadcasting packet and packet header were 50 bits
long in the present simulations.

5.1 ERoS simulation and evaluation
TABLE II lists the simulated results obtained using

MTE, DT, LEACH, and present protocol for BS located at
(25, 150). Three initial conditions of energy for all nodes are
prescribed, and the ratios of dead nodes to all nodes at 1%,
20%, 50%, and 100% were recorded during simulations. For
the case of E0=0.25(J), the sensor nodes all died after 284,
119, and 658 rounds in MTE, DT, and LEACH, respectively,
whereas all nodes were still alive till 645 rounds in ERoS.
Moreover, the nodes died evenly between rounds 645 and 686,
with =41 only. In contrast, the values were 282, 65, and
191 for MTE, DT, and LEACH, respectively. It is clear that
energy dissipation in ERoS is far more uniform than in the
other three protocols. Similarly, for the case of E0=0.5(J),
ERoS outperforms MTE, DT, and LEACH for the lifetime of
network. All nodes survived up to 1313 rounds in ERoS, but
no nodes were still alive after 1298 rounds for LEACH.

Table II. Data of lifetimes using different amount of initial
energy and protocols

Node Death Duration of
Node DeathEnergy

(J/node) Protocol
1% 20% 50% 100% (1%100%)

MTE 2 30 78 284 282
DT 54 62 76 119 65

LEACH 467 513 549 658 191
0.25

Present 645 668 678 686 41
MTE 4 56 142 536 532
DT 108 123 153 236 128

LEACH 951 1027 1098 1298 347
0.5

Present 1313 1336 1346 1355 42
MTE 8 106 272 1054 1046
DT 216 246 304 469 253

LEACH 1939 2055 2180 2588 649
1

Present 2677 2699 2710 2719 42

Also in LEACH, the number of surviving nodes stays at
the initial value of 100 before round 951 and then reduces
gradually, with all nodes being dead by round 1298. In this
situation, it is very likely that some regions of the sensor field
were populated by dead nodes only, so no sensed information
was available for such regions. As a result, the data
transmitted to BS could be insufficient for data analyses. For
the case of E0=1.0(J), ERoS showed the best results in terms
of lifetime of network as compared to MTE, DT, and LEACH.
The values of obtained using ERoS are small and within
41—42 rounds. Network lifetimes for the cases of E0=0.5(J)

and E0=1.0(J) are shown in Fig. 7. ERoS clearly outperforms
MTE, DT, and LEACH. Figures 8(a) and 8(b) show that the
distribution of cluster numbers under ERoS is more consistent
than for LEACH. The number of clusters is also smaller than
for LEACH because ERoS uses a crowding distance check.
As a result, the required energy cost for transmitting data
packets to far BS is reduced.

(a) (b)

Figure 7. Comparison of lifetime for (a) E0=0.5(J) and (b)
E0=1.0(J) cases.

(a) (b)

Figure 8. Distributions of cluster number for (a) E0=0.5(J)
and (b) E0=1.0(J) cases.

(a) (b)

Figure 9. Comparison of lifetime for the BS located at (a) (25,
250) and (b) (25, 350).

5.2 Simulation results of BS located at far
positions

We also studied the performance of ERoS when the BS
was located far from the field. We considered two cases, with
the BS located at (25, 250) and (25, 350). The initial energy
for each node was set as 0.5(J). Figures 9(a) and (b) compare
the protocols with the BS located at (25, 250) and (25, 350),
respectively. ERoS showed excellent performance in terms of
lifetime of the network. As the BS moves farther from the
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sensor network, ERoS showed a higher ability to prolong the
network lifetime. The improvements with ERoS are 40.1%
and 66.0% as compared to LEACH, with the BS located at
(25, 250) and (25, 350), respectively. Both DT and MTE
showed a poor performance in the lifetime of network for
these cases.

6 Conclusions
We have proposed ERoS, a protocol for improving the

energy efficiency in WSNs using dynamic role-sharing. The
dynamic role-sharing is realized by reassigning some of the
roles played by the cluster head in traditional protocols to
nodes other than the cluster head. ERoS results in far more
uniformity in energy dissipation than competing protocols.
Nodes self-select themselves to be cluster heads using just a
single probability parameter, so cluster-head selection is fully
autonomous and distributed. In each cluster, the data packets
are received from cluster members by an aggregation node
(AN) located near the cluster center, reducing energy usage
within a cluster. The AN aggregates them and send the
aggregated data to a transmission node (TN), which has the
highest residual energy in a cluster, to ensure that it has
enough power to transmit data packets to far BS.

We also analyzed the total energy dissipation required in
each round in ERoS. ERoS increases the energy expenditure
for electronics slightly, but reduces the transmission energy
between member nodes and their aggregation nodes. Our
experimental results show that ERoS outperforms MTE, DT,
and LEACH in terms of network lifetime and node survival
rates. The nodes died evenly in ERoS. Our experiments show
that ERoS is energy-efficient, and suitable for WSN
applications.
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Abstract— The partial sorting problem is to sort the k 

smallest elements of a given set of n integers such that 1 <k 

<n in descending order. The algorithms that exist in the 

literature for the partial sorting in wireless networking 

solutions are based on single-hop model. In this paper we 

consider a multi_hop sensor network. Initially, we partition 

the network into several levels by using the method of Gerla 

and Tsai. We consider that each node has a data  item and 

two linked lists. Once the network is partitioned with 

multiple levels, each cluster runs the algorithm MaxCluster 

seeking the maximum element in that cluster. Then the 

algorithm Partial_Sorting finds separators (separators are 

identified by the algorithm MaxCluster) and helps to identify 

the remaining elements of the list to be sorted. We give the 

upper bound of our algorithm in terms of broadcast rounds. 

We also extend our approach to the case where each node 

has multiple data items instead of a single datum.  Finally 

Experimental results highlight our approach 

 

 
 Keywords- Sensor Networks; Cluster head; Clustering; 

Partial Sort; Wireless communication.  

I.  INTRODUCTION  

The sorting problem has been extensively studied for 

decades. They proposed different techniques to solve 

this problem. Most of these techniques focus on how to 

sort a set of n elements as quickly as possible. Hoare 

suggested in the early 60's quicksort. Until recently, 

Martinz, Shiau and Yang have studied how to sort the k 

smallest elements of a given set of n elements as 

1 <k <n. MARTINZ showed that this problem is known 

as a partial ordering. Today, due to development of 

personal networks, the wireless communication (WN) 

has become more interesting and attractive. Single-hop 

model is a complete graph and consists of n stations 

where each station listens to all the others. Each station 

in this model can communicate with each other via a 

common channel only. If two or more stations want to 

send messages simultaneously, sending a conflict 

occurs. In this model we assume that each station has 

the ability to detect the conflict. When  

 

 

 

a conflict is detected, the pattern of resolution being put 

in place. 

A. Related work 

Quicksort is one of the most influencing algorithms in 

sorting.  It has been studied and chosen to appear 

among the best ten algorithms in the 20
th
 century [7]. 

The average number of comparisons for the quick 

sorting is O(nlogn+ O(n))[7]. One of the variants of 

quick sorting called median-of-three, runs in 

(12/7nlogn+ O(n)) [7, 12, 13]. The amelioration of 2n 

to 12/7n is proved by Chern and Hwang [3] who 

discussed the generalized quicksort.  Martinez [9] has 

recently introduced partial sorting. The problem is not 

the sorting of n elements, but rather selecting the 

smallest k elements among n elements, 1 < k < n. 

Martinez [9]. 

 

Now, the question is how to resolve the partial sorting 

problem when 1 < k <n. Martinez [9] has proposed an 

algorithm called partial quicksort to solve the partial 

sorting. Shiau and Yang [11], also proposed another 

algorithm “ generalization of partial sorting” for 

resolving the same problem. Both two algorithms were 

based on Quicksort and some of their results are almost 

the same. The main difference between the two papers 

is the original function and the methods of analysis they 

use. The method in [7] consists of selecting the j -th 

element of a file containing n elements. Prondinger [11] 

derives an algorithm to select the k elements j1-th, j2 -

th,…, jk -th. It may also resolve the partial sorting 

problem if we let k selected elements be the k smaller 

elements. 

 

Martinez [9] mentioned that his algorithm can resolve 

the partial sorting problem but with two constraints. The 

first constraint is that k must be large enough. The 

author does not mention what value of k is large 

enough. The second constraint is that the n elements 

must be treated offline. Furthermore, Sedgewick and 

Flajolet [13] show that the standard deviation the 
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number of comparisons used by Quicksort is 0.6n. 

This means that the accuracy of performance prediction 

is not very good and need to be further discussed. 

The first constraint means that some algorithm 

better results than the algorithm of Martinez [9] when 

k is not big enough. The extreme case is when k = 1. Of 

Clearly, resolution of this case, the smallest element 

selected by the algorithm is the best and it will take (n-

1) comparisons. The algorithm of Martinez [9] needs 

2Hn 2n comparisons, where Hn is harmonic number. 

The two algorithms have less selection good results of 

the algorithm when k = 1.  

 

How quickly can we sort the two smaller elements of 

set n elements? A simple method is by executing the 

algorithm that allows the smallest elements fall twice. 

The second iteration will choose the second smaller 

element starting from (n-1) of remaining elements. The 

time of execution of the method of selection is n to 

select the smallest n elements in a set of n elements. 

Generally, this method for researching the k smaller 

elements among n elements needs 
 1

2
[( n − 1) + ( n − k )] k

 

comparisons. It proves that partial sorting loses its 

efficiency with respect to Partial Quicksort when k>=3. 

One can think that the algorithm of Martinez [7] and the 

algorithm of Shiau and Yang [11] may take leadership 

position for k>=3 on the traditional model. It is not the 

case: Shyau-Horng Shiau has proposed an algorithm for 

resolving the partial sorting problem online. The  

algorithm outperforms both algorithms and assumes the 

position of leader k =1 with 

nk
5

3
= comparisons. The algorithm is an 

adaptation of sorting insertion and can be treated online. 

 

Some sorting algorithms for single hop wireless 

networks appeared in the literature [1,4, 8, 10, 14, 15]. 

In [10] a wireless network on p station is considered to 

sort n data items using k channels, k<p. Their algorithm 

runs in )(4 nO
k

p

k

n
++ broadcast rounds 

provided that 
2

p
k ≤ .  

Shiau et al [14]  proposed an algorithm for partial 

sorting in single up network with the number of slot 

time bounded by
6

7
))1(ln(5

6

23
−−−+ knk

 

where k is the number of channels. 

B. Main contribution  

This paper proposes an algorithm for solving the partial 

sorting problem (sorting k, the smallest elements in a set 

of n elements), in wireless multi-hop sensor networks. 

Initially, we consider that each node in the network has 

one and only one data. Once we succeed in solving the 

problem, we proposed  a generalization of our approach 

to solve the partial sorting problem in the case where a 

node can have one or more data items.  Our approach 

does not need to have complex nodes: each node is 

capable of turning a sorting algorithm in order to locally 

select the largest value in the list it holds. More 

precisely we show the number of broadcast rounds for a 

partial sorting problem cannot exceed 

|)log(|||*||
||

**)( maxmaxmax
min

ccc
c

n
PSnO r 








+

 
where 

n is the number of sensors in the network 

S is the st of separators 

Pr is the number of layers obtained after the clustering 

process 

Cmax is the cluster of maximum size among all clusters 

of the different layers. 

Cmin the cluster of minimum size among all clusters of 

the different layers 

 

The rest of paper is organized as follows: the following 

Section presents our approach in the case where each 

node has a single data. Section 3 is a detailed 

description for the generalization for our approach for 

the case when one node has multiple data’s. Section 4 

presents a simulation for our approaches and finally a 

conclusion to our paper. 

II. PARTIAL SORITNG ALGORITHM ON THE MODEL 

MULTI-HOP 

After the network clustering, the method consists for 

each station to send the value it contains to the 

clusterhead, which is its leader. Once the clusterhead 

receives all messages, it seeks the maximum among all 

the received elements. 

We will use the notation < x0 , x1, …, xt >  to denote a 

linked list, where x t  is the head of the list. Let us 

suppose L1 = < x0 , x1 , …, xt >   and L2= < y0 , y1 , 

…, y t > , the notation < L1,L2 >  represents 

concatenation of L1  and L2 , which is < x0 , 

,...,x t, y0,  …, y t > . In the description of our 

algorithm, we also use the term “ data elements “ that 

represents the data given by the station. 

 

A. Clustering algorithm 

We use the algorithm Gerla &Tsai [5] for the 

hierarchical clustering of our network. This algorithm 

consists in finding a set of interconnected clusters. More 

precisely, the topology of the system is separated into 

scattered partitions. Once the network is partitioned, we 

repeat the process until we find a single cluster that is 

named the Super Clusterhead. The decision is based on 

data held by the nodes: we consider that the node holds 

Int'l Conf. Wireless Networks |  ICWN'11  | 69



 

 

the smallest value and prioritize the most adapted for 

this task to be clusterhead.  

 

An interesting point in this algorithm is that the cluster 

head nodes and the ordinary nodes all do the same task 

when working in the construction of cluster. Thus, they 

spend as much energy as each other. The complexity of 

this algorithm is O(|V|), which V, all nodes of the graph 

represent the network. 

 

B. Assumptions 

Let M be a set of data items associated with a network 

which consist of a group of sensors that can 

communicate with each other via a communication 

channel. M is also associated with a graph where 

vertices are the sensors. In this directed graph, there is 

an arc from u to v if u can send a message toward v. We 

assume also that the n nodes are deployed; each nod has 

a data and two linked lists. We consider the following 

notations: 

- M: set of data associated with a sensor network; 

- 
  
UCij

: The tree partitioning of the network M using 

the algorithm of Gerla and Tsai; 

- Pr  :  The depth of tree clustering; 

- Node v: Each node in progressive L'g  and Lg , with   

L'g contains the values hold by their neighbors in their 

cluster, Lg list that contains the most great value in the 

cluster 

- Cij  : The cluster j in layer i; 

- | Cij
| : The size of the cluster j in layer i (number of 

nodes);  

- x ij

k
: Evaluate the hold by the node k in cluster j layer 

i; 

- x ij

c
:  Evaluate the hold by the clusterhead of the 

cluster j in layer i; 

- c, k : Represents respectively clusterheads and 

ordinary nodes; 

- Lg ij

c
:  The chained list that detains the largest values 

of the clusterhead of node cluster j in layer i;  

- Lg = k: Chained list named list of separators, which 

contains the largest values of each, cluster that is part of 

the tree portioning. 

- Lm : Chained list named list of separators, which 

contains the largest values of each, cluster that is part of 

the tree partitioning. 

 

III. DESCRIPTION OF OUR ALGORITHM 

A. Algorithm MaxCluster 

i.- Step 1:  Multi-level clustering 

We use Gerla & Tsai clustering algorithm to yield a 

multi-layer cluster organization: 
  
UCij with Cij  in the 

cluster j in layer i. As mentioned above, it is obvious 

that each cluster has a leader named clusterhead.  
 

ii.- Step 2: Finding the greatest data item of each 

cluster. 

The algorithm MaxCluster is a method of finding the 

maximum: it consists for an ordinary node in a cluster 

to send its value to its cluster head. Once it receives all 

data items, finds the greatest data item among all those 

it received. The cluster heads work in parallel in this 

step. 
 

Step 3: Concatenation method of the data in the 

chained list of cluster head of the cluster using the 

algorithm MaxCluster that is presented in algorithm 

1 below. 
 

 

    Algorithm 1:  MaxCluster 

 

1. Input: ∪Cij where Cij is cluster j in layer i. 

2. Output: Chained list L′g, the list of separators 

3. L
k
ij chained list of node k of cluster j in layer i, 

xmax=NULL, L′g = L′p=NULL, Pr, the depth of 

the tree 

4. For i=1 Until Pr-1 

5. { 

6. For j=1 Until qi  where qi is  the number of 

cluster in layer i. 

7. { 

8. For l=1 Until Cij  

9. { 

10. each sensor in Cij sends its value to its cluster 

head 

11. >=< ij
lc

g
c

g xLL
ijij

,  

12. If maxxx ij
l >  

13. ij
l

xx =:max  

14. } 

15. )(: c
g

c
g ijij

LQuicksortL =  

16. >=< max
'' ,(: xLL gg  

17. } 
18.     } 

19. )(:'
gg LQuicksortL =  

20. Return gL
'  
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B. Partial soritng algorithm 

For distinct n elements, the partial sort problem is to 

find the first k, k ≥1, the most k greatest elements in the 

non-increasing order. Our partial sorting algorithm may 

be represented as a function of recursive research: ( Lg , 

c)= Sort-partial (M, k), where Lg
, is the chained list 

that stores the sorting sequence. c is the number  of 

elements in Lg
 and M represents a set of  data items 

(sensors network). In our algorithm each sensor has 

exactly one data item and maintains two chained lists as 

mention above. Finally, we will get a chained sorting 

list Lg  containing the first greater k elements. For any 

set of  data items, there exists at least one sensor 

network that is its representation 

 

For our partial sorting algorithm, we use the algorithm 

MaxCluster that is a method of researching the 

maximum. A set of elements are considered as 

separators to bring the data items remaining in the 

layers properly. Then the lists of separators will be 

decomposed in the form of intervals. The recursive 

function is based on these intervals in order to identify 

the remaining elements, which will be in the sorted list. 

The algorithm can be represented as a recursive 

function of research framed through interval. Our 

algorithm of partial sort is depicted in the algorithm 2 
 
 

   Algorithm 2: Partial Sort (Lg, c)=Partial-Sort(M, K) 
 

1:  Input: M the set of items to sort (sensor   network) 

2:  Output: chained list Lg that contains the k greatest    

      Values 

3:   Step 1: Hierarchical clustering of the network 

4:   Step 2: Algorithm MaxCluster 

5:   Step 5: Lm=MaxCluster, Lm=<x1, x2, …, xt-1, xt>    

        with xi-1≤xi, 1≤i≤t. 

6:  Set Lg=NULL 

7:   For i=0 Until  
)1(1 −rpg

c
L  

8:   { 

9:    >=< gtg LxL ,  

10: cLg ≥  

11: Return 

12: Else 

13: { 

14: If [ ] )(
)1(11 tpg

c
t xiLx

r
<< −−  

15: [ ] >=< − mpg
c

m LiLL
r

,
)1(1

 

16:   } 

17: } 

18: Return ),( cLg  

 

 

Theorem: The number of broadcast rounds required by 

our partial sorting algorithm in a multi hop Wireless 

sensors networks  cannot exceed  

|)log(|||*||
||

**)( maxmaxmax
min

ccc
c

n
PSnO r 








+

 
Where n is the number of sensors in the network 

S is the set of separators 

Pr is the number of layers obtained after the clustering 

process. 

Cmax is the cluster of maximum size among all clusters 

of the different layers. 

Cmin is the cluster of minimum size among all clusters of 

the different layers. 

 

Proof: 

It is well known that the complexity Gerla and Tsai [5] 

clustering algorithm in terms of broadcast rounds is 
)(VO          

V is the set of sensors of the original network. Since we 

set n as the number of sensors in the network, we have 

clearly  

nVO =)(  (1) 

In our partial sorting algorithm, we have the following 

symbols: 

Pr :The number of layer in the clustering process ; 

ijC : The size of cluster i in layer j ; 

Also note that our partial sorting algorithm uses the 

quick sort technique in the algorithm MAxCluster to 

identify the greatest element in each cluster. The 

clusters in all layers run MaxCluster in parallel. Thus 

the complexity of this algorithm is a function of cluster 

size and is given by the following formula: 

)|log(||| maxmax ijij cc
 

for the clusters in layer j. Note Cmax the cluster of 

maximum size among all clusters of the different layers. 

Thus the complexity of MaxCluster is dominated by 

|log(||| maxmax cc  

We use the following strategy to derive the number of  

broadcast rounds of our partial sorting algorithm : 

max|| ijc :  The size of the cluster that contains the largest 

number of elements from all the clusters in layer j ;  

min|| ijc  : The size of the cluster that contains the 

smallest number of elements from all the clusters in 

layer j; 















min|| ijc

n
 : The largest number of clusters in layer j ; 

One can easily deduce that the largest number of rounds 

in the layer j is: 

)|log(|||*||
||

maxmaxmax
min

ijijij
ij

ccc
c

n
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Note Cmin the cluster of minimum size among all 

clusters of the different layers. Thus the largest number 

of broadcast rounds in any layer is dominated by
  

|)log(|||*||
||

maxmaxmax
min

ccc
c

n









 
 

Since rP  is the number of layers after clustering, we can 

easily deduce that the total number of broadcast rounds 

after clustering cannot exceed  

           

|)log(|||*||
||

maxmaxmax
min

ccc
c

n
Pr 








(2) 

Our partial sorting approach uses a list of separator for 

the construction of intervals of search: let S be the set of 

separators andS the number elements in this set. 

According to (1) and (2), we can conclude that the 

number of rounds of our sorting partial algorithm 

cannot exceed:  

|)log(|||*||
||

**)( maxmaxmax
min

ccc
c

n
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+

 
C. An example  

The input file contains 20 elements, which are {4, 19, 3, 

2, 18, 11, 1, 20, 12, 6, 10, 10, 13, 5, 16, 8, 17, 9, 14, 7, 

15}. Let us suppose we want to sort the largest first 9 

elements. Let us also consider the example of topology 

shown in Figure 1 for a good understanding of the 

construction method. Subsequent to partitioning to 

several level we obtain Figure 2, where we find a tree 

composed of a set of clustering that are: {10, 2}, { 30, 4, 

11}, {100, 12, 13}, {140 , 15, 16, 17}, { 50, 6, 7, 8, 9}, 

{180, 19, 20}, {11, 3, 18}, { 51, 10, 14}, {12, 5}, the 

index represents the layer in the tree partition. 

 

From here, it is easy to set up that any node, at the end 

of the algorithm, finally got to take but single cluster. 

Indeed, the identifier of the cluster to which the node is 

reattached is either holds the value of the node itself, or 

the greatest value holds by its neighbors. It is also 

important to note that with this algorithm, even in a 

cluster, two nodes are at most at a distance of 2 hops 

from each other. For this, it is enough to consider 

several nodes of the same cluster. Each node must be 

able to directly reach the Clusterhead of his cluster. 

Thus, two nodes of the same cluster must be at distance 

of at most 2 from one of the other. 

 

 
 

 

Fig. 1. Network that represent the data set. 

 

As already mentioned above, our algorithm proceeds 

through the hierarchical partitioning of the network, 

which corresponds to the whole data elements. The 

following figure shows the results of the hierarchical 

clustering applied to the network, which represents the 

whole data’s. 

 

 

 
Fig. 2. The hierarchical tree corresponds to the data set. 

 

 

For example, the input file contains 20 elements, which 

are {4, 19, 3, 2, 18, 11, 19, 20, 1, 6, 10, 13, 5, 16, 8, 17, 

9, 14, 7, 15}. Let us suppose we want to sort the first 9 

greatest elements. The whole process is shown in Fig. 3. 

After the execution of the algorithm MaxCluster, we 

find the greater elements, which are 20, and the list 

separator composed is as follows: ((2, 9, 11, 13, 17, 20). 

Once have the separator list, we can easily construct 

intervals for the rest of elements to be sorted. These 

intervals are:  [17 20], [13 17], [11 13], [9 11] and [2 9]. 

The algorithm of partial sorting is called in a recursive 

manner with each of these precedent intervals. For the 

first interval, we find the two elements 18, 19 that will 

be injected into the set containing the sorted sequence. 

The partial sorting algorithm stops once the size of the 

whole stuff Lg = k . 
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Fig. 3. An example of partial sorting algorithm with 20 elements. 

 

 

IV. GENERALIZATION OF OUR PARTIAL  SORTING 

ALGORITHM ON THE MODEL MULTI-HOP 

In this section  we genralize our algorithm the general 

soritng problem on the multi-hop. For  this, we consider 

that the sensors the network can contain multiple data 

items. These data items must be sorted in a linked list. 

So we end up with a system which is composed of p 

sensors, in which the a entire sequence of n elements 

such that p < n is stored. 

 

For this generalization, we model our network sensors 

such that each node contains three-linked list of data 

items. These lists are Lc , L'g  and Lg
. Lc   is the list of 

data items contained in their clusters and Lg is the list 

that contains the greatest data items in the clusters. 

 

The algorithm of generalization ( LgG
, c) is based on 

our algorithm for the classical sorting problem part. It 

assumes that each node in the network contains one and 

only one data item. The algorithm for generalized 

sorting problem uses the partial search method 

developed earlier in MaxCluster.  

 

We can describe the stages of our algorithm as follows: 

 

STEP 1: Hierarchical Clustering the  networks by using 

algorithm Gerla & Tsai;  

STEP 2: The partial sorting algorithm ( LgG
, c) = ( Lg

, 

c)= Partial-sorting (M, k). 

V. SIMULATION RESULTS  

To evaluate the accuracy of our algorithms compared to 

the results of the theoretical analysis that exists in the 

literature for sort partial, we perform simulations of our 

approach. Our algorithm has been executed on the 

platform OMNET ++ 4.1 with a network of sensors. 

The sensors are distributed in a uniform manner. Fig. 4 

show the simulation of our approach to sort partial a set 

containing 1000 data, each sensor has one and only data 

item. 

For the generalized approach for sort partial, we have a 

variable p that represents the number of data items held 

by a sensor. Fig 5 show the results for p=10, p=20 and 

p=40. 

 
 

Fig. 4. Simulation performance of our sort partial 

approach with 1000 elements. 
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Fig. 5. Simulation performance of our generalized sort 

partial approach with 1000 elements and p=10, p=20 

and p=40. 

 

The simulation results show that our algorithms match 

the theoretical bound. The simulations also show that 

when we need to sort the first k largest elements, not all 

elements of the set, our approaches can be good 

choices. 

VI. CONCLUSION 

The main motivation of this work is to give a solution 

of the partial sorting problem in multi-hop sensor 

networks. Our algorithms are the based on multi-layer 

clustering of the sensor network based on the algorithm 

of Gerla & Tsai. The first approach resolves the 

problem of partial sorting with a number of broadcast 

rounds not exceeding 

|)log(|||*||
||

**)( maxmaxmax
min

ccc
c

n
PSnO r 








+

 
where 

n is the number of sensors in the network 

S is the st of separators 

Pr is the number of layers obtained after the clustering 

process 

Cmax is the cluster of maximum size among all clusters 

of the different layers. 

Cmin the cluster of minimum size among all clusters of 

the different layers 

 The second algorithm provides a generalization of first 

approach to the classical sorting problem. This 

generalization for the partial sorting problem consists in 

assuming that each node that is part of the network may 

contain several data items. 
 

 

 

 

 

 

 

RE FE R E NC E S 
 

[1] J. L. Bordim, Koji Nakano, and Hong Shen Sorting on 

Single-Channel Wireless Sensor Networks. Proceedings of the 

International Symposium on Parallel Architectures, 

Algorithms and Networks (ISPAN.02). P. 133-138, 2002 

[2] H. H. Chern and H. K. Hwang Phase changes in random 

m-ary search trees and generalized quicksortIn Phase changes 

in random m-ary search trees and generalized quicksort, 

Random Structures and Algorithms, Vol. 19, pp. 

316358,2001.  

[3] H. H. Chern and H. K. Hwang Transitional behaviors of 

the average cost of quicksort with median-of-(2t+1) In 

Algorithmica, Vol. 29, pp. 4469,, 2001  

[4] R. Dechter and L. Kleinrock. Broacast communication and 

distributed algorithms, IEEE Transactions on Computers, C-

35, 210-219, 1986 

[5] M. Gerla and J T.C. Tsai. A “Multicluster, Mobile, 

Multimedia Radio Network “, Wireless Networks, vol. 1, 

no.3, p. 255-265, 1995  

[6] C. A. . Hoare Find, (algorithm 65). In Communications of 

the ACM, Vol. 4, pp. 321332, 1961.  

[7] J. JaJa A perspective on quicksort,In Computing in 

Science and Engineering,2000.  

[8] J. M. Marberg and E. Gafni. Sorting and selection in 

multi-channel broadcast neworks, ICPP, pp. 846-850, 1985 

[9] C. Martinez Partial quicksort,In Proc. of the 6th ACM-

SIAM Workshop on Algorithm Engineering and Experiments 

and the 1st ACM-SIAM Workshop on Analytic Algorithmics 

and Combinatorics, pp. 224228, 2004.  

[10] K. Nakano, S. Olariu and J. L. Schwing Broadcast-

Efficient protocols for Mobile Radio Networks. IEEE T.P.DS., 

vol.10, pp.12, 1276-1289, 1999 

[11] H. Prondinger Multiple quickselect - hoares nd algorithm 

for several elements In Information Processing Letters, Vol. 

56, No. 3, pp. 123129, 1995.  

[12] R. Sedgewick Algorithms In C. USA : Addison-Wesley 

Publishing Company, 3 ed., 1998.  

[13] R. Sedgewick and P. Flajolet An Introduction to the 

Analysis of Algorithms. In USA : Addison-Wesley Publishing 

Company,1996.  

[14] Shyue-Horng Shiau and Chang-Biau Yang. 

Generalization of Sorting in Single HopWireless Networks. 

IEICE Trans. Inf. annd Syst., Vol. E89–D, no.4 , p. 1432-

1439,  2006 

[15] C. B. Yang, R. C. T. Lee and W..-T. Chen. Conflict-free 

sorting algorithms under single and multi-channel broadcast 

communication models. ICCI, LNCS 497, P. 350-359, 1991. 

 

 

 
 

 

 

 

74 Int'l Conf. Wireless Networks |  ICWN'11  |



Energy Efficient Clustering Algorithms for Wireless Sensor Networks  
 

S. Cui and K. Ferens 
Department of Electrical and Computer Engineering 

University of Manitoba 
Winnipeg, Manitoba, Canada 

umcuis@cc.umanitoba.ca, ferens@ee.umanitoba.ca 

  
Abstract— Four novel methods for improving the energy 
efficiency of clustering algorithms for wireless sensor 
networks are presented. The first method uses a single 
parameter, residual energy, to determine cluster head 
suitability in a passive cluster head election process; this is 
intended for energy constrained applications. Second, 
gateway nodes are allowed to distribute their sensor 
readings across different cluster heads, to better balance the 
service load. Third, this paper shows that up to a maximum 
of six new re-elections may only be required due to a single 
cluster head resignation, and, therefore, the algorithm is 
scalable. Forth, a sensing window is applied in TDMA slots 
to improve the energy efficiency of intra-cluster 
communications. MATLAB simulations show that the 
proposed algorithm has longer lifetime than basic passive 
clustering, and has improved intra-cluster communications 
scheduling (i.e., better energy efficiency). 

Keywords- Wireless Sensor Network; passive clustering; 
energy efficient clustering, re-election bound, TDMA. 

1 Introduction 
Recent discoveries of alternative and relatively less 

expensive sensor technologies, developments of energy 
efficient digital controllers, and advances in low-power radio 
frequency (RF) devices have given rise to the application of 
the Wireless Sensor Network (WSN) to environmental 
monitoring and control. In remote applications, such as lake 
water quality monitoring, a WSN consists of a large number 
of spatially distributed autonomous sensors nodes, each of 
which consists of a set of sensors, a controller, and wireless 
radio equipment. These nodes monitor their immediate 
surroundings (e.g., dissolved oxygen and pollutants) and 
cooperatively pass their data through the network to a central 
destination (e.g., a scientist’s computing device). Due to the 
remote nature of the deployment, grid power is not available 
to the sensors, and, therefore, energy consumption is the most 
critical factor that must be carefully managed by the sensors 
and the communications protocols of the network. 

Clustering has become a prominent approach to reduce 
energy consumption in these applications. In clustering, the 
network is arranged in clusters of nodes, where each cluster 
consists of member sensors, gateways, and a cluster head.  
Sensor nodes of a cluster send data to their cluster head, 
which performs data aggregation, such as data compression, 

suppression, min, max, or averaging. Cluster heads transmit 
aggregated data through the network of gateways and other 
cluster heads to a central destination. In this way 
consumption of energy is reduced, since, if every sensor node 
were to transmit data directly to a central destination, more 
intermediate relay nodes would be required to relay data (and 
consume energy to do so). Furthermore, clustering and data 
aggregation eliminates data duplication, and so, reduces the 
amount of energy consumed otherwise. The data averaging 
function of the cluster heads also provides fault tolerance, 
minimizing the effect of failed sensor nodes or bad reads. 

Clustering also facilitates load balancing and extends 
network lifetime. For example, if a cluster head’s energy 
becomes depleted due to its tasks of intra-cluster 
communications, performing the aggregation function, and 
inter-cluster communications, the cluster head may choose to 
resign its position; new clusters may be formed; and, other 
nodes may become cluster head to relieve the current cluster 
head of its duties. In this way, nodes in the network share the 
duties of being cluster head based on some parameter. 
Accordingly, clustering strives to maximize the lifetime of 
the network by balancing the duties of being cluster head. 

Finally, clustering is proposed because of its network 
scalability; many nodes can be added or removed from the 
network without significantly affecting the performance, 
because of the clustering architecture. 

However, clustering algorithms have disadvantages and 
pose certain research challenges, such as protocol overheads 
for cluster maintenance (e.g., cluster formation, cluster 
member assignment, and cluster head selection). Other 
problems are to control cluster size, granularity, and density; 
frequency of cluster changes by the nodes and cluster re-
election; minimizing interference and collision for intra- and 
inter-cluster communications; and the domino effect of 
cluster reformation. 

This paper presents several methods to improve the 
scalability, load balancing, and energy efficiency of 
clustering algorithms. The paper proposes to use a node’s 
residual energy, exclusively, in the passive cluster head 
election process; this minimizes protocol overhead, network 
traffic, and energy consumed. In addition, the proposed 
algorithm allows a gateway node to probabilistically 
distribute transmission of its sensor readings to multiple 
cluster heads, and, thus, the work load of cluster heads is 
better balanced. In addition, this paper gives an upper bound 
for the number of new cluster formations caused by a re-
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election; the bound is six, and, therefore, the algorithm is 
scalable. Finally, this paper also proposes a method to 
improve the energy efficiency of TDMA scheduling for intra-
cluster communications. 

The remaining parts of the paper are organized as 
follows: section II discusses related work and identifies the 
extensions and contributions of this work. Section III gives 
the details of the four methods to improve the energy 
efficiency of clustering algorithms. Section IV discusses the 
simulation experiments performed to compare the proposed 
algorithm with other leading algorithms. Finally, conclusions 
and future work are given. 

2 Related Work 
In [1] passive clustering was introduced. In a cluster head 

election, the node that becomes cluster head is the first node 
to broadcast a cluster head declaration message. All other 
nodes “hearing” this message cease to compete in the cluster 
head election process and automatically become cluster 
members. This paper proposes the same kind of passive 
election process as in [1], except that this paper reports on an 
energy efficient passive clustering by proposing to use a 
node’s residual energy to determine when that node can make 
a cluster head announcement message. 

In [2] [3], cluster head candidates compete to become 
cluster head for a given round. Candidates broadcast their 
residual energy to neighboring candidates, and the node with 
more residual energy becomes cluster head. While the 
proposed method also used residual energy as a parameter to 
determine suitability to become cluster head, this paper 
differs in that less protocol transmissions for the election 
process were used, since passive clustering requires only one 
packet to be sent to establish the cluster head. 

 In [4], a node uses both residual energy and Euclidean 
distance from sink to determine its suitability for becoming a 
cluster head. The work [4] requires that each source node to 
know the Euclidean distance from sink nodes, which may not 
be possible. For example, in a scenario where a helicopter 
sprinkles a battlefield with sensors, the sensor and sink 
locations are not known a priori. Furthermore, GPS may not 
provide sufficient resolution for accurate location estimates. 
In addition, nodes that are closer to the sink (in the Euclidean 
sense) may be chosen cluster heads more often, especially in 
the case of a prolonged and repeated sink. Consequently, a 
relatively higher density of cluster heads would form closer 
to the sink, causing quicker energy depletion in these nodes; 
this may result in a partition being created, which would 
effectively disconnect the sink from other sensors in the 
network, and, thus reduce network lifetime. This paper 
differs from the work in [4] since it does not use distance, but 
does use residual energy, exclusively, to determine cluster 
head suitability. 

The frequency of cluster head re-elections and the 
“domino” effect of re-elections are critical potential problems 
in clustering. For example, as discussed in [1], a potential 
problem in weight based clusterhead selection algorithms is 
that a single re-election can spread throughout the entire 
network, causing a total reconfiguration of all clusters. In 
each of [2][3][4][5], the number of clusters that need to be 

reformed due to a single cluster head resignation was not 
discussed. This paper determines an upper bound on the 
number of clusters that may need to be reformed due to the 
resignation of a single cluster head. 

Basic TDMA schedules have been introduced for intra-
cluster communications for sensor networks [1]. TDMA 
scheduling provides, ideally, collision free communications 
between cluster members and the cluster head. A TDMA 
schedule can avoid idle listening times, since nodes know 
when to transmit and when they may go to sleep. Other 
works have introduced variants of the basic TDMA schedule, 
to make the schedule more energy efficient. For example, [6] 
dynamically adjusts the length of a TDMA frame according 
to the amount of active nodes within a cluster, and, thus, 
reduces idle listening time for nodes which are not active. 
However, when schedules are changed, they must be re-
communicated to the members (as schedule updates), and this 
may be potentially expensive in terms of energy and 
bandwidth, especially for frequent node activity changes. 
This paper proposes to create a more energy efficient TDMA 
schedule by allowing a cluster head to switch its radio off if it 
has not heard from a sensor node at the beginning fraction of 
its time slot. Compared with [6], the advantage of the 
proposed method is that schedule updates are not required 
when node activity changes, because the schedule does not 
depend on node activity. 

3 Algorithm Description 
Passive clustering is a cluster formation technique which 

requires a minimum amount of control packets [1] [5]. 
Conventional clustering algorithms require the exchange of 
control packets to negotiate which node becomes cluster 
head, while in passive clustering the cluster head is 
determined by the “first declaration wins” rule. In the 
proposed algorithm, each candidate node determines a 
waiting time before declaring itself cluster head. The waiting 
time is inversely proportional to the node’s residual energy; 
the higher is the energy, the lower is the waiting time.  Each 
node i which receives a cluster head declaration packet from 
node j will cease to compete in the election, and will assign 
node j its cluster head. The node j becomes the cluster head, 
since no other node in its radio range will make a similar 
declaration. 

3.1 Cluster Head Load Balancing 

A node i may receive a cluster head declaration packet 
from multiple cluster head nodes CHk, since it is possible that 
the nodes k are out of radio range between themselves, but 
they could all be in radio range of node i. In this situation, 
node i becomes a gateway node, and can be used to relay 
messages from one cluster head to another, i.e., it may be 
used for inter-cluster communications as a relay node, 
relaying packets from CHi to CHj.  

Unlike traditional clustering algorithms, the proposed 
algorithm allows a gateway node to be served by multiple 
cluster heads. This gateway node, which is also a sensor 
node, is allowed to apportion the amount of transmitted 
sensor readings to each of its cluster heads. The gateway 
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node decides what portion of its sensor readings to send to a 
cluster head h based on the workload of the cluster head h. 
The greater the workload of a cluster head h, the lower the 
amount of sensor readings the gateway node will send to 
cluster head h. Thus, the data aggregation task of cluster 
heads is better balanced. Since the energy consumption will 
be better balanced amongst the cluster heads, this reduces 
cluster head resignation due to the energy constraint, and 
therefore, reduces cluster reformation. 

To determine what portion of sensor readings to send to a 
particular cluster head, a gateway node i uses (1) to compute 
the probability of using CHj. The gateway node i creates bins 
and orders them in the range from 0.0 to 1.0, where the width 
of a bin is given by the probability of using CHj. Each bin is 
associated with the CHj via an ID number j. When a sensor-
reading packet is ready to transmit, the GW node i picks a 
random number, determines into which bin the number falls, 
and then uses the bin identifier to identify which cluster head 
to send the packet. Fig. 1 shows an example. 
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Fig. 1. Example of three cluster heads for gateway i. For instance, if the 
random number chosen is 0.45, it will fall in Bin2, and, therefore, the 
gateway chooses cluster head 9 to send its sensor readings for aggregation. 

3.2 Re-election Upper Bound 

A cluster head may need to resign, for example, because 
its residual energy drops below a safe operating threshold. 
Consequently, re-elections must occur to establish new 
cluster head(s) for the members of the resigned cluster. At 
least one new cluster must be formed, but there could be 
many more clusters and cluster heads needed, depending on 
which node takes over the role of cluster head. The concern is 
to minimize the effect of a resignation, to prevent a chain 
reaction of a resignation to spread to other parts of the 
network, and certainly, to avoid a network wide re-clustering. 
An election process can be expensive in terms of energy 
consumption, overhead bandwidth, and time and other 
resource usage. An upper bound on the number of elections 
caused by a single resignation is required. 

The proposed algorithm inhibits the spreading of cluster 
reformation to other cluster heads in the network. As shown 
in Fig. 2(b), any neighbor cluster head (CHj) will be out of 
the radio range of a resigning cluster head CHi, and, thus, 
will not “hear” the resignation message from CHi. Neighbor 
cluster heads are out of range of a resigning cluster head 
because the algorithm does not allow more than one cluster 
head per cluster, and, furthermore, it specifies that all nodes 
have the same radio range. Accordingly, any neighbor cluster 
head will not take part in the re-election. Only the member 

nodes “hear” the resignation message, and only they may 
take part in re-elections. The spreading of re-elections is also 
prevented by allowing a node to be a member of more of than 
one cluster. This prevents a neighbor cluster head from 
initiating a re-election due to members migrating away from 
its cluster. Finally, the spreading of re-elections is also 
prevented by not allowing gateway nodes of the resigned 
cluster head from taking part in a re-election. If gateway 
nodes were allowed to take part in a re-election, and if a 
gateway node were to win an election, this would violate the 
one cluster head per cluster rule. 

When a cluster head CHi of cluster i resigns, at least one 
member node k of cluster i will need to become a new cluster 
head, and re-elections must occur. The problem of 
determining the maximum number of re-elections due to a 
single cluster head resignation becomes a problem of 
determining the maximum number of spheres required to 
cover all of the member nodes of the cluster in which the 
cluster head had resigned. The maximum number of spheres 
is determined by recognizing that the further (physical 
distance) a potential cluster head node k is to the resigned 
cluster head CHi, the less original member nodes of CHi will 
have found a new cluster, and the more re-elections will need 
to occur. Fig. 2(a) show an example with node n = 1 and 2 
are potential cluster heads in a re-election. The worst case is 
when a node k, located at the periphery of CHi’s radio 
coverage, becomes a new cluster head.  

 

 
Fig. 2. (a) Shows that, as potential cluster heads, node n1 covers more 
sensor nodes than node n2. (b) Shows that cluster head CHj does not 
participate in a relection because it is out of range of the resigned cluster 
head CHi. Gateway nodes (shaded grey) cannot take part in the re-election, 
since, if they had won, there would be two cluster heads in cluster j. 

Therefore, the maximum number of clusters that will be 
formed due to a single cluster head resignation can be 
determined by considering that, in the worst case, member 
nodes near the periphery of the resigned cluster head’s radio 
range become new cluster heads, since this presents the 
greatest available volume for new clusters. As given by (2), 
and depicted by Fig. 3, this number is 6. 

 

occur.may  sreelectionsix  of maximum a )(i.e., 6 n  
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Fig. 3. Maximum number of re-elections (clusters) that may be required 
due to a single cluster head resignation. 
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3.3 Energy Efficient Intra-Cluster Communications 

This paper also proposes a method to improve the energy 
efficiency of TDMA scheduling for intra-cluster 
communications. Many sensor nodes, which are members of 
a cluster, may not have data to transmit to the cluster head all 
of the time, simply because no change in environmental 
variables or the lack of requests from a sink. When no data is 
sent from a sensor node to cluster head during the node’s slot 
in the TDMA schedule, the cluster head will be effectively 
wasting energy listening and waiting for sensor data. 

To better conserve energy, each TDMA slot is divided 
into two windows: sensing and traffic windows (Fig. 4). 
During the sensing window, the cluster head senses whether 
there is transmission from the cluster member, which was 
allocated to this slot. If there is no transmission by the end of 
the sensing window, the cluster head switches off its radio 
during the traffic window in this slot in order to save energy. 
Otherwise, the cluster head receives packets from the cluster 
member during the traffic window. In addition, the proposed 
algorithm allows a cluster head to switch its radio off for the 
entire TDMA slot for a node that has gone to sleep. A node 
will have announced its intentions to enter a sleep mode due 
to its energy dropping below a certain threshold. During sleep 
mode, a node will initiate power harvesting, and wake up 
when its energy reaches a certain operating level. Nodes use 
a predefined control slot in the TDMA schedule for 
sleep/wake messages. The algorithm is called TDMASense. 

 

...
TDMA Slot

Sensing 
Window Traffic Window

TDMA Frame

 
Fig. 4. Energy efficient addition to TDMA schedule. 

3.4 Energy Efficient Clustering Algorithms 

 
The proposed energy efficient cluster formation process is 

summarized as follows: 
 

1. There are three possible states: Candidate Node (CN), 
Cluster Member (CM), Cluster Head (CH), GateWay 
(GW). 
 

2. At the beginning of cluster creation, all nodes are in the 
CN state. Each node takes part in the neighbor discovery 
process to determine the number of neighbors each node 
has. In a static network, i.e., nodes are not mobile, 
neighbor discovery is performed at deployment time, and 
whenever new nodes are added or nodes are removed. 
 

3. Each node i in the CN state will calculate its waiting time 
Tci = 1/random(norm, Ei, 1), where Ei is the residual 
energy of node i. Each node will wait Tci time before 

transmitting a CH_ADV (cluster head advertisement 
message) message, declaring that it is the cluster head. 
The CH_ADV message sent by node i contains the node 
ID, residual energy Ei, and number of neighbors Ni. Note 
that the node with largest residual energy is the most 
likely to become CH. Neighbor nodes with the same 
residual energy Ei will be randomly differentiated. 
 

4. Each Node in the CA state receiving the CH_ADV 
message will change its state to CM, and add the node ID 
of the CH_ADV message into its CH list. 
 

5. If a node in CM state receives more than one CH_ADV 
packets in the same round, it will change state to GW. At 
this point, the network is stable until a CH needs to resign. 

 
6. A CH may resign when its residual energy drops below an 

application defined threshold. The CH will broadcast a 
CH_RES packet to its members and gateways. 

 
7. For CMs receiving a CH RES packet, they may go back 

to Step 2 and start a new process of clustering. No more 
than 6 new clusters can be formed for a previous cluster, 
as given by (2), and shown in Fig. 3. 
 
The proposed energy efficient TDMA schedule for intra-

cluster communications is summarized as follows: 
 

1. The cluster head of cluster i divides a TDMA frame into 
Ni slots, where each slot is allocated to a CM or GW node 
of cluster i. Each cluster head broadcasts a cluster head 
schedule (CH_SCH) packet, which contains the CH’s ID 
and slot allocation information, to members of cluster i. 

2. Each CM node will use its TDMA slot to transmit data.  
3. After GW node i receives all CH_SCH packets from its 

CHs, it uses (1) to compute the probability of using CHj 
for sensor reading transmission and aggregation. 

4. When a sensor reading packet is ready to transmit, the 
GW node i picks a random number, determines which bin 
the number falls, and then uses the bin identifier to 
identify which cluster head to send the packet. 

5. If a cluster head senses no traffic in the sensing window, 
then the cluster head will switch off its radio in the traffic 
window of this slot in order to save energy. 

4 Experiments and Results 
A MATLAB simulation was created to test the energy 

efficiency of the proposed algorithm and to compare it with 
others. A 100m by 100m grid was created, and different 
numbers of nodes, ranging from N = 25, 50, ..., 250  nodes 
were placed in this area. Each node was given equivalent 
resources; same type and speed of processor; same amount of 
memory for buffering; radio range of R = 5m; and initial 
energy of E=1x104 Joules. During the operational state of the 
network, the energy comsumption was set as follows: 
E_ctl=1 Joules for transmitting one control packet; E_dat=10 
Joules for one data packet; and E_sng=0.1 Joules for 
neighbor detection.  
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4.1 Cluster Head Load Balancing 

In the cluster head load balancing experiment, the lifetime 
of the proposed algorithm was compared with basic passive 
clustering [1]. The only difference between the proposed 
algorithm and basic passive clustering was that the former 
allowed gateway nodes to distribute their sensor readings 
across the cluster heads, of which they were members. The 
distribution of sensor readings was done according to (1). 

Fig. 5 shows the comparison of the lifetime of the 
proposed algorithm with that of the basic passive clustering 
algorithm. The lifetime was defined as the total time before a 
single node ran out of energy and died [6]. The lifetime 
decreased with increasing node density for both algorithms. 
The decrease in lifetime with increasing node density 
occurred because as the node density increased, the density of 
gateway nodes increased at a faster rate than that of cluster 
head candidates. Since gateway nodes were not allowed to 
take part in re-elections (as explained in Section 33.2), cluster 
head duties were taken on by a relatively decreasing number 
of candidates. This resulted in an inevitable loss of energy of 
a single node and network expiration. 

0 0.005 0.01 0.015 0.02 0.025
0

50

100

150

200

250

300

350

400

450

Node density

Li
fe

 ti
m

e

 

 
Proposed algorithm
Passive clustering

 
Fig. 5. Life time of the network (in unit of rounds) V.S. Node density 
(number of nodes/m2). 

The decrease in lifetime with increasing node density is a 
limitation of both algorithms since both do not allow gateway 
nodes to take part in re-elections. A possible solution is to 
allow gateway nodes to take part in re-elections, but this 
would increase the number of required re-elections due to a 
single resignation, and a possible chain reaction of re-
elections to the entire network could result. 

 
As shown in Fig. 5, the proposed algorithm “lives” longer 

than basic passive clustering because the proposed algorithm 
balanced energy consumption between clusterheads, and this 
extended the lifetime of the network compared with basic 
passive clustering, which did not balance energy 
consumption. To show the relative balance of energy 
consumption, our next simulation measured the variance in 
energy consumption. 

4.2 Residual Energy Variance 

Fig. 6 shows the variance of residual energy of all nodes 
in the network taken at each epoch of the simulation. In both 
algorithms the variance was measured to be zero at the 
beginning of the simulation, since each node was given the 
same initial amount of energy. As the simulation progressed, 
nodes took on different duties, such as cluster head, gateway, 
and basic sensor duties, which consumed different amounts 
of energy, and, therefore, the residual energy variance 
increased. However, the residual energy variance in the 
proposed algorithm was always lower than that of the basic 
passive clustering algorithm at each epoch of the simulation 
and throughout the entire lifetime of the basic passive 
clustering algorithm. Finally, Fig. 6 also shows that the 
proposed algorithm lived on average approximately 4.5 
simulation epochs longer than the basic passive clustering 
algorithm, due to the nodes having sufficient residual energy 
to carry on their networking tasks (cluster head, gateway, or 
basic sensor). 
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Fig. 6. Variance of residue energy at different steps of the simulation. 

4.3 Energy Efficient TDMA Scheduling 

The proposed algorithm TDMASense was compared with 
the dynamic frame size method EC-TDMA [6] for 
implementing intra-cluster communications. In the 
simulation, when node i’s energy dropped below a threshold, 
it broadcasted a sleep message to the cluster head, and then 
entered the sleep mode and commenced power harvesting. In 
response, TDMASense switched its radio off during node i’s 
slot to conserve energy. The EC-TDMA method created a 
new TDMA schedule, which excluded node i’s slot from the 
frame. In addition, EC-TDMA broadcasted the new schedule 
to the cluster members. 

Similarly, when node i’s energy became replenished, it 
broadcasted a wake message to the cluster head. In response, 
TDMASense switched its radio on during at least node i’s 
sensing window, and kept the radio on for the traffic window 
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depending on if node i had anything to transmit. The EC-
TDMA method created a new TDMA schedule, which 
included node i’s slot into the frame. In addition, EC-TDMA 
broadcasted the new schedule to the cluster members. 

An additional difference between TDMASense and EC-
TDMA was that the latter will have lower intra-cluster 
communication delay for a smaller TDMA frame, which 
corresponds to a node entering sleep mode. 

To compare the relative amount of energy consumed by 
the two methods (EC_TDMA and TDMASense), consider 
the amount of energy required when a node awakens from 
sleep mode and once again becomes an active member of a 
cluster. In this case, the EC_TDMA method requires creating 
and transmitting a schedule update, which size is proportional 
to the number of cluster members, while the TDMASense 
method requires only that the cluster head switch its radio on 
for at least the small fraction of the sensing window within 
the member’s slot of the TDMA frame. Accordingly, in the 
simulation, the cost to transmit a schedule update packet was 
chosen to be ten times the cost of performing sensing in the 
sensing window. The 10:1 ratio is a conservative estimate, 
since there can be potentially a large number of cluster 
members; and, in many situations, the ratio may be higher. 

As shown in Fig. 7, in the simulation, as the node density 
increased, energy consumption for both methods increased. 
The proposed algorithm TDMASense’s energy consumption 
increased with increasing node density because sensing cost 
was proportional to the number of cluster members. The EC-
TDMA method’s energy consumption increased with 
increasing node density because an increasing number of 
nodes entered sleep mode or awaken mode. Consequently, 
the EC-TDMA method was required to send an increasing 
number of schedule updates. 

In addition, as the node density increased, the energy 
consumption of the EC-TDMA method increased faster than 
that of TDMASense. When a node entered sleep mode, the 
cluster head of the TDMASense method switched its radio 
off for the entire slot allocated to this node, thus reducing 
energy consumption; while the EC-TDMA method needed to 
consume energy to transmit a new schedule. As the frequency 
of nodes entering sleep mode increased with increasing 
density, the energy consumption difference between these 
two methods became larger. According to the simulation, the 
TDMASense method outperformed the EC_TDMA method 
for high-density nodes. 

 

5 Conclusions and Future Work 
This paper proposed four methods to improve the energy 

efficiency of passive clustering for wireless sensor networks. 
First, residual energy was used to determine the cluster head 
in a passive cluster head election process. Second, gateway 
nodes distributed their sensor readings across different cluster 
heads to load balance the tasks of the cluster heads. Third, the 
maximum number of new clusters reformed due to a re-
election was shown to be bounded by six. Forth, the energy 
efficiency of TDMA scheduling for intra-cluster 
communications was improved. MATLAB simulations show 
that the proposed algorithm has longer lifetime than basic 

passive clustering, and has more efficient TDMA scheduling, 
at the cost of larger delay for intra-cluster communications. 

While the TDMASense algorithm shows a potential 
improvement over the dynamic frame size method, more 
work can be done in the area of optimization. For instance, 
the optimal size of the sensing window may be determined by 
modeling the window size using queuing theory. If the 
sensing window is too small, a node may miss its opportunity 
to transmit, and then must wait until the next TDMA frame. 
If the sensing window is too large, then the cluster head must 
keep its radio on longer, and the benefits shrink. By modeling 
the probability of a node transmitting in a sensing window, 
the optimal size may be determined, and it may also be 
dynamically adjusted according to the level of activity of a 
node. 
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Fig. 7. Comparison of energy consumption between TDMASense and EC-
TDMA for different node densities. 
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 Abstract— With the availability of low power, tiny and 
inexpensive devices, wireless sensor networks have been 
used for a wide variety of applications ranging from 
industrial to environmental monitoring and military uses. 
Wireless Sensor nodes are mainly used in mission critical 
applications and deployed in sensitive areas due to which 
they can’t be replaced frequently. Certain situations may 
arise where the nodes in network may not function properly 
due to failures, and they become unavailable to the network. 
There is much need to develop energy efficient and fault 
tolerant routing for wireless sensor networks. We propose a 
(FSA-FTEER) protocol which creates multiple node-disjoint 
paths from source to destination and ensures that paths 
don’t interfere with each other. Residual energy of sensor 
nodes is taken in to consideration as heterogeneous nodes 
are deployed in network. 
 
Keywords- Finite State Automata, Probability, Congestion, 
Interference, Faulty Nodes 
 

1. Introduction 

Wireless Sensor network’s (WSN) are mostly deployed in 
hazardous areas to detect any change in environment and 
send information to nearest base station for certain action to 
be taken. These WSN’s are used in wide variety of 
applications such as home automation, vehicle tracking, 
target detection, control of actuators, etc. Their (WSN’s) 
most significant work has been in environmental monitoring 
(air, soil, temperatures, etc) and military applications where 
topology of the network, energy-efficiency, and fault 
tolerance of the network play a great role. With a rapid 
growth in technology and cost reducing measures used 
sensor nodes are mostly available for low cost. There is also 
great increase in demand of WSN’s due to low-processing 
power, energy efficiency, tiny devices and the type of 
environments in which they operate. The communication 
between them is mostly distributed in nature as opposed to 
centralized framework .In this sense they consume very less 
energy in terms of processing the data and memory of node 
will be utilized efficiently. 

The main role of these nodes is to detect any changes in 
deployed area and use a routing protocol to transmit data to 
base station. The paths from node to base station (sink) are 
node-disjoint and multi-path in nature. Node-disjoint path 
will help us to send data even though there are some faulty 
nodes in network. Multi-path mechanism is used to reduce 
congestion in network and it provides load balancing. The 
multi-path is calculated taking intermediate link information 
between the adjacent nodes. These node-disjoint multi-paths 
should be non-interfering since interference of the paths will 
make node to be in active state and listen to unnecessary 
data which results in excess energy consumption. 
Congestion in the network will reduce life time of the 
network since lost packets need to be sent again. The 
bandwidth of network will be over-utilized and latency of 
packets will be increased. Certain congestion control 
mechanisms must be used such as adjusting of data rates or 
splitting of packets in to the available multi-paths in the 
network.  
Based on application requirements and environmental 
conditions topology of network is important since nodes are 
highly mobile. With this mobility nodes will change their 
positions with respect to network and, there is a high need to 
guarantee certain delivery rate. Network consists of 
different heterogeneous nodes and these nodes vary in 
energy consumptions. Hence residual energy of intermediate 
nodes should be taken in to consideration while measuring 
efficiency of the path. Many fault tolerant [1-10] routing 
algorithms are proposed in WSN. Most of them are based 
on TDMA where fixed slots are allocated for data 
transmission and the number of faulty stations was assumed 
to be very small. They are mostly based on cross layer 
optimization approach with delay and other routing metrics. 
Network was assumed to be static in most cases. Energy 
efficient routing protocols [11-27] were based on 
geographic, tree, coverage ratio, flooding, cross layer 
strategy, fusion and slot based approach. Most of these 
existing protocols did not consider mobility and 
heterogeneous factors in them. 
 
 

Int'l Conf. Wireless Networks |  ICWN'11  | 81



2. Related work 

Fault-tolerant routing protocols ensure that network remains 
connected and communication takes place in presence of 
certain faulty stations. A K- degree Anycast Topology 
Control (k-ATC) [1] protocol was proposed where network 
functions effectively when there are k-1 sensor nodes. This 
protocol mainly consists of 3 sub-algorithms i.e. (i) greedy 
routing algorithm will minimize the transmission range (ii) 
distributed algorithm ensures that connectivity of nodes is 
met and (iii) k-approximation algorithm. However the 
constraint was protocol is unidirectional. Apart from this 
many other routing protocols [2], [3], [4], [5] were proposed 
in WSN which are fault tolerant and network is k-vertex 
connected. Communication happens in presence of faulty 
nodes which is based on mixed integer programming and 
it’s both unidirectional and bidirectional. 
A Fault tolerant protocol on permutation routing [6] was 
proposed where p stations in network are sender and 
receiver of (n/p) packets. Permutation routing problem is 
single hop routing and,   each station is in transmission 
range of all other stations which are present in network. The 
protocol is suitable for unbalanced routing permutation 
where each of individual nodes has unequal no of packets.  
However in this protocol it was assumed that no of faulty 
stations were small in number.  
Flow control is necessary in WSN to maintain end-end 
delay of packet and to avoid congestion in the nodes so that 
packet drop rate can be reduced. A Dynamically 
configurable message flow control [7] for adaptive routing 
was proposed which is based on pipelined networks. Flow 
control mechanisms are used at lower layers and 2-phase 
routing protocols are used to avoid faulty nodes and 
deadlock configurations. DFT-MSN [8] is fault-tolerant 
routing algorithm in WSN where it includes 2 phases i.e. 
synchronous and asynchronous phase. In initial phase 
sender will identify its neighbors to transmit packets and in 
second phase connection is established and sender will gain 
control of channel for delivery of packets. High delivery 
rate of packet is achieved and delay of the transmissions is 
reduced. Acknowledgements of packet will be delayed since 
second phase is asynchronous.  
FLEXI-TP [9] is based on TDMA scheduling. Nodes 
wakeup in their scheduled slots for transmission of data and 
sleep for rest of the time. Nodes can build, modify and 
extend the schedule of slots based on local information 
available to them. It uses depth first schedule due to which 
buffering of packets will be reduced and communication 
slots are re-used by nodes which don’t fall in each other’s 
interference range. End-to-End data delivery rate is 
achieved while keeping memory constraints in 
consideration. 
Life time of network is crucial in WSN due to its nature of 
use and complexity involved in replacing node or battery. 
Energy Efficient protocol is needed in WSN while routing 
and QOS requirements must be met.  AFST [10] was 

proposed for reducing redundancy in network and achieves 
load balancing. Based on energy of node it decides whether 
a fusion can be performed at a given node or not. This 
protocol follows a tree approach for fusion of data and can 
be merged with designing of cluster based algorithms. [11] 
routing algorithm considers connectivity of remaining 
sensor network. It specifies importance of certain nodes 
whose disintegration will disrupt entire network. Importance 
of node is specified by Fiedler value of remaining network 
when a node expires. Each of nodes is associated with 
cost/metric for routing and proposes a keep-connect routing 
algorithms which use computable measures of network 
connectivity. 
EECCR [12] suggests a m-coverage n-connectivity problem. 
This is based on heterogeneous sensor nodes where nodes 
are deployed in a given area. The algorithm does not need 
any location information of nodes. Nodes in each of 
scheduling set are activated periodically and energy 
balancing of nodes is done to prolong lifetime of network. 
Latency of packets is reduced and reliability of transmission 
is increased. This is mostly based on slot based approach. 
AsOR [13] is a unicast routing technique for multi-hop 
wireless sensor networks over different channels. The 
protocol has 3 different nodes namely frame nodes, assistant 
nodes and unselected nodes. Frame nodes are used to 
decode and forward a packet. Assistant nodes are used to 
provide security of un-successful transmissions. The 
protocol defines a value N i.e. minimum no of nodes which 
are required for transmission from source to destination. As 
a result Energy consumption of network is reduced. 
The above protocols are mostly based on tree approach and 
require a slot based mechanism to transmit data. Scheduling 
of slots and varying them according to the given data will 
consume certain time and energy. Nodes use sleep and 
awake mechanism for transmission of data. When data is 
not available for that particular slot then the node has to 
remain idle and certain energy of the node is consumed. 
Location based algorithm [14] was proposed for WSN 
where network is divided in to virtual grids. This helps us to 
reduce redundancy of data. Nodes are associated with GPS, 
but in real-time it’s impractical to associate each and every 
node with GPS since a certain amount of overhead and 
energy is consumed with finding the location of node. 
Mobility, heterogeneity and faulty node issues have not 
been considered here. EBGR [15] selects its next node 
based on energy optimal mechanism as the relay node. The 
node uses RTS and CTS mechanism to route data. But 
protocol does not consider loss of packets during 
transmission.  
Electing of clusters and cluster heads in WSN’s is crucial 
since they involve a lot of energy and computation. An 
energy efficient and dynamic clustering protocol [16] was 
proposed. Based on signal strength received from 
neighboring node, each of individual nodes will compute 
probability of becoming cluster head. Certain factors like 
mobility of node, faulty nodes and heterogeneous nodes 
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have not been specified here. A centralized routing 
algorithm (BCDCP) [17] was proposed for WSN’s. This is a 
cluster based algorithm where each of cluster head is 
assigned equal no of nodes so that load-balancing is equal 
among cluster heads. However nodes were assumed to be 
immobile and base station is fixed. 
REEP [18] is data centric, energy efficient, reliable routing 
protocol for WSN’s. Packets are divided in two categories 
i.e. sense packet and information packets. Nodes process 
them based on their packet types. When processing packet, 
each node will verify residual energy present in node and if 
energy is below a given threshold status of the packet will 
be changed to negative and will be forwarded to next node 
or previous node for processing data. Other protocols such 
as [19], [20] explain about communication between sensor 
networks and actor networks. Communication between 
actors network will take place with help of sensor networks 
which are deployed in network. Sink is confined to points 
where energy of network can be utilized in an efficient way. 
Some of other protocols are present in WSN [21], [22], [23], 
[24], [25], [26], [27] are energy based routing. Most of 
above protocols are either based on flooding, clustering, 
gradient or geographic based approach. Geographical 
approach will increase cost of network. In clustering 
approach inappropriate load balancing will consume energy 
and there is also an overhead for selecting new cluster head 
when old cluster head’s threshold reaches a particular level. 
Flooding based mechanism will achieve reliability of 
transmission at cost of duplicate packets in to network.  As a 
result cost associated with network is more or energy of 
network is over utilized in these circumstances. Hence we 
propose a protocol based on following factors 1) 
heterogeneous nodes 2) congestion 3) interference 4) 
mobility of the nodes 5) fault tolerant issues 6) residual 
energy of the nodes  
Here we propose FSA-FTEER protocol which is based on 
finite state automata and is both fault tolerant and energy 
efficient. Routing algorithm finds a node-disjoint multipath 
where paths don’t interfere with each other. Proposed 
protocol will consider faulty nodes and data are routed with 
help of multi paths which are found in network. The 
protocol will maintain information about neighboring nodes 
for routing and global topology of network is not needed. 
Mobility of nodes is considered and congestion is controlled 
based on load balancing of paths. Optimal Value of link is 
calculated by considering residual energy of node. 

3. Proposed solution 

3.1 Finite state automata 
A total of 5 states are defined in FSA with respect to a node. 
SLEEP state specifies that the node is in power saving mode 
and no operations in the node are performed. A node is in 
SLEEP state when it’s idle. ACTIVE state specifies that a 
node is processing data received by it or data generated 

because of event detection. TRANSCEIVER is a state 
where node is sending or receiving data. This is a state 
where maximum energy of the node is utilized. ERROR 
state specifies that node is a faulty node and it can’t be used 
for any kind of transmission or processing of data. 
MOBILITY state specifies that node is moving. Mobility of 
the nodes can be achieved using some random way point 
model. States of the node are represented using a 3- bit 
sequence. 
 

 
Fig.1: States of Node with transitions among them 

 
Finite State Automata will act as a decision maker while 
routing is taking place. Based on parameter values which 
are defined in node and state in which the node is present, 
current node finds next best optimal node (i.e. neighbor 
node) for transmission of data. At a given instant of time, a 
node will be in a single state. Transition from one state to 
another is based on the type of operation performed by the 
node on received data. States of node are represented using 
a 3- bit representation. Bit representation of nodes will help 
to form non interfering node-disjoint multipath routes. 
 

Table 1 Transition Table 
 e1 e2 e3 e4 e5 

000 u 001 100 u u 

001 000 u 100 011 010 

100 000 001 100 011 u 

101 000 001 100 u 010 

110 000 u u u u 

 
Above is the state transition table for the transition function 
e1 = idle, e2 = event detected, e3=error occurred, 
e4=mobile, e5=packet sent/received. 
 
Deterministic Finite Automaton:- 
For DFA define the set of states S = {000, 001, 010, 011, 
100} and events E= {ei : 1 ≤ i ≤ 5}. Then S x E → S is a 
partial function given by the transition table. Entries labeled 
u are undefined. 
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Table 2 Bit Representation of Finite State Automata 

NODE_STATE BIT REPRESENTATION 

Sleep 000 

Active 001 

Transceiver 010 

Mobility 011 

Error 100 

 
Table 3 Parameters of node with respect to state 

Parameter Abbreviation Description 
Node Id NID Each of the nodes in the 

network is represented by a 
unique node id. 
 

Type of Node TON Specifies type of node as 
network will consist of 
heterogeneous nodes 
deployed in the area. 
 

Total Energy TE Initial energy present in 
node. 

Residual Energy RE Remaining energy present in 
node. 

Energy used for 
current Activity 

ECA The activity can be in-node 
data processing, sending 
receiving of data. 
 

Threshold Energy TRE Residual energy to which 
node can process data or 
perform transmissions.  
 

Current State CS Specifies current state of 
node. 
 

Type of Packet TOP Packet can be a data packet 
or control Packet.  
 

Length of Packet LOP Specifies length of packet. 
 

Priority of Packet POP Specifies priority of packet 
 

Path ID PID Specifies a path id of packet. 
This path id is stored in all 
nodes which a data packet 
traverses. 

Path Group ID PGID Specifies path group id. Path 
group id is for, set of packets 
generated from same source 
for a particular event, where 
packets traverses in different 
paths. 
 

 

3.2 Routing Algorithm 
 
Initialize 
Initialize the complete network where all nodes know their 
positions in terms of direction with respect to Base Station 
(Sink). Initialize parameters of node which are important in 
decision making while finding the routing paths  

αTE =10,000 mW 
αTRE=1000mW 
αI= 2mW 
αEUS=15mW/32bit 
αEUR= 30mW/32bit 
 
 

 
Fig.2: An Example Network 

 
Input 
Node with its parameter values at the given instant of time 
when the packet is ready to arrive or leave and the value of 
contents which are present in the packet 
 
Output 
Routing path with optimal weight to route the packets from 
source to destination 
 
Steps 
1: Repeat 
2: Remove the Packet from Queue 
    Process the Packet 
3: Identify neighbor nodes and send a request to the entire 
neighbor nodes for identifying its position with respect to 
Base station 
4: Based on Response received from neighbor nodes 
calculate the probability of direction 
5: Direction probability:- 
    Define the set of directions D as D = {N, E, W, S, NE, 
NW, SE, SW} 
     Now the probability of direction d  D is given by   

Pr[d]= 
∑ ��� (�)

∑ ∑ ���(�)��∈��
                                             (1) 

   Here ‘p’ is the received packet and ‘1x’ is the indicator 
function in direction ‘x’. The above indicator functions, for 
more accuracy,  may be weighted with a function which is 
inversely proportional to euclidean distance of the node 
sending ‘p’, to the source node. This distance may be 
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approximated using timestamps (to be incorporated in the 
packet). 
6: Select nodes which are in direction of max probability 
7: Define F = {αRE, αECT, αPOP, αQL} where F denotes the 
family of parameters based on which the node calculates the 
optimal weight. 
8: Find weight of paths from source node to neighbor node 
9: W(nadj)=Σ RS(S(nadj)) where nadj dj(n0)                               (2) 

 SF                                                  

    W(nadj) represents the weight of adjacent node. 
10: Select the node with optimal weight for transmission of 
Data 
11: Send RTS and start a timer  
12: if (CTS received before timer expired) 
n(1) = Min {W(nadj) : nadj  Adj(n0)}                                    (3) 
where n(1) is optimal node used for transmission of data.  
 
13: else 
n(2) = Min {W(nadj) : nadj  (Adj(n0)- {n(1)}) }       (4) 
where n(2) is optimal node used for transmission if n(1) is not 
ready to receive the data. 
14: end if 
15: until no more packets left in the Queue 
 
Table 4 Family of parameters used for finding optimal node. 

PARAMETER DESCRIPTION 

αRE Residual Energy of the node 

αECT Energy used for Current transmission 
activity 

αPOP Priority of Packet 

αQL Queue Length Present in the Node 

αTE Total energy of the node 

αI Energy utilized by node when its idle 

αEUS Energy used for sending data 

αEUR Energy used for Receiving data 

 
 

3.3 Packet format 
 

Table 5 Structure of Message Packet 
SID DID TOP PID PGID DATA DIRT SEQ 

NO 

LOP 

0   6 7   13 14 15 16 18 19   21 22    53 54   56 57   62 63  68 
 

Table 6 Description of Packet Format 
CONTENTS DESCRIPTION NO OF BITS 

NEEDED FOR 
REPRESENTATION 
WITH THEIR 
RANGE 

SID Specifies Source ID of 
node which is sending 

7  [0,6] 

packet. 
 

DID Specifies Destination ID 
of node for which packet 
is to be received. 

7  [7,13] 

TOP Type of Packet. It can be 
data packet, control 
packet or choke packet. 

 

2   [14,15] 

PID Specifies Path ID of 
packet. This path id is 
stored in all nodes which 
a data packet traverses 

3   [16,18] 

PGID Specifies Path Group ID. 
Path group id is for, set 
of packets generated 
from same source for a 
particular event, where 
packets traverses in 
different 

3  [19,21] 

DATA Data which is sent from 
source to destination. 

 

32  [22,53] 

DIRT Specifies Direction in 
which packet is being 
sent or received. 

3  [54,56] 

SEQ NO Specifies Sequential No 
of packet.  

 

6  [57,62] 

LOP Length of Packet. If 
length of packet is large 
in size it’s fragmented in 
to smaller sizes. 

6   [63,68] 

 

3.4 Numerical evaluation 
Let us consider that node at position (-5, 5) has just arrived 
there and it needs to know its position w.r.to base station in 
terms of direction. It then sends a broadcast packet to all of 
its neighbor nodes. These neighbor nodes will inform the 
source node that they are in NW direction with respect to 
base station. The source node will now calculate the 
probability of direction with respect to base station 
 

Pr[d]=
∑ ��� (�)

∑ ∑ ���(�)��∈��
                                             (1) 

Since maximum probability of  the direction of the base 
station is NE, the source node will fix its position to be NE  
with respect to the base station.  
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Fig.3 : Source node with other nodes and sink in co-ordinate 

system 
  
n(e) is considered as source node and nodes a,b,c,d,f,g,h,i 
are considered as its neighbor nodes.The circle indicates the 
range of source node n(e).Base station is at position (0,0). 
Source node then needs to find next best optimal node for 
transmission of data. It identifies nodes n(f), n(h), n(i) as 
neighbor nodes for transmission of data.With ranking 
methodology source node needs to find optimal node for 
transmission. 
 

Table 7 Nodes along with their parameter values 
NODE/PARAMETER αRE αECT αPOP αQL 

n(f) 80 45 1 7 

n(h) 90 35 1 10 

n(i) 70 40 1 5 

 
 
Hence source node now finds the rank of these nodes where 
n(f) = 2+3+1+2= 8 
n(h)= 1+1+1+3= 6 
n(i )= 3+2+1+1=7 
since the node n(h) has  the best ranking among all the 3 
nodes its selected as the optimal node for transmission of 
data.   

4. Conclusion 

FSA-FTEER is a fault tolerant and energy efficient routing 
protocol. Based on finite state automata, the routing 
algorithm finds a node-disjoint multipath route where paths 
don’t interfere with each other. Congestion controls is 
achieved with help of load balancing and choke packets. 
Faulty nodes and mobility of nodes in network are 
considered while routing the packets. Optimal Value of link 
is calculated by ranking method and it also takes residual 
energy of node in to account. Protocol is both fault tolerant 
and energy efficient, even when the base station is mobile. 
In our future work we try to implement a test bed of 

protocol to verify the simulation results in a real-time 
environment. 
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ABSTRACT 
Current communication protocols used for Wireless 

Sensor Networks (WSNs) have been designed to be 

energy efficient, provide low redundancy in sensed 

data, and increase the lifetime of the sensor network.  

One major issue that must be addressed is the 

security of data communication.  Due to the limited 

capabilities of sensor nodes, designing security-

based communication protocols present a difficult 

challenge.  Since current commonly used encryption 

schemes require large computation time and large 

memory, achieving security for WSNs needs unique 

approaches. We propose that the security should 

begin with the network architecture in defining the 

roles of each sensor node.  Our work is to develop 

robust networking architecture and secure 

communication scheme.  The defined roles of sensor 

nodes provide a measure of security through a 

hierarchical communication protocol and an efficient 

key management scheme that uses both public key 

and symmetric key cryptography.  The simulation 

results show that by using the proposed networking 

architecture and key management scheme only a 

small amount of keys needs to be preloaded before 

deployment and stored after key setup to achieve 

secured communication throughout the entire 

network. 

Key words: security, key management, sensor 

networks, heterogeneous 

 

1. INTRODUCTION 

A wireless sensor network (WSN) of low cost 

sensor nodes can be densely deployed and used for 

distributed data gathering, monitoring and 

surveillance in the applications of wildlife 

monitoring, military command, distributed robotics, 

industrial quality control, observation of critical 

infrastructures, smart buildings, intelligent 

communications, traffic monitoring, examining 

human heart rates, etc [1].  Some research has used 

WSNs for detecting the release of a poisonous gas 

[2].  But the information gathered by these 

applications is not properly protected.  Security 

presents a major challenge in WSN design due to the 

limited resources and constraints of the sensor nodes.  

Any attacks that occur on the network could drain the 

limited resources.  A security approach requires a 

certain amount of resources for implementation, 

including memory for storing security keys and code 

space, time complexity for encoding, decoding, and 

transmitting the encoded messages, and energy to 

power the sensor node.  Sensor nodes do not have the 

capability to support traditional security methods.  

Due to the memory size of sensor nodes, it is 

necessary to limit the code size when designing 

cryptographic algorithms.  Power is the biggest 

constraint in WSN. When implementing security 

algorithms and protocols, extra power is needed for 

processing security functions, transmitting encrypted 

data and overhead, and storing security parameters.  

Some applications may require a WSN to operate 

unattended or within a hostile environment.  This 

situation exposes the network to physical attacks if 

the environment is open to adversaries, bad weather, 

etc.  WSNs will also need to be managed remotely, 

which makes it virtually impossible to detect physical 

tampering and physical maintenance issues. 

Many security methods have been proposed for 

homogeneous and heterogeneous WSNs.  

Heterogeneous WSNs (HWSNs) feature two or more 

node types that differ in resources and capabilities 

and are becoming more prevalent.  A few nodes with 

more energy, stronger processing capability and 

longer communication range can be used to relax the 

communication bottleneck experienced in 

homogeneous WSNs and increase the lifetime of the 

network by taking on greater responsibilities than a 

typical resource constrained sensor node [3-5].  Some 

security methods developed for HWSNs show that 

heterogeneity helps to provide leverage in security by 

using high-end sensor nodes (h-nodes) to take on 

more security responsibilities than low-end sensor 

nodes (l-nodes) [6-9].  In this paper, we introduce a 

robust network architecture coupled with a secure 

communication scheme to provide security for 

HWSNs.  Hierarchical network architecture is 

defined by regions and clusters.  The h-nodes divide 

the deployment area into regions, where each l-node 
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belongs to the region of the closest h-node. In each 

region, the l-nodes form clusters. Cluster heads and 

h-nodes form a backbone tree that can be used for 

data aggregation and relay.  This architecture allows 

for self organization without the need for localization 

information.  A combination of both symmetric and 

asymmetric keys is used to secure node to node 

communication.  Elliptic curve cryptography (ECC) 

is feasible for sensor nodes, providing a 160-bit key 

which is securely equivalent to the RSA 1024-bit and 

thereby provide public key cryptography for WSNs 

[11-12].  For symmetric key cryptography, l-nodes 

use preloaded keying materials and neighbor 

knowledge to dynamically generate a pair-wise key 

[13-14]. 

The rest of this paper is organized as follows.  

Section II discusses related works on security for 

HWSNs.  Section III presents the robust network 

architecture, the clustering algorithm and roles of h-

nodes and l-nodes.  In section IV, we will discuss the 

key management scheme and secure routing.  Section 

V shows simulation results and comparative analysis.  

Finally, section VI concludes this paper and discusses 

future work. 

 

2. RELATED WORK 

Some research has been done to design security 

methods for HWSNs.  In [6], a hybrid key 

management scheme called LIGER was proposed.  

LIGER uses a probabilistic unbalanced key 

distribution scheme where more keys are preloaded 

onto h-nodes than l-nodes.  The scheme also has the 

ability to change from a standalone key-management 

system called LION to a key distribution center 

(KDC) based key management system called TIGER 

in case the sensor network is able to communicate 

with an existing backbone network. 

Lu et al. [7] proposed two key distribution 

schemes, key-pool based and polynomial-pool based 

schemes, for HWSNs so that h-nodes and l-nodes can 

established at secure communication.  In the key-pool 

based scheme, if two nodes share a key, they can 

establish secure communication.  In the polynomial-

pool based scheme, if two nodes exchange IDs, they 

can establish a secure link with a key only known by 

the two communicating nodes.  The same polynomial 

generates a different key for different pair of nodes. 

Du et al. [8-9] proposed a key distribution 

scheme that addresses the key exchange issue in 

homogeneous sensor networks by using both public-

key and symmetric key cryptography to establish 

secure communication between h-nodes and l-nodes.  

In this scheme, they introduce the c-neighbor 

concept, where nodes only need to establish a key 

with communicating neighbors that are in route back 

to the sink.  This helps to save resources of l-nodes so 

that they are not preloaded with an arbitrary number 

of keys before deployment.  Their performance 

evaluation show a significant decrease in the amount 

of keys preloaded before deployment from that of 

Eschenauer and Gligor key management distribution 

scheme [15].  Furthermore, the Du-scheme shows 

better resilience against node compromise by 

assuming that h-nodes are tamper resistant and that 

any compromised l-node has minimal effect on the 

network because it only shares a key with 

communicating neighbors and not all of its 

surrounding neighbors. 

All of the aforementioned key management 

system offer beneficial methods to establishing 

secure communication for HWSNs, but we argue that 

by establishing a robust network architecture that 

defines the different roles for h-nodes and l-nodes 

will offer a measure of security that helps to alleviate 

some of the challenges of key distribution and offer a 

foundation for secure communication.  Those 

challenges include designing reliable and available 

network architecture, forming a high performance 

network infrastructure through self-organization, 

preloading and storing the least amount keys 

necessary to achieve secure communication between 

each node and leveraging security tasks to maximize 

network resources. 

 

3. ROBUST NETWORK ARCHITECTURE 

In a HWSN, we use two types of nodes, h-node 

and l-node, where the h-node has greater capabilities 

and more resources than the l-node.  The network 

consists of a large amount of l-nodes with a small 

amount of h-nodes.  We assume that the 

communication range of h-nodes is D and the h-

nodes themselves is a connected wireless 

communication network in the sensor field. We 

define hierarchical cluster-based network architecture 

for the HWSN as follows: 

 Region Formation – h-nodes divide the sensor 

field into regions using Voronoi Diagram, where 

each l-node belongs to the region of the closest 

h-node.  In the region formation algorithm, the l-

node selects the h-node which has the strongest 

signal to be its region head. 

 Clustering – l-nodes are grouped into completed 

graphs in each region using a clustering 

algorithm that assigns one cluster head (ch) to 

each group with the remaining nodes of the 

cluster acting as cluster members (cm).  If an l-

node u has chosen a ch v, but u is selected to be 

the ch of another node(s), u will send a message 

to remove itself from v’s cluster and become the 

ch of a new cluster.. To assure the head-rotation 

in the reconfiguration functions, the diameter of 

the cluster is d/2.  
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Figure 1 - Hierarchical cluster-based HWSN 

architecture 

 

 Backbone Tree Formation – Chs and h-nodes 

form a communication backbone that is used to 

send information in bi-direction between the 

base station to regions, between regions to 

clusters, and between cluster heads to cluster 

members through the entire network. 

The network architecture is self-organized without 

the need of localization information of any nodes and 

reconfigurable in the presence of node failures, 

resource depletion, the addition and subtraction of 

nodes, and node compromise.  Figure 1 shows an 

example of the hierarchical cluster-based HWSN 

architecture.  The algorithms have been developed to 

configure and reconfigure the hierarchical network 

architecture and support the communication protocol 

as follows: 

 Cluster members (cms) communicate only and 

directly with their ch. 

 Cluster heads (chs) communicate with cms in 

their cluster and with neighboring chs on the 

backbone tree. 

 Information on the backbone tree travels from 

child to parent (ch to ch) until it reaches the h-

node of their region head. 

 H-nodes send information to neighboring h-

nodes in route to the base station. 

We assume all collisions are avoided by using MAC 

protocol CSMA/CA. The network self-

organization/reconfiguration is supported by the 

following functions: 

 Node Move-out – Ch or cm leaves the network 

and connectivity is maintained. 

 Node Move-in – New l-node joins the network 

and becomes a ch or cm depending on its 

surrounding neighbors. 

 Head Rotation – New ch is selected when an 

existing ch is low on resources or even 

compromised. 

Due to limitation of the number pages, details of the 

clustering algorithm were not included. 

 

4. KEY MANAGEMENT SYSTEM 

A. Key Cryptography 

We propose a key management system supported 

by public key and symmetric key cryptography.  Both 

cryptographic methods have their strengths and 

weaknesses, but when they are used together the 

weaknesses will be overcome and the security will be 

provided.  We also propose the use of two types of 

keys for tasks such as data aggregation, which may 

occur at intermediate nodes during data transmission.  

Public key cryptography was initially classified as 

infeasible for WSNs.  Recent studies have shown that 

ECC is feasible for existing sensor node hardware 

and therefore feasible for WSNs [12].  Our key 

management system couples ECC with the 

polynomial-based key distribution scheme.  The 

polynomial-based scheme allows two nodes to 

generate a pair wise key using a randomly generated 

symmetric bi-variate t-degree polynomial f(x,y), 

where  over a finite field Fq.  

Each sensor needs to store a t-degree polynomial 

which occupies  storage space.  To 

establish a pair wise key, both sensor nodes need to 

evaluate the polynomial at the ID of the other sensor 

node.  The polynomial-based scheme is secured up to 

a degree of t, where t is the number of nodes that 

needs to be compromised in order for an adversary to 

know the symmetric key generated between any two 

nodes [13, 14]. 

 

B. Preloaded Keys and Materials 

Before the nodes are deployed, both h-nodes and 

l-nodes are preloaded with an initial temporary 

symmetric key KG.  Each h-node is preloaded with its 

ECC public/private key pair. Therefore, each H-node 

has a total of 3 keys.  We propose two cases for 

preloading l-nodes.  Preloading for h-nodes remains 

the same in both cases.  In case 1 each l-node is 

preloaded with its private key from its ECC 

public/private key pair for a total of 2 keys.  In case 2 

each l-node is preloaded with its ECC public/private 

key pair for a total of 3 keys.  Let M represent the 

number of h-nodes and N represent the number of l-

nodes, then the number of preloaded keys for the 

entire network is: 

Case 1:  

Case 2:  

The l-nodes are also pre-loaded with a randomly 

generated symmetric bi- polynomial that will used to 
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enerate a symmetric key with a neighboring l-node 

such as the cm to ch communication. 

 

C. Stored Keys 

After the nodes are deployed, they perform 

neighbor discovery and clustering processes.  The 

key KG is used during neighbor discovery and 

clustering so that information is broadcasted securely.  

Even though we present 2 cases for preloading keys, 

key storage is the same for both cases.  Once h-nodes 

have divided the sensor field into regions, l-nodes 

have formed clusters, and the backbone tree is 

formed, key exchange can start by using KG and the 

preloaded symmetric bi-variate polynomial.  Key 

exchange will be discussed in detail in the next 

section.  The number of keys stored depends on the 

number of clusters throughout the entire network.  

The following variables help define the amount of 

keys stored: 

 hN  – number of l-nodes in the region of a h-

node 

 hK  – number of the neighbors of a h-node on 

backbone tree 

 chC  – number of the cluster members in a 

cluster with cluster head ch 

 chK – number of the neighbors of a cluster head 

on the backbone tree 

 cN  – number of  the clusters in the network 

After key exchange each node stores a certain 

number of keys depending on their role in the 

network hierarchy: 

 H-node – stores ECC public/private key pair, 

public keys of all l-nodes in its region and the 

public keys of all its neighboring h-nodes in the 

backbone tree.  The keys stored for neighboring 

h-nodes are public keys of parent and children on 

backbone tree.  Let Ah represent the number of 

total keys stored at one h-node, then: 

 
 Cluster Head – stores private key of ECC pair, 

public key of the regional head, distinct 

symmetric keys with all cms generated by 

symmetric polynomial, and distinct key with 

parent and children on backbone tree.  Let Bh 

represent the number keys stored by a ch, then: 

 
 Cluster Member – stores private key of ECC 

pair, the public key of their region head, and a 

distinct symmetric key with ch for a total of 3 

keys. 

 
If we sum the equations for M h-nodes and N l-nodes,  

 is the number of edges on the 

backbone tree.  Let Kall represent total number of 

keys stored, therefore the estimated total number of 

keys stored in the entire network is: 

 

 
 

 

 
 

 
 

 
 

 
 

From this equation we find that the estimated number 

of keys is dependent on the number of clusters, Nc, in 

the network architecture. 

 

D. Key Distribution and Set-up 

As mentioned in the previous section, once the 

nodes are deployed, they begin to build the 

hierarchical networking architecture.  Since nodes do 

not know their location, signal strength can be used 

to determine the proximity of a neighboring node.  

The following key and message notations are used to 

discuss this section: 

 KG – a temporary preloaded symmetric known 

by all nodes that is discarded and no longer 

needed once the network architecture established 

and key exchange is complete. 

 xpb/xpr – public and private key of node x. 

 Kuv – symmetric key shared between node u and 

v, where Kuv = Kvu. 

 Broadcast from node x – {x.id, 

Encryption_key(x.id, x.message)}. 

 Transmission from node x to node y – {(x.id, 

y.id), Encryption_key(x.id, y.id, x.message)} 

The IDs are sent in plaintext to allow each node to 

know who is sending the message and whether it is 

meant for them to decrypt or forward according the 

communication protocol.  Other materials may be 

sent with the message if requested by the sender or 

for authentication purposes.  These keys are used in 

the different phases of building the network 

architecture as follows. 

 Regional Formation – h-nodes (h) use KG to 

broadcast their IDs to find neighbors and for l-

nodes to select the nearest h-node as its regional 

head.  Any h-node (w) and l-node that receives 

that message can decrypt it using KG.  The ID of 

the sending node would be added as a neighbor 
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for h-nodes and as a regional head for l-nodes.  

Receiving h-nodes also reply back with an 

acknowledgement. 

o Broadcast – {h.id, KG(h.id, h.message)} 

o Reply – {(w.id,h.id),KG(w.id, h.id,  

w.message)} 

 Neighbor Discovery – l-nodes (u) use KG to 

broadcast their ID and find neighboring l-nodes.  

Any l-node (v) that receives this message adds 

the ID of the sending l-node to its neighbor list 

and replies back with an acknowledgement.  The 

ID of the regional node is included with the 

message so that nodes only add neighbors from 

the same region. 

o Broadcast – {u.id, KG(u.id, u.message/h.id)} 

o Reply – {(v.id,u.id),KG(v.id, u.id,  

v.message/h.id)} 

 Clustering – l-nodes form clusters using KG and 

the neighbor list built during neighbor discovery 

phase.  L-nodes exchange messages encrypted 

with KG to determine whether they will a ch or 

cm.  The ID of the regional head is included with 

message to prevent nodes from joining a cluster 

outside their region.  After clustering all l-nodes 

designated cms discard KG for it is no longer 

needed.  Cms will use the preloaded polynomial 

to establish a pairwise key, Kuv = Kvu, with their 

ch. 

o Request ch – {(u.id,v.id),KG(u.id, v.id,  

u.message/h.id)} 

o Reply – {(v.id,u.id),KG(v.id, u.id,  

v.message/h.id) 

 Backbone Tree Formation – Within each 

region, starting from the h-node as the root, a 

message is broadcast to find children (i.e., the 

chs within d communication range of the h-

node).  All chs are flagged as waiting before 

receiving a message.  This prevents a node that is 

already a parent from becoming a child of 

another node.  If an h-node receives a reply back 

from a ch(s), then that node is added to its child 

list.  Once a ch has found a parent, it will send 

out a message to find its children.  This will 

continue until all chs have found a parent in the 

regional back bone tree.  The parent and child 

node in these message are denoted by p and c 

respectively. 

o Child node broadcast request – {p.id, 

KG(p.id, p.message)} 

o Reply to parent node – {(c.id,p.id),KG(c.id, 

p.id,  v.message/h.id) 

Once the backbone tree is complete, each h-node 

needs to obtain the public key of every l-node in its 

region for future secure communications.  We 

propose two ways of achieving this task.  In section 

A, there were two cases proposed for preloading keys 

on l-nodes. 

 Case 1 – h-nodes broadcast cm list request 

to each ch in its region using KG.  Chs send a list 

of cms to its regional head using KG.  After the h-

nodes receive this information from all chs via 

the regional backbone tree, KG is removed from 

all remaining nodes and is no longer needed for 

future communications.  H-nodes send a 

message with a list of l-nodes in its region to the 

base station to request the public key of each l-

node. 

o Cm list request - {h.id, KG(h.id, h.message)} 

o Cm list reply - {(u.id, h.id), KG(u.id, h.id, 

u.message/u.cmlist/h.id)} 

o Key request by h-node – (h.id,B.id),hpri(h.id, 

h.message/h.regionlist)} 

 Case 2 – h-nodes broadcast cm list and 

key request from each ch in its region using KG.  

The chs request the public key of every cm using 

the pairwise key it shares with each cm.  It then 

sends a cm list with keys to its regional head via 

the backbone tree using KG.  After an h-node 

receives messages from all nodes, KG is removed 

from all remaining nodes.  Each l-node will also 

discard its public key as a security precaution. 

o Cm list and key request – {h.id, KG(h.id, 

h.message)} 

o Cm list and key reply – {(u.id, h.id), KG(u.id, 

h.id, u.message/u.cmlist/u.keylist/h.id)} 

Even though the key storage is the same for both 

cases, case 1 requires h-nodes to communicate with a 

KDC during setup and each time a new node is added 

to the network.  Case 2 stores more keys, but no 

communication with a KDC is needed allowing the 

network to self-organize during key setup and when a 

new nod joins the network. 

For any new node joining the network, they are 

preloaded with the keys according to the cases 

mention in Section A.  The number of keys stored by 

a new node depends on its role once it joins the 

network.  If any l-node has to leave the network due 

to depleted resources, node failure or node 

compromise, all keys shared with that node is 

removed from its communicating neighbors.  If that 

node is a ch and has remaining cms, then head 

rotation is performed to select a new ch among the 

remaining cms according to Section III.  New keys 

are established as previously shown in each phase 

and according to preloaded keys for case 1 or case 2. 

 

E. Secure Routing 

Figure 2 shows a routing hierarchy and what 

type of key is used in communication between each 

type of node.  Secure communication occurs from 

child to parent as follows: 
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 h-node to h-node – h is child, w is parent.  

Information is encrypted with an h-nodes private 

key and decrypted by the parent H-node with the 

public key. 

o {(h.id, w.id),hpr(h.id, w.id, h.messege)} 

 ch to h-node – u is child, h is parent. Information 

is encrypted with a ch’s private key and 

decrypted by H-node with ch’s public key. 

o  {(u.id, h.id),upr(u.id, h.id, 

u.messege/u.request)} 

 cm to ch – u is child, v is parent.  Information is 

encrypted and decrpyted with pairwise key 

between cm and ch. 

o {(u.id, h.id),Kuv(u.id, h.id, 

u.messege/u.request)} 

 

 
Figure 2 - Secure routing hierarchy for cluster-

based HWSN. 

   

5. PERFORMANCE EVALUATION 
The simulation for this security model was 

developed using C-Sharp.  The testing scenario 

features 1000 l-Nodes and 20 h-Nodes.  The 

hierarchical network architecture was constructed 

with a communication range of d = 60m for l-nodes 

and D = 250 m for h-nodes.  When forming clusters, 

the transmission range of l-nodes are adjusted to a 

range d/4 to form the clusters, with diameter of d/2, 

where each cluster is a complete graph, i.e., each 

node in the cluster is communication range with 

every other node.  The nodes were randomly 

deployed over a 500m × 500m area.  These 

parameters where chosen to achieve connectivity 

over the deployment area so that each node would be 

in communication range with one or more nodes.  

Substituting the simulation parameters in the 

equations for the number of preloaded keys in case 1 

and case 2, yields 2060 and 3060 keys respectively.  

Comparing this value to the centralized Du-scheme 

[8], we reduce the amount of preloaded keys by 

approximately 90% for case 1 and 86% for case 2.  

We also can estimate the number of stored keys. As 

we showed in Section IV.C, this number,  
, which depends on the 

number of cluster cN . Both cases store the same 

number of keys depending on the number clusters 

throughout the entire network.  We conducted 20 

simulation runs where 1020 nodes were randomly 

deployed.  The simulation results show that the 

network stored on an average; 

 keys.   

  

6. CONCLUSION AND FUTURE WORK 

In this paper, we presented a security system for 

heterogeneous wireless sensor networks that couples 

robust network architecture with a hybrid key 

management scheme.  The robust network 

architecture features a hierarchical cluster-based 

network architecture that defines the role of h-nodes 

and l-Nodes to establish a measure of security 

through the communication protocol.  This network 

architecture has a direct effect on the key 

management scheme which uses both ECC and 

symmetric bi-variate polynomial-based key 

distribution to provide secure communication via the 

backbone tree.  The network architecture can be self-

reconfigured without localization information and it 

provides an efficient key management scheme for 

heterogeneous wireless sensor networks.  With the 

storage being a limitation for sensor nodes, only a 

small amount keys need to preloaded and stored over 

the entire network.  

Future work includes analyzing the key 

management scheme to determine key setup time and 

energy usage during key setup for both case 1 and 

case 2 in preloaded key scenarios. We plan to analyze 

the resilience of the network against node 

compromise and energy usage during secure routing. 
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Abstract 

In this paper, we examine different methods of power 
control for wireless sensor networks.  These methods fall 
into four broad categories: duty cycling, batching, 
hierarchy, and redundancy reduction. 

Our review is grouped according to four phases of 
wireless sensor network operation: sensing, 
communication, computation, and storage.  Under 
sensing, we discuss duty cycling, hierarchy, and soft 
deployment, which is a form of power load balancing for 
surveillance tasks.   For communication, we address radio 
management in the form of polled, scheduled, and 
triggered operations, as well as communication batching, 
aggregation, and middleware improvements.  
Computation is discussed in terms of power‐efficient 
hardware and TinyOS, which has built‐in power 
management features.  Finally, storage is addressed in 
terms of power‐efficient utilization and storage vs. 
transmission. 

 

II. Overview 

Sensor Networks are ad hoc meshes consisting of sensors 
with simple network and computing capabilities [1].   The 
typical sensor is a small, low‐energy unit consisting of a 
sensor, a microcontroller, a storage device, and a radio, 
powered by a pair of AA batteries [2].   These units, 
called "motes" are typically deployed in groups of tens or 
hundreds [1]. 

Current application areas for sensor networks center on 
monitoring and data collection for military, agricultural, 
medical, environmental, and research firms [3].  Sensor 
networks are still an emerging technology, and due to 
ongoing improvement, current equipment is likely to be 
obsolete within three years [1].  The market for sensor 

networks is immature and fragmented, with vendor‐
specific equipment and protocols being common [1].   
The main customers are early adopters who view them 
as a tactical rather than strategic investment [1].  
However, sensor networks are expected to become 
commonplace and have a large business impact in the 
future [1, 10]. 

III. Power Control 

The typical sensor mote is powered by two AA alkaline 
batteries supplying 3V at 2000mAhr [4].   Solar‐powered 
motes have been suggested but are not yet widespread 
[5].  Because motes are often deployed to remote 
locations and/or spread over a large geographic area, 
refreshing the power supply is often impractical [2].  
Therefore, power control techniques are necessary to 
extend the life of the sensor network. 

Power control techniques can be applied to four phases 
of sensor network operation: sensing, communication, 
computation, and storage [4, 10], and the remainder of 
this paper is organized by each operation.   Typical 
power‐saving techniques include duty cycling, batching, 
hierarchy, and redundancy reduction [4, 8, 9]. 

• Duty Cycling:  Powering a subsystem down at 
predefined times in order to reduce its average 
power draw. 

• Batching:  Storing multiple operations to be 
executed in burst in order to minimize startup 
and overhead costs. 

• Hierarchy:  Using low power systems first, only 
triggering higher power systems when there is a 
need.  For example, a low powered sensor can 
trigger a higher powered sensor if there is 
movement. 
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• Redundancy reduction: Making use of 
compression, aggregation, or message 
suppression techniques [4]. 

A. Sensing Phase 

Sensing accounts for much of a mote’s power use.  In 
fact, the power demands of sensors are enough that 
inefficient power control during this phase can easily 
offset any gains from power control in other areas [4].   
Sensing applications can be initiated according to three 
models: continuous, user‐initiated, and event‐driven [6].  
With the continuous model, an area can be fully 
monitored at all times, but the power requirements 
make this model unsustainable for the required lifetime 
of a battery‐operated sensor network.  The user‐initiated 
model, on the other hand, requires minimal power but is 
unsuitable for situations in which the phenomena to be 
monitored are unpredictable.  Therefore, current 
research focuses on the event‐driven sensing model in 
which an area is to be monitored for specific types of 
randomly occurring events, such as movement [6].   

In the event‐driven model, the network operates in two 
states: the surveillance state and the tracking state [6].   
During the surveillance state, nodes are powered down, 
maintaining low‐power sensing necessary to detect 
unusual or interesting events; at which point the node 
switches to the more power‐intensive tracking state.  
Quality of surveillance is inversely proportional to power 
used [6]. 

The primary methods of power control during the 
sensing phase are duty cycling and hierarchy  [4].  Gui 
and Mohapatra [6] have also proposed a method for soft 
deployment of sensors that reduces the cost of 
maintaining the surveillance state and spreads this 
burden across the  network. 

1. Duty Cycling 

Duty cycling during sensing involves using a sleep‐wake 
up‐sample‐compute‐communicate cycle in which motes 
spend a majority of the time sleeping [4].   For periodic 
data collection, the duty cycle period (sum of the amount 
of time in one sleep period plus the amount of time in 
one wake period) should be set to the desired sampling 
interval.  The only constraint is that the wake period 
must include enough time for the sensor to wake up 
from its sleep state and initialize in addition to the 
amount of time required to take a sample [4].   

When the event that needs to be monitored is random, 
duty cycling should take detection time into account.  
Detection involves taking a number of quick samples to 
determine if the event is occurring [4].  The time that the 
sensor is sleeping must be short enough that the sensor 
can power on, detect the event, and record the event 
before the event is over.  This is given by the following 
formula [4]: 

Toff  ≤ Tevent ‐ 2 * Ton 

As an example, if a randomly occurring phenomenon has 
a window of 10 ms in which it can be recorded, and the 
total time it takes for a sensor to power up, detect the 
event, and record it is 2 ms, the sensor’s sleep period 
cannot be set longer than 6 ms or the sensor could end 
up missing the event.  This presents a problem:  if Tevent is 
too short, the sensor cannot be powered down long 
enough to lower average power consumption by a 
significant amount through duty cycling alone [4].  

2. Hierarchy 

Hierarchy is another technique for increasing power 
efficiency during the sensing phase.  The principle behind 
sensor hierarchy is that certain types of sensors use more 
power than others.  For example, a magnometer draws 
15 mW, while an accelerometer draws only 1.8 mW [4].  
If the application is a conjunction of magnometer and 
accelerometer readings requiring a certain threshold for 
both,  then the relatively low power cost of the 
accelerometer means it should be activated first.  A 
software decision can then be made as to whether or not 
it is necessary to activate the magnometer. 

3. Soft Deployment 

In [6], Gui and Mohapatra propose a soft deployment 
scheme for target tracking applications.  For tracking 
applications in the surveillance state, the entire field 
does not need to be monitored at once.  It is often 
acceptable to introduce holes in the surveillance 
coverage, as long as there are enough sensors 
performing detection in a pattern sufficient to ensure 
that a moving target will be detected within an 
acceptable amount of time or distance travelled.  Once a 
target is detected, nearby nodes can be alerted to wake 
up and begin tracking. 
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Fig. 1 Sensor network coverage with gaps in surveillance 
state, showing how far a target can move without being 
detected [6]. 

Soft deployment [6] is a two‐stage process in which the 
network is first deployed physically, and then the 
configuration of the surveillance grid is handled in a 
flexible manner through software.  The software aspect 
is advantageous because in most sensor applications, it is 
difficult to change the physical layout of the network 
once the nodes are deployed.  Physical deployment is 
governed by the needs of the tracking application, which 
usually requires each point on the grid to be covered by 
multiple sensors.  However, most of the time, there is no 
target to track.  There is therefore an overabundance of 
nodes available to perform surveillance duties.  Most of 
these nodes sleep, while software determines which 
combination of nodes remain awake in a surveillance 
state to achieve a desired level of coverage which can be 
changed as the need arises.   

a) Soft Deployment Sleep Planning 

Several methods are available for sleep planning, and 
these fall into two categories: uniform distribution 
methods and planned distribution methods.   Uniform 
distribution methods attempt to maintain acceptable 
coverage without reference to node locations.  The two 
methods for doing this are pre‐scheduled independent 
sleeping and neighbor collaboration sleeping.  Planned 
distribution methods, by contrast, take node location 
into account in order to form specific geometric patterns 
of coverage. 

(1) Pre‐Scheduled Independent Sleeping 

Pre‐scheduled independent sleeping [6] is a uniform 
distribution method in which nodes do not have any 
knowledge of neighboring nodes' sleep status, and all 
nodes set their power control status independently.  The 
protocol used for this is called Random Independent 
Sleeping (RIS).  The nodes are programmed with a 
specific length duty‐cycle, Tslot, which is divided into an 
active period (p*Tslot) and a sleep period (Tslot‐p*Tslot).  
Upon activation of the scheme, all nodes  wait a 
randomly distributed amount of time before starting 
their duty cycles in order to ensure random coverage.  
Intensity of monitoring is can be altered by changing the 
values of Tslot and p to increase or decrease the 
probability that a given node is active at a given time. 

(2) Neighborhood Cooperative Sleeping 

Neighborhood cooperative sleeping [6] is the other 
uniform distribution method for sleep planning.  It is 
different from pre‐scheduled independent sleeping in 
that it takes neighbor nodes' sleep status into account.  
The protocol used to implement this method is Probing 
Environment Adaptive Sleeping (PEAS).  Under PEAS, 
each node is given a probing rate λ and a sleep time 
duration Ts, which it uses to determine how long to sleep 
and when to send probing messages to other nodes.  
Upon sending a PROBE message, a node listens for any 
active nearby nodes which will send a REPLY message.  If 
a REPLY is received, the node goes back to sleep, but if 
no REPLY is received, the node assumes no other nearby 
nodes are active and begins surveillance.   The desired 
intensity of surveillance coverage can be achieved by 
changing the power level of PROBE messages to create a 
larger or smaller radius. 

The drawback to PEAS is that there is no mechanism for 
balancing the load of the surveillance task across the 
network.  Each active node remains in surveillance node 
until it runs out of power and fails.  This results in 
prematurely dead nodes that decrease the sensor 
network's density, reducing coverage over the long term 
and possibly creating routing problems.  Gui and 
Mohapatra [6] propose an extension to PEAS, called 
PECAS, that would include a Work_Time_Dur value at 
each monitoring node to allow it to calculate when it 
should go back to sleep.  The value of Next_Sleep_Time 
would be incorporated into REPLY messages so idle 
nodes would know when the active node is scheduled to 
stop performing surveillance.  At that point, any nearby 
sleeping nodes should wake up and probe again.  A 
random offset would be added at each node to reduce 
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the likelihood that multiple nodes in the same area will 
wake up, probe, and become active at the same time. 

(3) Planned distribution 

Planned distribution [6] requires each node to know its 
position as a set of coordinates, so that the sensor net 
forms a virtual mesh or grid.  For each virtual horizontal 
line i and vertical line j, where the distance between lines 
is lG and δ is a distance tolerance to allow for random 
placement of sensors, sensors which have x coordinates 
in the range of [i * lG ± δ] or y coordinates in the range of 
[j * lG ± δ] are tasked with surveillance.  This creates a 
grid where each uncovered area is a square.  The burden 
of surveillance can then be spread across the entire 
network through the use of time slots to create a moving 
mesh, although this introduces the additional 
requirement of time synchronization.  At the end of 
every time slot, each line is offset by 2δ, wrapping 
around as needed. 

 

Fig. 2 Planned distribution grid with distance between 
lines lG, uncovered area lU, and sensor radius r [6]. 

b) Tracking State Wakeup 

Sleep planning methods result in a few nodes performing 
surveillance duties for the entire network.  It is therefore 
necessary for these nodes to be able to alert surrounding 
nodes when it is time to enter the tracking state [6]. 

Gui and Mohapatra [6] propose a scheme for proactive 
wake‐up of nodes in which there are four levels of 
readiness: Tracking, SubTrack, Prepare, and Waiting. In 
this scheme, the ordinary traffic exchanges among 
tracking nodes are marked as tracking packets.  Nodes 
that receive tracking packets are placed into the 
SubTrack state, where they attempt to acquire the 
target.  If a node acquires a target, that node is placed in 

the Tracking state and begins actively collaborating with 
other nodes.  For this system, the Tracking state radius is 
the sensor range r, and the SubTrack radius is the 
transmission range R.   To further increase the range, 
nodes that receive tracking packets can transmit 
PREPARE packets.  If this is done, the radius for PREPARE 
mode is r+2R, compared to r+R for SubTrack mode. 

 

Fig. 3 Readiness states in tracking mode as a function of 
sensing range r and transmission range R [6]. 

B. Communication Phase 

Radio units used by sensor networks consume energy at 
a rate that is several orders of magnitude larger than the 
processing and storage equipment of a typical mote [3].  
Power management in the communication phase 
involves techniques to minimize this cost, incorporating 
radio management, batching, aggregation, and 
middleware improvements. 

1. Radio Management 

Radio management refers to MAC‐level power 
management techniques that keep the radio transceiver 
powered down as much as possible.  Radios in sensor 
networks draw similar amounts of power whether they 
are actively transmitting or simply listening to the 
channel, [3]  so techniques to minimize unnecessary 
radio monitoring had to be developed.  These include 
polled operation, scheduled operation, and triggered 
operation. 
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a) Polled Operation 

With polled operation [4], the radio is turned off a 
significant percentage of the time, awakening frequently 
to sample for traffic.   Most sensors that employ this 
method have a duty cycle of between 1‐2% [4], meaning 
the radio is powered down 98% of the time.   

The constraining factors for polled operation are the 
radio startup and sample time.  For polled operation to 
be effective, the radio must be able to detect the 
preamble of a transmission, which is typically several 
bytes in length [4].  The longer the radio startup and 
sample times are, the longer the preamble needs to be.  
Longer preambles reduce channel capacity and cost 
more energy to transmit.  However, in sensor networks 
that do not need send data very frequently, it can be 
more efficient overall to set a longer radio sampling 
period through software, with a corresponding increase 
in the length of the preamble, since this overhead cost 
will not be borne often [4]. 

b) Scheduled Operation 

Scheduled Operation [4] involves scheduling ahead of 
time when transmissions will occur, which saves power 
because the channel does not need to be monitored the 
rest of the time.  The two implementations of scheduled 
operation are S‐MAC and 802.15.4.  S‐MAC works by 
coordinating sleep periods during which transmission is 
illegal and power does not need to be consumed [2].  
802.15.4, on the other hand, is a form of TDMA [4].  
TinyDB, which is commonly used to query sensor 
networks, is aware of scheduled operation protocols and 
is able to save power by turning off the network stack 
when it is not needed[4].  Scheduled operation incurs a 
small overhead cost because of the complexity of 
scheduling and synchronization.     

c) Triggered Operation 

Triggered operation involves using a low‐power 
secondary radio to monitor the channel and trigger the 
main radio when needed, allowing for purely 
asynchronous communications without the need for 
polled or scheduled operation [3].  This type of power 
management is mostly a matter for academic research 
because of the difficulty in developing a suitable low 
power or zero power secondary radio [4]. 

Triggered operation requires the use of a  wake‐up call 
containing a code or address for the target [3].  This 

method requires the secondary wake‐up radio of each 
mote to be operated continuously, which means it is 
continuously drawing power.  In order for this method to 
result in any net energy savings, the power draw of the 
wake up radio must be less than 50 µW [3].  No such 
radio currently exists, however, Le‐Huy and Roy [3] 
outline a design for a 20 µW radio that combines a zero‐
bias Schottky diode envelope detector with an address 
decoder to read an 8‐bit wake‐up address [3]. 

2. Communication Batching 

Since low powered listening techniques such as Polled 
Operation require a lengthy preamble for each 
transmission, it is useful to send as many packets as 
possible at once in a packet train [4].  This batching 
reduces overhead costs at the cost of transmission delay. 

3. Aggregation 

Many sensor net applications require queries that return 
aggregate data [4].   In networks with a hop count > 1, it 
is helpful if each node can perform the aggregation 
function before passing the data on to the next hop.  On‐
board computation is usually far more energy‐efficient 
than communication, so aggregation represents in a net 
benefit for power consumption by reducing the number 
of messages for a relatively small cost in power used for 
computation.  An ordinary sensor network with n 
number of hops and no aggregation requires n2/2 
messages to transmit sensor data in response to a query, 
but aggregation at each hop reduces this to n messages 
[4].  In the case of Count, Min, Average, and Histogram 
queries, aggregation will significantly lower the amount 
of data that needs to be transmitted; but aggregation 
does not result in significant savings for Median or Count 
Distinct functions[4].   

4. Middleware Improvements 

Time synchronization is one area where middleware 
services can save energy.  Time synchronization is very 
important to sensor net applications, but it costs 
significant amounts of energy to send and receive 
periodic time synchronization messages every few 
seconds.  Middleware can eliminate this need by 
combining time‐stamped packets with an API layer to 
perform time synchronization and make the necessary 
database adjustments after an event has already 
occurred, saving energy [4]. 
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Routing is another area where middleware can help save 
energy.  Routing protocols should take the remaining 
energy of nodes into account, and route through nodes 
that have a higher remaining power level if possible [4].  
This helps balance the energy costs of transmission 
across the entire network.  Routing protocols should also 
prefer paths that require the least number of 
transmissions. 

The Trickle algorithm [7] is used in sensor networks 
running TinyOS to maintain code updates across the 
network.  In Trickle, each node periodically broadcasts an 
information summary unless it has recently received an 
identical summary from a neighbor.  If a node receives a 
summary older than its own, it will broadcast its own 
summary along with update packets.  This method of 
code distribution is more energy‐efficient than multicast 
[4]. 

C. Computation Phase 

Most sensor network applications are tied to 
microcontrollers and peripherals rather than the main 
CPU [4].  The types of microcontrollers used include 
application‐specific integrated circuits / processors, as 
well as general processors using reduced or complex 
instruction sets [2].  The efficiency and power 
requirements of each application depend on how well 
suited the available hardware resources are to the 
application [2].  

TinyOS [4] supports power management through the 
StdControl interface.   This interface calls the Init, Start, 
and Stop functions for each supported device that is 
capable of utilizing power control.   TinyOS is based on 
events and tasks; and ordinarily the processor remains 
powered down until woken by an event such as a 
communication device interrupt or a timer.  Tasks are a 
method of deferred computation in response to events 
or other tasks.  Tasks are executed in a queue on a first‐
come‐first‐serve basis.  They can be interrupted by 
events, but any task resulting from the event will be 
placed in the back of the queue.  When the task queue is 
empty, the processor and related devices are put to 
sleep. 

D. Storage Phase 

Sensor motes typically employ RAM and Flash as their 
storage mechanisms, and the main storage power costs 
come from reading and writing to Flash [4].  Large power 

savings can be had from buffering data in RAM and 
writing it to Flash as a full page rather than individual 
bytes.  [4] describes this process as being up to 233x 
more power efficient than writing individual bytes.  
TinyOS supports buffering as part of the Deluge service 
[4]. 

As flash memory becomes cheaper, faster, larger, and 
more power efficient; it is becoming more effective to 
store data locally rather than transmit it.  Under this 
model, nodes would behave like a group of small 
databases, only transmitting collected data when queried 
[4]. 

IV. Discussion 

The most power intensive operations for sensor 
networks involve sensing and communication, and the 
largest gains are to be had in those phases.  Computation 
and storage, on the other hand are relatively cheap, 
although they are still significant sources of power 
consumption. 

Given the relatively high power cost of communication, it 
is advantageous from a power standpoint to increase the 
level of onboard processing and storage in order to 
reduce the number and size of messages that need to be 
transmitted.  As computation and storage become 
cheaper and more power efficient, this option will 
probably become the norm, and sensor networks will be 
treated like large distributed databases.  The only 
drawback here is that eventually the nodes will be 
damaged or depleted, and at that point their collected 
data will be lost. 

Efficiency in the communication phase depends on 
keeping the transceiver powered down as often as 
possible while still maintaining adequate connectivity.  
Duty cycling with long preambles is one way to 
accomplish this, as are the polling mechanisms in S‐MAC 
and 802.15.4.  Triggered operation can eliminate the 
need for long preambles or complicated polling 
mechanisms, and we may start to see this option become 
more common in the future if a suitable ultra‐low‐power 
transceiver / decoder can be developed for use as a 
wake‐up radio. 

Power efficiency in the sensing phase is critical, and 
besides reducing the requirements of the sensors, the 
greatest gains are to be had from increasing the 
efficiency of the surveillance state.  Duty cycling is 
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efficient for events that have sufficient predictability or a 
large enough detection window.   Sensor hierarchy can 
also be used to increase efficiency by allowing the node 
to make intelligent decisions using data from low‐power 
sensors to determine if external events warrant the use 
of higher‐power sensors. 

For target‐tracking networks, soft deployment can vastly 
decrease the power requirements of the surveillance 
state by spreading the task cost across the network.  The 
physical deployment of a network is constrained by the 
requirements of the tracking state, which requires many 
more nodes than the surveillance state, so there is no 
reason not to let most nodes sleep while a few maintain 
watch.  Soft deployment is also attractive because it 
allows the tradeoff between vigilance and power use to 
be adjusted as needs change. 

On the computation side and storage side, hardware and 
software improvements can increase efficiency by small 
but noticeable amounts.  For hardware, the most 
important thing is to have the correct type of 
microprocessor (general or application‐specific) for the 
task at hand.  Efficient storage is also important, and 
improvements to Flash memory help with this.  For 
software, TinyOS is an excellent operating system for 
sensor nodes, as it was built from the ground up with 
power efficiency in mind.  TinyOS already includes many 
power management techniques, such as writing to Flash 
a full page at a time or powering down peripherals when 
not in use, so the application programmer does not need 
to worry about it. 

V. Conclusion 
In this paper, we discussed power control methods for 
sensor networks in terms of four broad categories: 
sensing, communication, computation, and storage.   

For sensing, we covered duty cycling and sensor 
hierarchy.  We also discussed sensor soft deployment for 
surveillance applications.   

Methods of power control for communication included 
the radio management techniques of polled operation, 
scheduled operation, and triggered operation, as well as 
batching and aggregation.  Middleware improvements 
dealt with time synchronization, routing, and code 
maintenance.  For computation, we covered the 
importance of selecting the right type of microprocessor 
for the job, as well as the event / task based architecture 
and power control interface of TinyOS.  In the storage 

phase, we highlighted the importance of writing to 
memory efficiently, by page instead of by byte, as well as 
the trend toward local storage instead of immediate 
transmission of data. 
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Abstract—The WSN(Wireless Sensor Networks) technology is one 
of the important technologies to implement the ubiquitous society, 
and it could make many changes in the existing agricultural 
environment including livestock rearing, cultivation and harvest 
of agricultural products if such a WSN technology is applied to 
the agricultural sector. This study attempts to establish 
ubiquitous agricultural environment and improve productivity of 
the greenhouse's crops by proposing ubiquitous greenhouse 
system using WSN technology. In proposed ubiquitous 
greenhouse system, soil sensors and environmental sensors are 
installed inside/outside the greenhouse in order to collect 
environmental information for greenhouse's crop growth such as 
environmental information, and soil information, and these 
sensors construct a wireless sensor network each other to collect 
environmental and soil information in the greenhouse. In 
addition, CCTVs are installed inside/outside the greenhouse to 
collect image information in real time for collecting greenhouse 
and crop image information and preventing dangers such as 
burglary and fire. Such collected environmental and image 
information is stored in the server via the gateway, provided to 
users in real time through various interfaces, and environmental 
control facilities in the greenhouse could be automatically or 
manually controlled suitable to optimum growth environment of 
cultivated crops based on collected information. Farmers may 
increase production and improve crop quality through this 
ubiquitous greenhouse system and prepare a data base with 
information collected from environment factors and control 
devices of the greenhouse, which is expected to provide 
information for control strategy of greenhouse operation. 

Keywords-wireless sensor networks,  middleware, ubiquitous, 
greenhouse 

I.  INTRODUCTION 

WSN(Wireless Sensor Networks) is a technology that 
sensor nodes capable of computing and communication shall 
be deployed to various application environments so that they 
can form an independent network, then physical information 
collected by wireless from the network shall be utilized for 
monitoring and controlling etc.[1][2] This WSN technology 
contributes to realizing high productivity, safety and high 
humans life level through its application to various industries 
such as distribution, logistics, construction, transportation, 
military defense and medical service etc.[3]  

In particular, it is labor-intensive industry compared to 
other industry, and when applying WSN technology to 
agricultural area which lacks IT technology application, added 
value and productivity of agriculture can be increased.[4][5] 

Recently, various studies combining WSN technology with 
protected agriculture such as greenhouses and stables and 
precision farming has been conducted,[6][7] and advanced 
nations including EU and the U.S. have established monitoring 
system from cultivation environment to production 
management and distribution in order to secure production of 
agricultural and stockbreeding products and transparency of 
distribution routes.[8][9][10] 

However, Korea lacks researches applying agriculture and 
IT technologies as well as tools to collect growth environment 
information and analyze monitoring data compared to 
advanced nations, and its cost of output is high but output is 
low because the level of optimized technology for 
environmental control is low compared to advance nations.[11] 

In order to solve these problems, we would like to propose 
a ubiquitous greenhouse system applying WSN technology in 
this study. 

The ubiquitous greenhouse system proposed in this study is 
a system that they install WSN and CCTV in the greenhouse to 
collect its environmental and visual information, and from 
which they can monitor the greenhouse via the Web outside the 
greenhouse and further can control the greenhouse's facilities 
by manual even in remote place. 

In addition, greenhouse facilities could be automatically 
controlled based on the crop growth environmental value 
which is already set up and SMS notice service shall be 
provided to users when dangerous situation occurs. 

The proposed system improves productivity by maintaining 
optimized environment for growth and development through 
information on environment for greenhouses and growth and 
development of the crop, and it not only reduces production 
cost by optimizing management of production components but 
also provides convenience to producers through wire-wireless 
remote automatic control of environment for growth and 
development of crops. 

*  Corresponding Author
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The composition of this article is as follows; Session 2 
explains the structure of proposed ubiquitous greenhouse 
system structure and provided service process, and session 3 
the results of realizing proposed systems. Finally, it  
conclusions in the last session. 

II. DESIGN OF THE PROPOSED WIRELESS SENSOR 

NETWORKS BASED UBIQUITOUS GREENHOUSE SYSTEM 

A. System Structure 

The proposed ubiquitous greenhouse system shall be 
classified to three layers as figure 1, and each layer is 
composed of the physical layer which consists of 
environmental sensor, soil sensor, CCTV and other control 
facilities of the greenhouse, and the application layer which 
consists of interfaces that support monitoring the greenhouse 
and controlling service of the crop growth environment, and 
finally of the middle layer which supports the communication 
between the physical layer and the application layer, and store 
the collected information of the greenhouse to data base, 
provides monitoring and controlling service as well as keeping 
optimal status of the crop growth environment. 

 

 

Figure 1.  Ubiquitous Greenhouse System Structure 

Physical layer is composed of sensor collecting information 
on external and internal environment of greenhouse and growth 
of crops, CCTV collecting information on images of 
greenhouses, and environment control facilities to create the 
optimized environment for greenhouse's crops. 

Sensors are broadly divided into environment sensor 
collecting information on internal and external environment 
and growth sensor collecting information on growth of crops. 
Environmental sensor measure information of internal and 
external environment of greenhouse such as intensity of 
illumination, temperature, humidity, wind direction, wind 
speed EC, pH, and CO2, which affect the growth of crops. 
Growth sensor measures change of growth and development of 

crops such as temperature of leaves and parts of stems, weight 
of plant body, fruit temperature and volume. 

CCTV is installed inside and outside of greenhouses and 
internal CCTV is for collection of information of images of 
crops and external one for prevention of dangers such as 
burglary and fires. 

Environment control facilities include ventilation and 
heating systems that can control greenhouse environment 
which affects the growth of crops such as illumination, 
temperature, EC, pH, and CO2, systems to keep warm for 
reduction of energy, systems of controlling curtains to shade 
the light according to the intensity of light, systems for 
circulating fans to control the circulation of air inside of 
facilities, systems to control temperature of hot water, working 
fluid, and systems to control an artificial source of light 
according to external intensity of light, and each facility of 
environment control is controlled by power controller. 

Middleware layer has features to collect data occurred in 
the physical layer such as  environmental sensors and soil 
sensors installed for monitoring the greenhouse environment, 
and to lower the load on the application program by filtering 
real time information and provide data which application 
program requests. 

In order to meet all these requirements, the middleware 
layer has functions to refine, filter and convert the collected 
information and support functions to recognize the situation 
and process and control the respective situation information 
when an event occurred. 

The WSN interface layer provides a common interface 
function to heterogeneous sensors, and offers continuous 
monitoring and control functions for status of sensor networks. 

DPL(Data Processing Layer) plays a role to provide a 
function to process various queries for data collected from the 
WSN infrastructure and a real-time management function for 
sensor information. In addition, the data processing layer 
employs a data management component, which delivers valid 
messages to the upper layer and supports queries of various 
forms by filtering data for reducing system's load that could be 
generated due to an enormous amount of data collected via 
sensors. 

EPL(Event Processing Layer) is composed of an event 
construction and an event processing, and the event 
construction builds up the WSN data received from the lower 
layer as a simple event. The event processing specifies a 
reference value through a complex event language defined by 
the upper application layer and builds up the constructed 
simple event as a significant event considering the reference 
value. 

DC(database controller) stores data generated in real-time 
into the database, supports queries of the application layer to 
use data at the time when the data is needed, and stores and 
updates the reference data for automatic control and condition 
notification of greenhouse facilities. 
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FML(Facility Management Layer) converts the control 
signal transmitted from the application layer or EPL to a proper 
typed data format, and transmit it to the greenhouse control 
facility to control, and transmit the status, operation time and 
control frequency of the control facility to DC to store them 
into the database. 

IML(Image Management Layer) provides the Web with 
stream data of images taken from CCTV and classifies them to 
the greenhouse ID and camera number etc to store into the 
database. 

The database plays a role to store environmental data 
collected from sensors installed inside/outside the greenhouse, 
image data collected from CCTVs, conditions, operating time 
and the number of controls of greenhouse controlling facilities, 
environmental reference values for automatic control and 
condition notification into each table. 

The application service interface plays a role to deliver and 
establish the range of services established by the application. 
And data stored in the DB could be searched and stored by 
connecting the DB controller for demands of the application. In 
addition, it supports various queries to constitute flexible 
connections between applications and hardwares. 

Application layer is composed of application services 
supporting various platforms such as web, PDA, smart-phone, 
which can provide users with crop growth information 
monitoring services, greenhouse environment monitoring 
services, greenhouse image monitoring services, crop growth 
and development environment control services. 

B. Service Processes 

Crop growth information and greenhouse environment 
monitoring services save greenhouse's crop growth and 
development information such as information of internal and 
external environment of greenhouse such as intensity of 
illumination, temperature, humidity, wind direction, wind 
speed, EC, pH, and CO2, which collected from sensors 
installed in greenhouses and information of growth and 
development of crops such as temperature of leaves and parts 
of stems, weight of plant body, fruit temperature and volume, 
and it shows this information to producers through GUI. The 
Figure 2 shows the process of operation of monitoring services 
for growth and development of crops and greenhouse 
environment. 

 

Figure 2.  Greenhouse Environment & Crop Growth Information Monitoring 
Service Operations 

Image monitoring services for greenhouses are to provide 
producers and consumers with images of greenhouses and 
crops through CCTV installed inside and outside of 
greenhouses. The Figure 3 shows operation process of image 
monitoring services. 

 

 

Figure 3.  Greenhouse Image Monitoring Service Operations 

Greenhouse facility control service is a service which 
controls the greenhouse control facility automatically in order 
to keep the optimal crop growth environment based on the 
collected information from the greenhouse or helps users 
controlling the facility manually. The Figure 4 shows the 
process of operating automatic control services of greenhouse 
environment control facilities. 

 

 

Figure 4.  Greenhouse Facilities Automatic Control Service Operations 

The Figure 5 shows manual control services of greenhouse 
environment control facilities. 
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Figure 5.  Greenhouse Facilities Manual Control Service Operations 

Greenhouse situation alarming service is to prevent 
dangerous situations in advance by informing users of change 
of weather and conditions of greenhouses and letting them take 
measures. The Figure 6 shows operation process of greenhouse 
situation alarming service. 

 

 

Figure 6.  Greenhouse Situation Alarming Operations 

III. IMPLEMENTAION OF THE PROPOSED WIRELESS SENSOR 

NETWORKS BASED UBIQUITOUS GREENHOUSE SYSTEM 

A. Implementation 

In order to measure information of internal and external 
environment for greenhouse, sensors were installed inside and 
outside of greenhouses as seen in Figure 7, and external 
weathers such as temperature and humidity of outside and 
inside of greenhouses, speed of light, and wind speed and 
direction and internal weathers such as temperature, relative 

humidity, intensity of light in the upper and lower parts of 
crops, and the amount of penetration of light. 

 

 

Figure 7.  Environmental Sensor 

In addition, since management of rooting zone which 
greatly affects absorption of nutrient solution culture 
considering the characteristics of greenhouse's crop cultivation, 
which mainly uses nutrient solution culture is very important, 
the amount, EC and pH of supplying liquid, the amount, EC, 
and pH of waste liquer, rate of absorption and temperature 
within culture medium, and temperature of supplying water 
and waste liquer, which affect rooting zone of plants inside of 
greenhouses, were measured by installing sensors to collect 
information of environment of rooting zone as seen in Figure 8. 

 

 

Figure 8.  Rooting Zone Sensor 

In order to understand information of growth and 
development of crops, sensors were installed like Figure 9 and 
temperature of plants inside of greenhouses, temperature of 
upper and lower parts of stems, temperature and volume of 
fruits, weight of body of plants, plant heights of body of plants, 
the amount of water and light that crops absorb, yields, and rate 
of increase of weight of the body of plants are measured. 
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Figure 9.  Crop Growth Sensor 

In order to create the optimized crop growth environment 
based on the crop growth information from sensors installed in 
inside and outside of greenhouses, weather information of 
inside and outside of greenhouses, and information of rooting 
zone environment, environment control facilities are installed 
in greenhouses and in order to control these facilities, Power 
controller was installed as seen Figure 10. 

 

 

Figure 10.  Greenhouse Facilites and Power Controller 

In order to monitor and control greenhouses, as seen in the 
figure 11, GUI for managers is developed as Web environment. 
WAS uses Tomcat-6.0.20 and database mysql 5.0 which is the 
safest version among the versions that are currently released. 

 

 

Figure 11.  Ubiquitous Greenhouse System Web GUI 

In GUI for manager, the values of sensing which are 
measured in sensors installed inside and outside greenhouses 
are appeared in (a), and (b) shows control of equipment in 
greenhouses and its conditions.  (c) expresses the conditions of 
equipment in (b) as graphics. (d) is the part to control CCTV, 
(e) the part to show collected images through CCTV, and (f) 
the part to enter standard values for automatic greenhouse 
control. 

B. Results 

As a result of applying the proposed system as mentioned 
above to actual greenhouses, information of environment and 
images in greenhouses is collected through sensors and image 
supervision camera, and GUI which is intuitive to users can 
monitor and control conditions of greenhouses. The Figure 12 
is a graph that shows data of environment to growth and 
development measured by installing the proposed ubiquitous 
greenhouse system to greenhouse. 

 

 

Figure 12.  Greenhouse Environment Data Graph (2010.2.23) 

IV. CONCLUSIONS 

This study proposes ubiquitous greenhouse system for 
comprehensive management of greenhouses requiring precise 
management of environment for crop growth and development. 

The proposed system is composed of physical layer, 
middleware layer and application layer, and components of 
each layer collect and manage information of environment for 
growth and development within greenhouses. Not only the 
information is delivered to users but remote manual and 
automatic control in greenhouses also improves users' 
convenience and productivity, and based on the data of 
environment for growth and development gained by operating 
the system, the optimized environment for growth and 
development of greenhouse’s crop is created. 

To prove the proposed system, it was tested in greenhouse 
by installing sensors including sensors for soils, environment, 
temperature and humidity of leaves and CCTV and was 
implemented. As a result of the implementation, monitoring 
and controlling of the environment for growth and 
development could be conducted through GUI and the results 
of sensors monitoring related to controlling greenhouses and 
controlling shows that there is no wrong operation. 
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Through the study, It is expected that applying the proposed 
system to greenhouse farms shall help saving labour cost and 
producing high quality crops, and further obtaining 
competitiveness of our agriculture 

ACKNOWLEDGMENT 

"This research was supported by the MKE(The Ministry of 
Knowledge Economy), Korea, under the ITRC(Information 
Technology Research Center) support program supervised by 
the NIPA(National IT Industry Promotion Agency)" (NIPA-
2011-(C1090-1121-0009)) 

REFERENCES 
[1] Akyildiz, I.F.; Su, W.; Sankarasubramaniam, Y.; Cayirci, E. A survey on 

Sensor Networks. IEEE Commun. Mag. 2002, 40, 102-114 

[2] Chong, C.Y.; Kumar, S.P.; Hamilton, B.A. Sensor networks: Evolution, 
opportunities, and challenges. Proc. IEEE 2003, 91, 1247-1256.  

[3] Pyo, C.-S.; Chea, J.-S. Next-generation RFID/USN technology 
development prospects. Korea Inform. Commun. Soc. Inform. Commun. 
2007, 24, 7-13.  

[4] Lee, M.-H.; Shin, C.-S.; Jo, Y.-Y.; Yoe, H. Implementation of green 
house integrated management system in ubiquitous agricultural 
environments. J. KIISE 2009, 27, 21-26.  

[5] Shin, Y.-S. A Study on Informatization Model for Agriculture in 
Ubiquitous Era; MKE Research Report; National IT Industry Promotion 
Agency: Seoul, Korea, 2006.  

[6] Jeong, B.-M. Foreign u-Farm Service Model Casebook; Issues and 
Analysis Report of Korea National Information Society Agency, NCA 
V–RER-06005; Korea National Information Society Agency: Seoul, 
Korea, October 2006. 

[7] Kwon, O.-B.; Kim, J.-H. A Basic Direction for Building Agricultural 
Radio Frequency Identification Logistics Information System. M85; 
Korea Rural Economics Institute: Seoul, Korea, December 2007. 

[8] Yoo, N.; Song, G.; Yoo, J.; Yang, S.; Son, C.; Koh, J.; Kim, W. Design 
and implementation of the management system of cultivation and 
tracking for agricultural products using USN. J. KIISE 2009, 15, 617-
674.  

[9] Kim, M.; Son, B.; Kim, D.K.; Kim, J. Agricultural Products Traceability 
Management System based on RFID/USN. J. KIISE 2009, 15, 331-343. 

[10] Hwang J.H, Yoe H., “Study of the Ubiquitous Hog Farm System Using 
Wireless Sensor Networks for Environmental Monitoring and Facilities 
Control”, Sensors, 10, 10752-10777 (2010) 

[11] Jeong, W.J.; Myoung, D.J.; Lee, J.-H. Comparison of climatic 
conditions of sweet pepper‘s greenhouse between Korea and The 
Netherlands. J. Bio-Environ. Contr. Korea 2009, 18, 244-252. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Int'l Conf. Wireless Networks |  ICWN'11  | 107



Design And Implementation of middleware for Cattle 
barn based on Ubiquitous Sensor network 

 

Jiwoong Lee 
School of Information and Communication Engineering 

Sunchon National University 
Sunchon, Korea 

Leejiwoong@sunchon.ac.kr 

Hyun Yoe♀ 
School of Information and Communication Engineering 

Sunchon National University 
Sunchon, Korea 

yhyun@sunchon.ac.kr

Abstract—The recent trend in research and development on 
ubiquitous computing technologies is towards the direction to 
provide users optimum services suitable to conditions through 
context awareness, inference and cooperation based on data 
collected from various sensor nodes To build such the ubiquitous 
application services easily, a middleware is needed to connect the 
RFID/USN's hardware with the applications or the enterprise 
systems. The USN middleware technology is used to filter lots of 
duplicate data collected from many sensor networks and convert 
the raw data into meaningful information for users to send it to 
applications, and provides services to make users could decide 
contextual information quickly and correctly through the data 
mining technique and analysis method. Even though it has been 
presently carried out the studies on such a USN middleware to 
apply it for various fields but there are very few studies on the 
middleware suitable to livestock environment which applications 
of IT technology have not been sufficient relatively comparing to 
other industries. In particular, for controlled barn, there are 
many difficulties on user's decision-making for efficient raise 
cattle due to a number of environmental factors affecting cattle. 
In order to solve such problems, this paper is trying to propose a 
USN middleware suitable to livestock environment, which could 
collect cattle barn environmental information and optimally 
manage cattle through barn automation. The proposed 
middleware is composed of a sensor manager, context manager 
and control manager, which collects a variety of data from 
heterogeneous sensor networks, processes the collected data into 
information suitable to user's demand, and sends it to controllers 
of controlled agriculture, so that it could support users to be 
provided various application services and make decisions 
adequate to conditions. 

Keywords-middleware, RFID, USN  

I.  INTRODUCTION (HEADING 1) 

The recent innovation in IT technology is accelerating the 
fusion between industries. The fusion between IT and 
traditional industries continuously goes on. The application of 
ubiquitous technology to livestock, which is a primary 
industry, is getting expectation that the convergence 
technology would enhance the added-value and productivity 
of agriculture [1].  

In order to establish such u-agriculture environment 
successfully, the core ubiquitous technology development 
optimized to cattle barn, such as sensor hardware, environment 
hardware and cattle barn environment application service, 
would be essentially required [2]. 
To build such the ubiquitous application services easily, a 
middleware is needed to connect the RFID/USN's hardware 
with the applications or the enterprise systems[3].  
The middleware is a technology to filter lots of data collected 
from many heterogeneous RFID/sensor devices, process the 
event data, and then abstract it into meaningful information[3], 
and to send and process a great number of contexts and data 
arisen in the ubiquitous environment more efficiently[4]. 
Even though researches on the USN middleware are currently 
in progress for various fields, there are very few researches on 
the middleware focused on application services in agricultural 
environment that the application of IT technology is 
insufficient relatively comparing to other industries[5]. 
In particular, for the controlled cattle barn, the production and 
the quality of animal is affected by the consistent management 
of various environmental factors such as temperature, 
humidity, ammonia, wind speed etc.  
affecting animal's growth, and the precision control of 
environmental control devices including ventilator, windows, 
heater, lighting, image processor etc, so many difficulties are 
arisen in producer's decision making. This paper would like to 
propose an USN middleware suitable to cattle barn 
environment, which could collect cattle barn environmental 
information and manage cattle optimally through barn 
automation in order to solve problems in such controlled 
agriculture environment.  
The proposed middleware is designed to collect and monitor 
the environmental information from sensors installed in the 
barn, and to provide the optimum service to the cattle barn 
application service system by controlling the barn control 
devices through the corresponding context information 
processing when a problem is arisen, which helps user could 
be provided various application services and make a decision 
suitable to the situation.  
This paper is organized as follows. Chap. 2 explains the 
related researches, Chap. 3 analyzes requirements on the 

♀1 Corresponding author.
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middleware to design the middleware based on the results, 
Chap. 4 implements the designed middleware, and finally 
Chap. 5 draws the conclusion of this paper. 

II. RELATED WORKS 

A. A design of Cotext Aware Middleware based on Web 
Service in Ubiquitous Environment. 

 
Fig 1. The data flow diagram of Ws-CAM Framework 

 
Context-aware technologies for ubiquitous computing are 

necessary to study the representation of gathered context-
information appropriately, the understanding of user's intention 
using context-information, and the offer of pertinent services 
for users. [7] this paper propose the WS-Cam(Web Services 
based Context-Aware Middleware) framework for context-
aware computing. WS-CAM provides ample power of 
expression and inference mechanisms to various context-
information using an ontology-based context model. this also 
consider that WS-CAM is the middleware-independent 
structure to adopt web services with characteristic of loosely 
coupling as a matter of communication of context-information. 
this paper describe a scenario for lecture services based on the 
ubiquitous computing to verify the utilization of WS-CAM. 
this paper also show an example of middleware-independent 
system expansion to display the merits of web-based services. 
WS-CAM for lecture services represented context-information 
itodomaits as OWL-based ontology model effectively, and 
confirmed the information is inferred to high level context-
information by user-defined rules. this paper also confirmed the 
context-information is transferred to application services 
middleware-independently using various web methods 
provided by web services[7]. 

B. Implementation of an Application System using 
Middleware and Context Server for handling Context-
Awareness 

 
Fig 2. Middleware Structure 

 
Context-awareness is a technology to facilitate information 

acquisition and execution bysupporting interoperability 
between users and devices based on users' context. It is one of 
the most important technologies in ubiquitous computing. this 
paper propose a middleware and a context server for dealing 
with context-awareness in ubiquitous computing and 
implement an application system using them.[8] The 
middleware proposed in this work plays an important role in 
recognizing a moving node with mobility by using a Bluetooth 
wireless communication technology as well as in executing an 
appropriate execution module according to the context acquired 
from a context server.[8] In addition, the proposed context 
server functions as a manager that efficiently stores into a 
database server context information, such as user's current 
status, physical environment, and resources of a computing 
system. [8] 

Finally, this application system implemented in this work 
one which provides a music playing service based on context 
information, and it verifies the usefulness of both the 
middleware and the context server developed in this work.[8] 

III. MIDDLEWARE 

A. Middleware Requirement 

To control and manage a cattle barn efficiently, it should be 
considered the environmental aspect of system and the function 
of USN middleware.  

First, To solve the problem as disease, different depending 
on the light environment, temperature and humidity 
environment in the barn. In addition, since producers may 
suffer a loss due to unnecessary heating bills, in order to cope 
actively with it[9][10], it is installed the sensors for 
environmental information including temperature, humidity, 
ammonia etc., and the control system such as heater, cooler 
controller, wind speed/wind direction controller, ventilator etc. 
for the optimum environment.  
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Second, the fundamental functions of middleware are the 
multiple query processing of collected services, management of 
sensing and meta information, creation of context information 
for sensing information, intelligent event processing required 
from the application layer[6]. 

Among them, sensors collect environmental variables 
(temperature, humidity etc.) to provide adequate services for 
cattle barn, event processing is carried out to process data for 
pre-registered conditions if the certain condition is satisfied, 
and the collected environmental information is compared and 
analyzed with existing collected data. In addition, a service is 
provided users to make adequate decisions by creating 
contextual information through prediction and inference. 

The middleware is designed on the basis of such 
requirements. 

B. Middleware Design 

 

Fig 3. Middleware Structure for cattle barn 
 

Fig. (3) shows the structure of USN middleware proposed 
in this paper for controlled barn automation, which is 
composed of a sensor manager (SM), context manager (CM), 
and control manager (CTM). The SM has a function to collect 
information taken place in the barn and to take charge of 
communication between middlewares, the CM has a function 
to analyze the raw data collected by the SM to convert it into 
actually usable information and to store and manage 
information. The CTM controls and manages the barn's device 
based on information analyzed by the CM. 

C. Sensor Manager 

The equations are an exception to the prescribed 
specifications of this template. You will need to determine 
whether or not your equation should be typed using either the 
Times New Roman or the Symbol font (please no other font). 
To create multileveled equations, it may be necessary to treat 
the equation as a graphic and insert it into the text after your 
paper is styled. 

The sensor manager is a module to deliver environmental 
information, which takes charge of interfaces between physical 
sensors and computers. The sensor manager carries out a 
function to collect information from the sensors including 
temperature, humidity, ammonia etc. installed in the barn and 
the control devices such as ventilator, heater etc., sends 
constant clock signals to synchronize sensors in order to 
correctly transfer data between sensors and gateways without 
errors, and removes duplicate data by filtering to send it to the 
CM since the efficiency is decreased due to lots of data when 
receiving duplicate data. 

D. Context  Manager 

The context manager could effectively manage the various 
contextual information to intelligently provide it to users. Such 
contextual information may be collected from the various 
sensors installed in the facility, and also collected via the Web 
such as information of the other facilities or the surrounding 
area[7]. The context manager takes charge of managing 
functions to acquire, process, represent, and store information 
for users and surrounding environment of users obtained from 
the various sources as above[7]. The context manager is 
composed of a context interpreter and a context DB manager as 
the Fig. (4). 

 

Fig 4. Context Manager Structure 
 

The context interpreter takes charge of converting the raw data 
collected from sensors into semantics that could be 
comprehended at the user level. Such converted information is 
stored in the database through the context DB manager. The 
context DB manager is comprised of Sensor ID, SensorInfo, 
and EventTable. 

TABLE I.  SENSOR ID 

ID Sensor Function 
1 Humidity 

2 Ammonia 

3 FAN 

 
As the Table 1, Sensor ID table is comprised of sensor's ID and 
sensor's function attribute, and SensorInfo table allocates 
periods, time, measured values to be collected from sensors and 
assigns Group ID for each role of sensors. 
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TABLE II.  SENSOR INFO 

ID Location Sample Cycle Time Value 
Group

ID 

1 4-5 250 201102170317 24 3 

2 6-2 250 201102170317 32 2 

3 3-1 250 201102170317 11 1 

 
The contextual information could be created through the data 
analysis module, which analyzes conditions of environment in 
the barn and cattle based on such stored information, and the 
data mining technique, and the table is constructed as the Table 
2 for intelligent event processing required by users. Certain 
problems occurring in the barn, i.e. many problems that 
temperature/humidity is too high to disease or the 
concentration of ammonia becomes Odor Causes, are 
predefined in the event table as the Table 3, and the barn is 
controlled if the problem is arisen. The interaction of CM is as 
follows.  

TABLE III.  EVENT TABLE 

Event Group ID average Value 

Turn on The Fan 40 

Turn off The Fan 27 

Turn on The Cooler 30 

… … 

 
The Group ID is given according to the sensor's function as the 
Table 2, the average value of sensor information values 
collected for each group is stored in the database as the form 
identical to the Table 4. The barn is automatically controlled if 
the event condition is satisfied on the basis of this value.  

TABLE IV.  GROUP ID 

Group ID Average Value 

1 37 

2 26 

3 35 

4 24 

 

E. Sensor Manager 

The control manager is composed of a device controller and a 
device recorder. The device controller requests the contextual 
information to control, and the device recorder records the 
current condition of control device to refer for the next service 
request. 
Exploiting these two functions, the CTM uses the contextual 
information received by the CM to adequately control various 
control devices at the locations where the event is arisen, and 

sends the information to users in case of emergency. scenario 
for operating  

F. Scenario for operating 

 

Fig 5. Scenario flowchart 
 

Fig. 5 is the process of entire system. This SM periodically 
collects the environmental information such as temperature, 
humidity, ammonia, etc. from the sensor network installed in 
the cattle barn. The collected information is stored in the 
database through filtering in order to remove duplicate data. 
The CM creates the contextual information from the stored 
information through the data mining and analysis, and uses the 
contextual information to send the control signal to the CTM 
through the predefined event manager. The CTM controls the 
controller in the corresponding area to efficiently operate based 
on the received control signal.  
 

IV. IMPLRMENTATION 

The proposed middleware is aimed at implementing the 
middleware for the cattle barn suitable to the livestock 
environment, and data collected through the sensor network is 
experimented for the event extraction according to the given 
conditions for the aim. In addition, it is constructed to confirm 
the results through the GUI implemented by the Microsoft 
Visual Studio 2005 C#.  

 

Fig 6. Context Manager Source 
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Fig. 6 is the CM implemented with the C#, which is part of 
codes storing the environmental information received from the 
SM into the database, and Fig. 7 is the GUI to confirm the 
results of the proposed middleware. Through the GUI in the 
facility of Fig. 7 (Info), it could be confirmed the 
environmental information values such as temperature, 
humidity, ammonia etc. collected from sensors, the intelligent 
event processing is confirmed through the event notification 
window as Fig. 8 opened when the contextual information 
exceeds the reference value, and the performance of 
middleware is confirmed by controlling various devices such as 
ventilator, heater etc in the barn through the Fig. 7 (Control). 
 

 

Fig 7. GUI 
 

 

Fig 8. Event Notification 

V. CONCLUTION 

This paper designs and implements the middleware to control 
the barn according to the contextual information collected from 
sensors for the cattle barn automation suitable to the livestock. 
The middleware is composed of the sensor manager, context 
manager, control manager, which the sensor manager sends 
various environmental information to the context manager, the 
context manager creates the contextual information and 
analyzes the agricultural environment based on the event, and 
the cattle barn is controlled through the control manager, so it 

is minimized the problems that could be arisen in the barn. In 
addition, it is designed to monitor the information collected 
from sensors to support decision-making in the livestock site. It 
is expected that the high profit would be given to the farm if 
the stability and reliability of barn is secured and the collected 
growth condition of cattle is exploited through the middleware 
proposed in this paper. 
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Abstract - In wireless sensor networks, sensor data mes-
sages are required to be transmitted along a wireless mul-
tihop transmission route with shorter delay. For avoidance
of corruption of sensor data messages, the RTS/CTS con-
trol is introduced in wireless LAN protocols which solves
the hidden terminal problem among 2-hop neighbor wire-
less nodes. However, it causes additional transmission
delay and various methods have been proposed to apply
the RTS/CTS control conditionally. This paper proposes
introduction of directional intermediate sensor nodes dis-
tributed sparsely in the sensor networks. Directional sen-
sor nodes with directional antennas for space-division mul-
tiplexing reduces interferences among sensor nodes. It re-
sults in conditional omissions of the RTS/CTS control with-
out collisions of data message transmissions among 1- and
2-hop neighbor nodes. Thus, it is expected for sensor data
message transmissions to reduce transmission delay with-
out additional losses of them.

1 Introduction

Recently, wireless multihop networks are getting one of the
most important research and development areas related to
information and communication technologies due to their
flexibility and low overhead for configuration and main-
tenance. Wireless sensor networks [2] consist of sensor
nodes with sensing and wireless communication modules
creating and transmitting data messages and sink nodes to
which the data messages are transmitted. Usually, without
continuous power supply, technologies for low-power wire-
less nodes are mandatory. Here, wireless multihop trans-
missions of data messages are critical where data messages
are transmitted with help of intermediate sensor nodes.
Since wireless communication is intrinsically broadcast-
base, wireless signals transmitted by neighbor nodes inter-
fere with each other. Various wireless LAN protocols such
as IEEE 802.11 [11] introduce collision avoidance mech-
anism, CSMA/CA and RTS/CTS for interference between
exposed and hidden nodes, respectively. However, the lat-
ter causes longer transmission delay due to contentions
among 1- and 2-hop neighbor nodes. This paper proposes
introduction of directional wireless nodes to wireless sen-
sor networks which is expected to achieve shorter trans-
mission delay by space-division multiplexing without time-

overhead caused by RTS/CTS.

2 Related Works

A wireless sensor network is a wireless multihop network
composed of wireless sensor nodes and sink nodes. Data
messages are transmitted from a sensor node to a sink node
along a wireless multihop transmission route which is a
sequence of intermediate sensor nodes. Multiple source
sensor nodes might achieve sensor data simultaneously and
multiple data messages might be transmitted concurrently
to a sink node. For transmissions of data messages between
neighbor sensor nodes (and between a sensor node and a
sink node), a wireless LAN protocol such as IEEE 802.11
and Bluetooth is applied. For avoidance of corruption of
data messages by collisions among wireless signals, it is
required for each intermediate sensor node to occupy its
wireless signal transmission range temporarily. CSMA/CA
and RTS/CTS are widely available mechanisms for avoid-
ance of collisions caused among exposed nodes and hidden
nodes.

CSMA/CA seems mandatory under an assumption
that all wireless sensor nodes transmit control and data
messages through the same channel, i.e., by using wire-
less signals with the same wavelength. On the other hand,
though RTS/CTS is one of reasonable time-division solu-
tions for collisions among hidden nodes, it requires higher
communication overhead. That is, it causes longer trans-
mission delay and lower efficiency. Figure 1 shows a se-
quence of control and data messages for a data message
transmission in IEEE 802.11. Here, 11.2–31.7% of re-
quired transmission time 911–2590 µs is for avoidance of
collisions by RTS/CTS. Thus, RTS/CTS is adaptively ap-
plied only in cases with data messages longer than RT-
SThreshold in IEEE 802.11 specification since the shorter
the data message is, the lower the expectation of occur-
rences of collisions are. In [1], another adaptive RTS/CTS
mechanism has been proposed for reduction of communi-
cation overhead. Since the expectation of collisions among
hidden nodes depends on a number of hidden nodes of a
sender node, RTS/CTS is adaptively applied based on a
number of neighbor nodes of a receiver node.

The reason why such mechanisms have been pro-
posed is that the problem of collisions among intermedi-
ate nodes in a wireless multihop transmission route is in-
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Figure 1. RTS/CTS in IEEE 802.11.

evitable. According to widely-accepted disk model [10] for
wireless sensor nodes with omni-antennas, 2-hop previous-
and next-hop nodes of each intermediate node are always
hidden nodes. In [7], RH2SWL is proposed for space-
division solution of intra-route collisions among hidden
nodes by routing and transmission power control. Here,
under an assumption that each intermediate node controls
its transmission power to the minimum to reach its next-
hop node, a wireless transmission route in which each inter-
mediate node is included in a wireless transmission range
of its previous-hop node and is not included in that of its
next-hop node is detected for data message transmissions.
Though it achieves high data message throughput without
RTS/CTS, multiple channels are required for applying it to
a large-scale wireless multihop networks [6].

3 Proposal

As sensor data messages are required to be transmitted
without losses due to high retransmission overhead and
with shorter transmission delay, in order to reduce com-
munication overhead for RTS/CTS, this paper proposes an-
other space-division solution by introduction of wireless
nodes with directional antennas. This paper assumes that
a directional sensor node has 6 directional antennas with
the same transmission range without overlaps and the same
total coverage of an omni wireless node as shown in Figure
2 [5]. Each directional antenna in a sensor node indepen-
dently transmits and receives control and data messages of
the others. Thus, it transmits and receives data messages
simultaneously through different antennas and it also re-
ceives data messages simultaneously through different an-
tennas.

1�23�465�7	2)8!9;:=<">;4?9*@�8!3/AB8DCD4 EGFH9�2">;4�9;@�8�3"AH8�CD4

Figure 2. Directional Sensor Node.

As in [5], there have been various proposals for intro-
duction of directional wireless nodes in wireless multihop
networks; however, most of them are for efficient broad-
casting (flooding), i.e., for transmission of a data message
from a source node to all the other nodes in the wireless
network. This is because flooding is one of the most im-
portant mechanisms in wireless multihop networks since
many fundamental network services such as routing, e.g.,
AODV [9], DSR [3] and TORA [8], location services, di-
rectory services and so on depend on flooding of control
messages. In addition, due to intrinsic nature of broadcast-
ing in wireless networks, it is possible for wireless nodes
to fail to receive the flooded control messages by collisions
among them; this is called a broadcast storm problem. On
the other hand, in this paper, we adopt directional nodes
to sensor networks in which data messages are transmitted
along wireless multihop transmission routes and are gath-
ered to a sink node; that is, transmission direction is oppo-
site to in the broadcast storm problem.

As discussed in [4], production, configuration and
maintenance costs for directional wireless nodes are higher
than the conventional omni ones. Thus, this paper assumes
that only a part of wireless nodes devises directional anten-
nas and the others are with the conventional omni antennas.
Until now, vast number of ad-hoc routing protocols have
been proposed and many routing protocols for wireless sen-
sor networks have also been proposed especially with con-
sideration of battery consumption. In this paper, our dis-
cussion is based on the following naive routing based on
periodical flooding of control messages initiated by a sink
node:

· On first receipt of copies of the routing control message,
each intermediate sensor node entries the sender sen-
sor node as its next-hop for transmission of sensor data
message destined to a sink node and also broadcasts it1.

By using this routing protocol, each directional sensor
node has the following properties:
[Property 1] Among its 6 directional antennas, each direc-
tional sensor node adopts only 1 antenna for transmissions
of sensor data messages destined to the sink node and the
antenna is never used for receipt of sensor data messages.
[Property 2] Omni nodes whose next-hop is the same di-
rectional node and included in the wireless transmission
range of the same directional antenna are always exposed
with each other 2.

According to these properties, previous-hop nodes of
a directional node is not required to apply RTS/CTS since
there are no hidden nodes about it. In addition, in accor-
dance with Property 1, no collisions occur at previous-hop
sensor nodes of a directional node, i.e., 2-hop previous-hop
sensor node of a directional node does not need RTS/CTS
for collision-free transmissions of data messages if no pairs
of the 2-hop previous-hop sensor nodes are hidden nodes

1In a directional node, a copy of the routing control message is simul-
taneously transmitted through all its directional antennas.

2Because of the π/3 central angle in a sector wireless range of direc-
tional antennas.
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with one another since data messages transmitted by the di-
rectional node never reach its previous-hop nodes. Even if
there exist 2-hop previous nodes exposed to each other, col-
lisions among them are avoided only by CSMA/CA with-
out RTS/CTS.

Therefore, by introduction of directional nodes, wire-
less sensor networks reduces RTS/CTS according to the
following property:
[Property 3] The following sensor nodes omits RTS/CTS
without collisions by introduction of a directional node
(Figure 3):
· Previous-hop nodes.
· 2-hop previous-hop nodes in case that all of them are

exposed.
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Figure 3. RTS/CTS-Free Transmissions by Directional
Node.

4 Evalution

This section reports the results of simulation experiments
to reveal the effect of our proposal. As discussed in the
previous section, introduction of directional nodes justifies
omissions of RTS/CTS absolutely in previous-hop sensor
nodes of the directional nodes and conditionally in 2-hop
previous-hop ones. The degree of reduction of RTS/CTS
depends on ratio of directional nodes in a wireless sensor
network and tradeoff between performance improvement,
i.e., reduction of transmission delay of sensor data mes-
sages, and costs for directional nodes should be considered
in reality. Here, the relation between the directional node
ratio and the degree of reduction of RTS/CTS is evaluated
in simulation experiments.

As shown in Figure 4 200–700 wireless sensor nodes
with a 100m transmission range are randomly distributed
in a 2,000m×2,000m square area in which a sink node is
located at its center. Among of them, randomly selected
0–25% nodes are directional nodes and the others are omni
ones. By using the naive routing protocol discussed in the
previous section, wireless transmission routes from every
sensor node to the sink node are configured and evaluate
the ratio of sensor nodes allowed to transmit data messages
without RTS/CTS according to Property 3.

Figure 5 shows the simulation results. In cases with
directional nodes, RTS/CTS-free nodes linearly increase
and the effect is higher in sparser distribution of nodes.
This is because there exists more hidden node free 2-hop
neighbor nodes of directional nodes in sparse wireless net-
works. As discussed above, for introduction of directional
nodes, additional costs should be considered in reality.
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Figure 4. Simulation Field.
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Figure 5. Ratio of RTS/CTS-Free Sensor Nodes.

5 Concluding Remarks

For shorter transmission delay in wireless sensor networks,
this paper proposes an introduction of sensor nodes with
directional antennas. Due to independence of each direc-
tional antennas, less pairs of 2-hop neighbor nodes have the
hidden node relations and RTS/CTS for collision avoidance
with high communication overhead is omitted absolutely
in previous-hop nodes and conditionally in 2-hop previous-
hop nodes of directional nodes. Simulation experiments
show the effect on reduction of RTS/CTS requirements and
it is expected to reduce end-to-end transmission delay of
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sensor data messages. We have assumed that the direc-
tional nodes are randomly located and the routing proto-
col works independently of the location of the directional
nodes. In future work, we investigate a routing protocol for
shorter transmission delay based on the randomly located
directional nodes and induce better locations of directional
nodes in intentional network configuration.
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Abstract—A Game theoretical algorithm ,which is titled as 
GTL(Game-theoretical Total Link) , is addressed in this paper 
and applied in the optimization of LINK issues in Wireless 
Sensor Networks. Through choosing an appropriate payoff 
value, all nodes are assumed to play games and to do benefit to 
both itself and all the neighbors. Eventually, all nodes 
performance in the status of optimized energy-efficiency under 
the condition that all nodes are in the coverage and able to 
communicate with each other . Hereafter, experiments shows 
that GTL makes great improvements by 20% compared to 
classical CTR algorithm in the energy consumption.  

Keywords-Wireless Sensor Networks, Topology Control, Game 
Theory 

I.  INTRODUCTION  

As for the issues of  Topology Control for Wireless 
Sensor Networks, some algorithms such as CBTC (Cone 
Based Topology Control)[1][2] are widely utilized to keep the 
connectivity and coverage by controlling the nodes’ radiating 
radius. However, most of the algorithms consider network 
connectivity rather than energy saving, subsequently 
inducing  the low energy-efficiency of  the nodes. 
Meanwhile, there emerges various algorithms of Topology 
Control to meet  the demand of mobile networks, resting 
networks and other uncertain networks instead of the 
motionless network[3][4][5]. Thus, a cognitive algorithm based 
on game theory is incorporated in this paper to optimize 
nodes’ radiating and transmitting range, so as to save energy 
of nodes in the premise of no influence to integrity of the 
network. 

In most cases, a minimal transmitting radius r  is 
calculated to meet the demand of network connectivity, and 
consequently to use this value as CTR(Critical Transmitting 
Range) [6][7] to ensure all nodes in communication. 
Nevertheless, a great deal of energy are wasted and 
redundancy owing to the equal radiating radius.  Although, 
this way ensures the network connectivity, as well as 
improves the network robustness in most cases, avoiding the 
great energy waste is still a problem.  Thereupon, a kind of 
dynamic algorithm for the radius set is addressed in this 
paper. 

II. MODAL 

CTR means that there is a unique radiating radius r  for 
each node to keep the network working as a whole, by which 

all nodes are able to communicate with each other. Normally, 
r is the longest edge of the LMST(Local Minimum 
Spanning Tree) in the network. 

Compared to CTR, GTL(Game-theoretical Total Link) is 
able to save more energy without loss of connectivity and 
robustness. By modeling a payoff function, all nodes choose 
various radiating radius to change the coverage area 
periodically and intelligently. accordingly, the Game Theory 
is incorporated to design this cognitive system[8]-[12]. For 
details, by calculating the payoff value of each node and the 
whole network, each node chooses the optimal energy 
controlling strategy. The main compositions of this game are 
described as follows:  

• The set of players, denoted as N . In this game, 

nodes are players, which are denoted as i , and i N∈ ; 

• The set of strategy, denoted as S . In this game, 
every player has three strategies, which are 
increasing the energy level, decreasing the energy 
level and maintaining the energy level. 

• The set of payoff by each player’s choice, denoted as 
P ,which means the payoff of every player. 

All nodes make decision through choosing their energy 
strategies, and change their energy levels until game finishes.  

A.  PAYOFF VALUE CONFIGURATION 

• Connectivity 

cN
C o n n e c t iv i t y

N
=

                              (1) 

Where, cN
 indicates the amount of the nodes in the 

biggest cluster in the network, N means the quantity of the 
nodes in the whole network. If all nodes are in 
communication, the connectivity is 1. 

• Neighbor Coverage Angle 
Neighbor Coverage Angle(NCR) indicates the maximum 

angle between two radials which originate from the reference 
node. In figure 1, α is the NCR. 

• Neighbors Expectation 
In the premise of keeping the NCR of the reference node 

unchanged , Neighbors Expectation is defined as the minimal 
amount of the neighbors as the energy consumption of the 
node decreases. Weak robustness would be caused by the 
fact that number of the neighbors excesses to the lower 
bound of  Neighbors Expectation. 
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Figure 1.  Neighbor Coverage Angle 

 

B. Assumption  

• The initial value of all nodes in communication is 1. 
• Each reference node gets benefit in accordance with 

the energy consumption, quantitatively describes as 
rα− × , in which, r is the radiating radius of nodes 

with a certain energy level. α  is weight parameter. 

• Reference node get benefit ( )n kβ× −  from its 

neighbors. Here, n is the amount of neighbors, k  is 

the neighbor expectation ,  β  is  a small valued  
weight parameter with  

• Payoff of the whole network equals to the sum of 
payoff of all nodes. 

• Thus, the payoff of a node in current energy level is: 

 1 ( )P a y o f f r n kα β= − × + −                                  

III. SIMULATION 

A. Algorithmic flow 

Figure 2 shows the flowing chart of the arithmetic 
simulation. Through repeated games, the whole network will 
eventually get a Nash Equilibrium, which is the optimal 
solution.  

B.  Simulation Result 

Here, both GTL and CTR algorithms are simulated 
within the background of a random generated Wireless 
Sensor Networks,. In Figure.3, 50 nodes are deployed 
randomly. Each node is displayed as being surrounded by a 
circle with certain grey scale ,which denotes the radiating 
radius . Accordingly, the grey scales will superimpose when 
the energy circles overlap. 

With CTR algorithm, energy levels of all nodes are 
equally set by experience. In Figure 3, deeply darken area 
means more coverage coincidence ,which means more 
energy waste correspondingly. Thus , the S/N ratio (Signal to 
Noise ratio) will decrease when more coverage circle overlap. 
Therefore, CTR algorithm performances great waste of 
energy due to the coverage overlapping, although it would 
assure the connectivity and robustness of the network. 

It would be worse if nodes are deployed densely. As 
being shown in Figure3, there’re hardly any nodes in the 
areas with the deepest grey scale. Nevertheless, the nodes in 
the brim always possess the same energy levels with others 

in order to meet the demand of CTR, so as to result in 
senseless energy consumption. Thereupon, these overlapping 
areas should be reduced because they can’t achieve extra 
payoff. 

 
Figure 2.  Flow Chart of the Simulation 

Note: playing  means that each node calculates the payoff  
values of various strategies;Strategy means the node chooses 
the strategy with maximal payoff value;action means that 
nodes change their radiating radius by controlling the energy 
levels . 

 
Figure 3.  Simulation Result Of CTR 

 
Figure 4.  The Final Network Frame Of GTL 
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Figure 4 shows the result of GTL algorithm after t 
playing the game . 

In Figure4, for the purpose of energy saving, most nodes 
decrease their energy level after repeated game playing on 
the premise of that all nodes keep in communication. The 
energy levels of nodes in the brim get decreased 
simultaneously. Meanwhile, Neighbor Expectation of each 
node is also under control.  

The energy consummation  of  CTR and GTL are  shown 
in Table.1 respectively. 

TABLE I.  THE COMPARISON OF CTR AND GTL 

 
The Comparison of the optimization result between CTR 

and GTL in the networks with nodes ranging from 5 to 50are 
presented in Figure.4 and Figure.5.Hence, it is obtained that 
the improvement is around 20%. However, the percentage 
trends to be stable at 20% with the increasing amount of 
nodes, which is described as: 

lim ( )

CTR GTL

N N
CTRN

N

re re
E

re
ϕ

→∞

−
=

∑ ∑

∑
 

Where, re represents the range of Energy Consumption.  
In most cases, 2.0=ϕ .  

 
Figure 5.  The comparison of CTR and GTL 

 
Figure 6.  The Optimized Percentage Of GTL 

C.  With Resting Strategy 

In fact, topology structures of  most networks are 
dynamic with cycled sleeping strategy or compose of mobile 
nodes. Hereby,10 nodes are randomly chosen for sleeping 
under the random rest  timing strategy. Figure 7 shows the 
simulation result.  After nodes play game with  GTL 
algorism , the topology turns into the structure which is 
shown as in Figure 8. 

 
Figure 7.  Network Frame of CTR  in resting networks 

 
Figure 8.  The Network Frame After GTL 

In Figure.7 , the sleeping of 10 nodes’ do not change the 
network connectivity and thus did not make any effect on the 
network integrity. After 10 rounds of games with GTL for 
random network which selects ten nodes randomly for 
sleeping, the result is as Table.2. 
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Figure 9.  Simulation Result of  Energy Saving 

In Figure 9 and Figure 10, it shows that GTL algorithm 
leads to more energy saving in sparse networks than dense 
networks. For example, the whole energy consumption 

Algorithm energy summation optimized percentage

CTR 1148.3449 
17.75% 

GTL 944.5095 
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improves from 31664.42 to 52285.5225 due to thesleeping of 
10 nodes in experiment 2.  
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Figure 10.  Energy Saving of  Ten Experimental Series 

TABLE II.  THE EXPERIMENT OF GTL ABOUT NETWORKS WITH 
CYCLED SLEEPING STRATEGY 

 In fact, in the periodical sleeping strategy , sleeping 
nodes transfer more work to other living nodes, which could 
properly make extra energy waste. Consequently, GTL might 
be used to balance the energy oscillation 

IV. CONCLUSION 

CTR algorithm does assure the robustness and the 
connectivity of the network ,but with relatively high energy 
consumption. The entire energy consumption of the whole 
network increases due to the unique pre-set of the radiating 
radius for all the nodes. However, algorithm of Cognitive 
Intelligence is incorporated in this paper to make the  self-
organize more efficiently.  

The algorithm of GTL uses Game Theory to set the 
energy range of each node thus to made nodes control their 
energy consumption flexibly according to the topological 
changing. Via the experiments, it obtains that at least 20% 
energy would e saved compared to the classical algorithm of 
CTR. 
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Ex. No. Before GTL After GTL 
optimized 

percentage1 

1 17044.405 11651.3375 31.64 

2 31664.42 21216.6953 33 

3 23352.02 17572.2923 24.75 

4 36440.08 24721.4618 32.16 

5 25727.585 18272.1837 28.98 

6 22053.25 14299.6961 35.16 

7 28373.54 20110.4402 29.12 

8 18562.405 12653.0409 31.84 

9 22102.825 14537.9718 34.23 

10 27238.69 19774.1245 27.4 

Average 25255.922 17480.92441 30.83 

 After resting After resting & GTL 
optimized 

percentage2 

1 18045.9045 12545.1229 30.48 

2 52285.5225 32689.4971 37.48 

3 26073.801 19824.6042 23.97 

4 32796.072 22559.3658 31.21 

5 16220.637 11106.5965 31.53 

6 19847.925 13009.0599 34.46 

7 25536.186 17907.2914 29.87 

8 16706.1645 11242.9792 32.7 

9 27529.38 16532.7508 39.95 

10 24514.821 18128.386 26.05 
Average 25955.64135 17554.56538 31.77 
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Abstract—In the realistic background of Urban Mass 
Transit, the paper addresses the applications of Wireless 
Sensor Networks with emphasis on the integrated 
evaluation approaches to the applications. Assessment 
strategies are originally designed, being involved in the 
indicators and criteria of fundamental functions, 
adaptability, applicability, Quality of Service and 
Advancement.  Hereafter, evaluation methods are taken 
out on subjective and objective respectively, with which 
Rough Set Theory, Fuzzy Set, and Markov Chain are 
used for quantification and standardization. 

Keywords-Wireless Sensor networks;Assessment Strategy; 
Rough Set; Markov Process;Urban Mass Transit. 

I. INTRODUCTION  
All manuscripts must be in English. These guidelines inc 

The wireless sensor network(WSN) is hot and cutting-edge 
research field which is attracted concern mostly, involving 
cross-disciplinary and high integrated knowledge. It 
combines sensors, embedded computing technology, 
modern networking and wireless communication technology, 
distributed information processing and so on. Physical 
world, computer world and humanity society the three-mode 
world can be communicated by the information which is 
real-time monitored, perceived and collected by means of 
various integrated micro-sensors, and transmitted in wireless 
way, then send to the user terminals through wireless multi-
hop ad hoc networks mode. It has widely applied prospect in 
the military, environment science, healthcare, space 
exploring, industry sensor, security monitor and traffic 
control et al since the wireless sensor network has low cost, 
self-organizing, small size and can be disposed easily[1]-[5]. 

The railway transportation is a high reliable complex 
system; besides it is also a huge scale, refining profession 
division system, and it requires coordination in many 
aspects. The intelligent WSN applied into urban rail transit 
has irreplaceable advantages. Not only the WSN can 
improve nodes function and be disposed more easily than 
the traditional sensor networks based on field-bus, but also 
it can decrease the cost compared with the traditional field-
bus technology. 

But we find that the WSN has some morphological 
characteristics in energy limitation of node, large quantity 
and dense layout of the nodes, random disposal and micro-
size nodes et al which raise a great challenge in software 
and hardware design of the network and nodes. The WSN 
shows strong dynamicity, ductility, generality and 
compatibility et al, and it can transport a large amount of all 
kinds of information, but the stability and reliability of 
whole network is impacted by the strict resource limitation, 
asymmetry of flow, redundancy of data, dynamic of 
network et al which results in the feature of network such as 
network heterogeneous, vulnerability and polymorphism of 
data to affect it applied in the practice. 

The railway transportation system is developed based on 
the “train”, “electric machine”, ”construction”, “electricity” 
technology. The information network of railway guarantees 
the reliability, safety, effectiveness of system and service, 
and furthermore, it raises higher requirement of the 
collection, process, transfer and fusion of data. The 
compatibility and scalability is required between data 
processing system and other system as network management 
system, information transfer system, environment monitor 
system, along with rapid expansion of railway network. 
Daily increasing passengers, service improvement demand, 
technology development and railway developing trend-
intelligent, automation, foundation, standardization call for 
highly unified function system and secure, reliable, efficient, 
scalable network system. 

Currently, the most application of WSN in railway is 
building the urban rail transit self-organization network 
monitor and control system. According to the function it can 
be simply divided into: FAS (Fire Alarm System), TSIS 
(Travelling Security Inspect System), SCADA (Supervisor 
Control And Data Acquisition), BAS (Building Automation 
System), which distribute along the railway, station and 
shunting yard, and then related information is send to 
control center via all-kinds of communication network. The 
WSN must be specified by particular standard to meet the 
system demand since the WSN is integrated into current 
system. 

The evaluation index of sensor network is not only the 
standard of assessing sensor network, but also the optimal 
object of the sensor network design. Standardizing the 
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technology creates the benefits of applying the technology 
into monitor the urban rail transit, and resolves the problems 
in wireless communication, train location, status inspection, 
real-time monitor and so on. Subsequently it also plays a 
scientific evaluation and guide role in widely applying the 
senor network with the development process in the urban 
rail transit. 

II. 2. EVALUATION CRITERIA  

A. Performance Evaluation of WSN 
It can definitely improve the reliability by integrating the 

sensor network into the urban rail transit monitor and 
guarantee the coordination operation of system for safe and 
efficient operation of urban rail transit system. The 
performance evaluation refers to following three aspects on 
account of above situation: 

(1)Achievement of performance evaluation—requires 
completing different function in different applied 
environment such as: monitor in serious disaster; monitor of 
situation of electricity equipment; circumstance monitor; 
train operation status monitor, the evaluation index is 
classified into 2 types: 

One is data index of estimation error of property, 
probability of event monitor, false detecting rate or missing 
rate of object, accuracy of location, accuracy and error of 
perception. 

The other is index of network extendability, integrity, 
stability. 

Advanced network technologies are applied to system 
architecture design and develop of railway monitor which 
set up integration monitor system by relative monitor 
subsystem. They can improve process efficiency and data 
accuracy, realize real-time monitor, and reduce risk, ratio of 
accident caused by delay and error data, since subsystems 
carry out collection and analysis of raw data. 

 (2)Communication performance evaluation—is 
communication ability among nodes; requires transferring 
more effectiveness information within less time; underlines 
cooperation operation among nodes; achieves real-time 
monitor and process in rail transit monitor system. The 
evaluation indices are real-time perception ability, 
communication efficiency, data quality, error tolerance 
ability, time latency et al. 

The more reliability and timeliness of data transmission 
to ensure safety in train operation is critical in monitor 
system which demands more efficiency and quality, less 
time delay and transmission error code in system nodes. It is 
essential to safeguard higher error-tolerance ability, and the 
whole network can work as an entirety even though in the 
condition of emergent events, because one node or more 
could communicate failure easily in the network, and 
sometimes transmission link interrupts in the WSN 
operation. 

 (3)Energy consumption control evaluation—achieves 
the most communication and function within the least nodes. 

And the evaluation indices are lifecycle of network and 
nodes. 

 The narrowest bottleneck in the WSN is energy 
consumption in application. The independent node’s 
power system is supported by limitation cell stored in it. By 
means of technology, We can improve utilization and 
balance the network lifecycle and nodes lifecycle, try to cut 
down the energy consumption of node and equalize energy 
consumption of network to extend the lifecycle to come to 
Pareto optimal under the condition that limited by the 
system demand and itself condition and each node has to 
work in the condition of finite cell. 

B. Adaptability evaluation 

Adaptability has two types:  one is system adaptability; 
another is the environment adaptability. 

System architecture design and develop of railway 
monitor use advanced network technologies,   set up 
integration monitor system by relative monitor subsystem 
and  combine sensor technology, embedded computing 
technology, modern network technology, wireless 
communication technology and distributed information 
processing technology et al. These technologies infusion 
need higher adaptability (or compatibility). There are two 
types in system compatibility: compatibility between current 
rail transit monitor and management system, and 
compatibility between current rail transit monitor and new 
technology. It must to consider that how to control effect of 
manpower, resource and finance caused by system rebuild 
to least level or direct WSN to a positive orientation.  

It presents higher request to the technology (network 
protocol, network architecture, and route and so on), which 
can support the topology of network, environment of 
channel and service mode while those dynamically vary 
with nodes move, keep uninterrupted communication and 
low error rate, and be adjust to different condition and 
status’s variation by WSN set up by self-organization form. 

C. Practicality evaluation 

There are great problems need to be resolved in the 
process of developing WSN into practice, such as practice 
applied route, protocol, energy consumption. Practicality 
evaluation indices in this paper include: service demand, 
economy, operability, reliability, efficiency et al. 

Fire alarm system (FAS) flood monitoring sensors, fire 
detection sensors, hazardous gas monitoring sensor, rock 
fall monitoring sensors and seismic monitoring sensors; 
electrical equipment condition monitoring sensors of 
SCADA; Environment Monitoring System (BAS) and the 
vehicle running state ( axle temperature, pressure, track, 
vehicle positioning, etc.) monitoring system, these 
subsystems’ functions can be implemented by various 
sensors and processing system installed along the route, 
environment and the station. 
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D.  QOS (Quality of Service) evaluation 

The QOS is defined as “The quality promise of 
information transmission and share between the network 
and users, and among the communication users in the 
network— to satisfy users’ demand, the sensor network is 
necessary to supply enough resources to achieve a certain 
performance”. 

The WSN has the following features as special self-
organization network. (Six features correspond to demands 
of QOS in table 1) 

TABLE I.  QOS REQUIREMENTS BASED ON THE NETWORK FEATURE 

Feature Requirement of QOS 
Strict resources 
limitation 

Mechanism should be simply enough to avoid large-
calculated and energy- consumed algorithm 

Asymmetry of 
flow Certain mechanism should be considered in design. 

Redundancy of 
data 

Data redundancy and time should be balanced 
combined certain request. 

Dynamic of 
network 

Increase difficulty of ensuring QOS and need to be 
resolved by technology and algorithm. 

Balance 
between energy 
and time delay 

Balance between energy and time delay to guarantee the 
QOS in real-time service 

Support variety 
service 

Supply different routes correspond to different data 
flow 

There are three application types “drive based on event, 
drive based on query, sustained uninterrupted transmission 
application” in WSN application according to the data 
transmission mode. The WSN could optimize maximally for 
the system application and function demanded by service as 
application-specific network, but also supported by 
corresponding requirement of QOS. 

The QOS guaranteed by the WSN is no more the 
conception end-to-end of tradition network, and bandwidth, 
packet loss rate is no longer the main objective concerned 
by single sensor node as well, but essential service quality 
of transmission data which emphasizes mission-critical 
when sudden events happen in  a set of sensor nodes. So 
information timeliness, packet transmission reliability, 
efficiency of data, and multi-dimensional external 
environmental factors are considered to be the measures of 
QOS. 

E. Advance of technology evaluation 

Advance of technology evaluation is category of value 
evaluation, and is a comprehensive evaluation of new 
technology and its application in new domain. 

The WSN is a wireless multi-hop ad hoc network of 
none infrastructure in advance, self-organization and 
reconfiguration. The WSN is new information collection 
system within enough wireless senor nodes distributed in 
local area. WSN technology is whether to reduce 
construction cost to a great extend, combine each rail transit 
monitor system into a correlation, resource share, and 
coordinated entirety, develop the most transportation ability 
of urban rail transit and satisfy the society demand, which is 

imperative to take into account in the research and 
construction period. 

III. 3. EVALUATION STRATEGY 
There two types of evaluation methods in the light of the 

evaluation content above: objective evaluation and 
subjective evaluation as figure 1: 

 
Figure 1.  Classifications of methods of assessing WSN  

A. Subjective evaluation 

The subjective evaluation means to evaluate with 
experts’ knowledge, experience and judgment. Generally 
speaking, the ratio of subjective evaluation should not 
excess 1/3. 

The method of subjective evaluation is mainly about: 
(1) Quantize evaluation indices into “excellent”, “good”, 

“medium” and “bad” four degrees, each degree represents 
certain scores. The corresponding scores are calculated by 
computer system or agency based on evaluation degree 
given by experts of assessment which is according to their 
judgment. (As table 2) 

TABLE II.   EVALUATION TABLE TYPE 1 

Performance 
evaluation excellent□ good□ medium□ bad□ 

Adaptability 
evaluation excellent□ good□ medium□ bad□ 

Practicality 
evaluation excellent□ good□ medium□ bad□ 

…… 
 

(2) Score in centesimal system. The corresponding 
scores are calculated by computer system or agency based 
on scores given by experts of assessment which is according 
to their judgment. 

(3) List all the evaluation content which is evaluated by 
experts to tick acceptable index. (As table 3) 

TABLE III.  EVALUATION TABLE TYPE 2 

good general 
performance 

 
√ 

Good performance actuality √
Good communication performance  
Good energy consumption control √

Good adaptability  
Good practicality √ 

…… 

Int'l Conf. Wireless Networks |  ICWN'11  | 123



B.  Objective evaluation [6][7][8] 

(1)Rough set evaluation  
a. establish evaluation hierarchy (as table 4) 

TABLE IV.  HIERARCHY OF THE NETWORK EVALUATION 

First Class Second Class Index Detailed Contents  

Function 
Evaluation 

Energy Consumption 
Evaluation 

Energy Efficiency 
Lifecycle 

Transmission 
Functional Evaluation

Time Delay 
Apperceive Precision 
Expansion Capability 

The Power Of Fault-Tolerant 
Functional 

Achievement 
Evaluation 

Robustness 

Reliability 

Adaptabilit
y 

Evaluation 

Systematic 
Adaptability 

 Integrity 
MTBF/MTTF 

Environmental 
Adaptability 

Diversity of Topology 
Diversity of Sensing 

Diversity of Transmitting Path 
Diversity of interference 

Applicabilit
y 

Evaluation 

Demand For Services
Coverage 

Links and Routing 
Others … 

　Economic 
Advisability 

Cost 
Time Efficiency 

Spatial Efficiency 

Operability 
Installation  

Configuration 
Deployment 

Reliability Fault Tolerant 
Security 

Efficiency 
Time Efficiency 

Spatial Efficiency 
Energy Efficiency 

Qos 
Evaluation 

Real Time Features 
Quickly Response 

Quickly Self-Recovery 
Transmission 

Reliability 
Information Security 

Information Completeness 

Transmission 
Efficiency 

Rates 
Capacity 
Others… 

Multidimensional 
External 

Environmental Factors

Temperature Limitation 
Moisture Limitation 

Electromagnetic Restriction 
Other Others… 

Advanceme
nt Of 

Technology 
Evaluation 

Society Value    Extensibility of  New Tech. 
Adaption Of  New Technology 

Economic Value Cost/Effective 
Others… 

Technology Value 

Stability of New Tech. 
Sustainability of New Tech. 

Feasibility of New Tech. 
Others… 

b. fix weight with rough set 
Weight can be fixed by the concept of property 

importance in the rough set. Procedure as following: 
○1  From the lowest level of Index, KRS (Knowledge 

Representation System) is established for its parent target. 
The condition property set C consists of all sub-indexes, and 
the parent targets are the decision attributes D. Suppose 

{ }ni aaaaC LL ,,, 21=  

② Deal the KRS with numerical processing, and remove 
duplicates. 

③ Obtain the ( )DPOS aiC−  of condition properties 
④  Calculate the importance of condition attributes: 

)()( DrDrP aiCC −−=  
⑤  Process normalization, namely define 

1

n

A i
i

P P
=

= ∑ , and then calculate Aii PPW /0 =  which is 

the index weight of sub-index a  on its parent. 
c. Calculate comprehensive weight 
The comprehensive weight of indices in all levels can be 

calculated start from the previous level and top-down, after 
obtaining weight of each index on their higher level index 
weight separately. Calculated by the formula as (1) 

                           ∑
=

=
m

j
ijjj baW

1
                           (1) 

ja : Weight of first level index relative to the evaluation 
objective.  

ijb : Weight of second level index relative to the first 
level index 

d. Fix membership of each index 
We analyze the real feature of each index, fix 

membership function of each index, substitute the parameter 
value iX  and standard value of assessment objective into 
the membership function, and calculate the 
membership )( iA Xµ . 

e. Comprehensive evaluation 
Linear weighting method can be used to calculate a 

comprehensive evaluation of each index. 

 ∑
=

=
n

i
iAi XWT

1
)(µ                            (2) 

 (2) Fuzzy Mathematic evaluation 
Fuzzy comprehensive evaluation is affected by many 

factors and makes a comprehensive assessment as a very 
effective method of multi-factor decision-making. It 
characterized by the evaluation results that are not 
absolutely positive or negative, but in a fuzzy set to 
represent. 

Specific process: the evaluation of objective factors are 
considered as the composition of the fuzzy set (called the 
factor set U), then we set the assessment levels of these 
selected factors, composite the fuzzy sets of assessment 
(called evaluation set V). We calculate membership of every 
single factor of all assessment level (referred to as fuzzy 
matrix), distribute rest on weight of each factor in 
evaluation objective, and the quantitative evaluation of 
solution value obtained by computing (called fuzzy matrix 
synthesis). 
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In accordance with the fuzzy analysis, we evaluate the 
WSN network. 

○1  Suppose factors setU : { }921 ,, uuuU L=  

We pick 1U (WSN performance evaluation), 2U (WSN 

adaptability evaluation), 3U (WSN practicality evaluation), 

4U (WSN QOS evaluation), 5U (WSN advance of 
technology evaluation) to be the major indices reflect WSN 
performance. 

② Define assessment set V : { }4321 ,,, vvvvV =  

We set 1v : excellent, 2v : good, 3v : medium, 4v : bad. 
③ We select network of experts familiar with WSN to 

constitute  evaluation group to get evaluation matrix. 
④  According to expert opinion, we determine the 

weight set A 
⑤  In accordance with the evaluation model and the 

principle of maximum degree, we make a final evaluation. 
 (3) Markov chain evaluation 
Comprehensive forecast of events not only is able to 

point out the various possible outcomes of events, but also 
give the probability of each outcome. Markov chain method 
is a prediction of the probability of event, which is based on 
the Markov chain. 

Markov chain evaluation method is to separate all 
indicators of a WSN network into the following 
classification: excellent, good, medium, qualified, and bad. 
And then the initial status is defined as status before 
improved to show as following: 

))0(),0(),0(),0(),0(()0( 54321 AAAAAA =  
After optimizing the WSN, in the every testing period, 

the ratio between the total of each indices and total quantity 
of evaluation serve as status variable (formula 3): 
           ))(),(),(),(),(()( 54321 tAtAtAtAtAtA =        (3) 

t represents the No. t period in the formula, Nt∈ , 

furthermore: ∑
=

=
5

1
1)(

i
i tA  

It can be obtain from Chapman-
Андрей Николаевич Колмогоров formula: 

PtAtA )()1( =+                                      (4) 
P  is step transition matrix: 

⎪
⎭

⎪
⎬
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Obviously, ∑
=

==>
5

1
1),5,4,3,2,1,(,0

i
ijij PjiP . 

When ∞→k , AkAkA =+= )1()( . Limit state of 
)(kA is probability distribution under a stable state 

homogeneous Markov. In view of the above, the stable 
vector can be deduced. Solution vector can be resolved from 
equations AAP =  or 0)( =− API   which is the final 
result of assessment. 

IV.  CONCLUSION 
The objective of WSN is to realize calculation at 

anywhere which has huge potential use value  and the 
prospect of widely using. However, because of the 
immaturity of wireless sensor network technology and the 
special nature of their self-organization, it is highly 
requested on the improvement of node, network protocols, 
routing, hardware and software. So, the objective evaluation 
of a network needs to put analysis and research into the 
practice. 

It is the first time to design the framework of 
evaluation content and research the evaluation strategy in 
the WSN field, and evaluate the performance of WSN and 
adaptability in urban rail transit by integrating subjective 
and objective evaluation. With the further research, the 
evaluation paradigm requires more supplements and 
specification to be adapt to technology application and 
special problems of WSN. Ultimate goal is to search for 
more targeted application measures through the results of 
evaluation.  
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Abstract: The use of a virtual architecture in wireless sensor 

networks provides a powerful and fast partitioning into a set of 

clusters, each being locatable in space by the sink or base station 

(BS for short). We first propose a protocol for the detection of 

empty clusters due to poor distribution of sensors or in low-density 

network. After this detection, we propose a strategy to allow mobile 

sensors (actuators) to move to position themselves on empty 

clusters in order to improve the routing of collected data. 

 
Key Works: Wireless Sensor-Actuator Networks, 

    Virtual Architecture. 

 
1. INTRODUCTION 

The wireless sensor networks (WSN) are from the family of 

mobile ad-hoc (MANET), but have additional features and 

constraints: typically, they consist of a wide range of sensors 

with limited energy capacity. Each sensor is powered from a 

battery non-rechargeable and non-replaceable ([2]) and has a 

low capacity in terms of memory, calculation (CPU), and 

transmission range in wireless. Each sensor is able to harvest 

a set of data in a certain environment, and transmit it in multi-

hop way to a base station (BS) or sink, which may act as 

instructor of the network. The use of such networks is 

widespread in many applications: for example we can cite the 

monitoring of forests, critical infrastructure, or the detection 

of biochemical agents and in the military industries. Some 

examples of work can be found through [1], [2], [5], [10]. 

 

Technology related to sensors advancing day by day, it is 

common to see WSN composed of several thousand units to 

tens of thousands ([6], [12]). In large networks, the sensors 

can be grouped into clusters based on their proximity to 

propose a better management and data transmissions to be 

made, in order to significantly increase the scalability, 

economy energy, routing, and consequently the lifetime of 

the network. The structure provided by the use of clusters 

allows the use of various techniques to improve the quality of 

a WSN, such as data aggregation which consumes as much as 

the calculation procedure ([7]). 

 

In this paper, we focus on the concept of virtual architecture 

developed by Wada et al. in [11]. The latter is created and 

orchestrated by BS, who is able to split the network into a set 

of clusters, depending on the strength and direction of the 

broadcast it can perform. We focus on the case where the 

network is sparse leaving many empty clusters formed in the 

virtual architecture, contrary in [11] where the WSN is 

assumed to be dense. Once detection has occurred, we 

introduce the notion of actuators (sensors that have the ability 

to move), to consider positioning strategy of actuators onto 

empty clusters. 

 

The rest of the paper is organized as follows: Section 2 

presents the model of our network and specifically the virtual 

architecture. The protocol for the detection of empty clusters 

is described in section 3. The strategy of feeding the empty 

clusters by the actuators in presented in section 4. Section 5 

describes how to move the actuators onto the empty clusters.  

The simulation results are presented in section 6. And a 

conclusion ends the paper.  

 
2. VIRTUAL ARCHITECTURE 

Consider a set of anonymous sensors distributed around a 

master node BS. Figure 1 illustrates an example of such a 

network. In this WSN, each sensor has the ability to collect 

data, perform calculations, store data temporarily, and to 

transmit and receive information within a certain range R that 

does not cover the entire network because of energy 

constraints and cost. The transmission of information from 

one sensor to BS is therefore usually done in multi-hop. The 

BS has the opportunity to transmit information to some 

powers (to the sensor farther away). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The virtual architecture proposed in [11] consists of a 

partition of the WSN into different zones by the BS: the BS 

has the opportunity to disseminate information from the 

lower to the higher range in order to create coronas. It has the 

opportunity to disseminate information in certain directions 

as [11] to create different angular sectors. The area (i, j) is the 

intersection of the corona i with the angular sector j. The 

sensors of the same area are therefore in the same 

geographical location and form a cluster. This is illustrated in 

Figure 2. Other works on this type of architecture can be 

found in [3], [4] and [9]. 

BS 

Figure 1. Example of a basic WSN 
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On this basis, the authors in [11] define a number of 

mechanisms, such data aggregation, routing, and generally 

training coordinates. We will not detail these operations here. 

Interested readers can find them in the original article [11]. 

Here we focus only on sparse WSN in which some clusters 

can be empty. In such networks the routing is optimal, and 

the BS is not able to detect to detect innately these empty 

clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

Here we propose to equip him with a protocol to detect 

these empty clusters.  

 
3. DETECTION OF EMPTY CLUSTERS 

3.1 Notations 

To clarify the result of our paper, we use the following 

notations below: 
- (i,j) : cluster of corona i and angular sector j 

- WSN* : the set of sensors-actuators 

- ACT : the set of actuators 

- s1, s2, … sn : slots time. 

3.2 Assumptions 

Now we assume that the WSN is clustered as in [11] as 

in Figure 3 below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We consider the following assumptions: 

1. We assume that the network of WSN* \ {ACT} is static, 

composed of anonymous immobile nodes once deployed. 

Optionally, adding and deleting nodes (for fault tolerance) is 

allowed, but considered rare. In contrast, ACT represents 

mobile nodes, which have an identity, and whose objective is 

to improve the connectivity of the network (for example). 

2. The network topology is known to any sensor, but the 

density of nodes allows us to assume that WSN* \ {ACT} is 

connected, as well as all WSN*. 

3. The BS characteristics: BS has the opportunity to 

disseminate information across the network more or less 

powerfully (i.e., at different ranges), and at different angular 

sectors (one-way broadcast). 

4. Time is divided into a set of slots s1, s2, ... sn and the local 

clock of each sensor is synchronized with the one of the BS. 

In this way, each sensor is awake and listening to the network 

for each of these slots, but is put to sleep the remaining time 

to save energy overall network. 

5. We consider that the BS and the actuators have a notion 

similar direction: it is necessary to allow BS to manage the 

movements of actuators. 
 

3.3 Description of the detection protocol 

Phase1: Initialization of the detection by the BS 

In the first slot s0 all sensors-actuators are awake. And the BS 

initiates the construction of the breadth search tree. For this, it 

broadcasts at range Rbs (corresponding to the first corona of 

the virtual architecture) a message of network discovery 

noted Build(zone) to all the sensors WSN*. WSN being 

connected, we are assured that at least one sensor receives the 

information. Here, Build(zone) = Build((-1, -1)), where (-1, -

1) represents the area consisting solely of BS. 

 

Phase 2 (recursive): construction the breadth search tree 

This phase is repeated as s0 is not exceeded, and has 4 steps: 

 

Step 1. All actuators that had no heard any message of 

construction during s0, when receiving the message 

Build(zone) they simply return a receipt to BS, stating their 

position for future movements. 

  

Step 2. When receiving the message Build(zone), all static 

sensors that have never received a message of construction 

during s0, are able to temporarily (the time slot s0) store 

Build.zone, corresponding to the cluster where the sensor 

(sender of the message) is located (father’s sensor). 

 

Step 3. When receiving this information static sensors will 

then perform two actions: 

 

a. If their cluster is different from the one of the message of 

construction received, then send an acknowledgment 

backwards to BS, directly or in multi-hop through the cluster 

Build.zone. This message looks like ACK(zone, parent), zone 

representing the cluster from which the acknowledgment is 

sent, and parent information Build.zone registered by the 

BS 
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Figure 2. An virtual architecture representation. 
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sensor. In receiving this message the BS is able to complete 

his vision of the tree width. This step can be represented 

through the figure 4. 

 

b. Continue to spread the message of tree construction by 

sending the message Build(zone) at a transmission range R 

(where R is the transmission range of a sensor, which we 

consider to be homogeneous). 

 

When these first two phases are completed and slot s0 is 

expired, BS has an overview of the network and the tree 

width of the zones of virtual architecture installed on it, like 

the example shown in Figure 4 and figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Phase 3: Detection of empty clusters 

BS being informed of all clusters of the virtual architecture of 

the network (he is the designer), he is able to detect empty 

clusters i simply browsing the generated tree. 

 
4. STRATEGY OF FEEDING THE EMPTY 

CLUSTERS BY THE ACTUATORS 

The empty clusters are now known to BS. We detail a 

strategy that could allow BS to place actuators on these 

empty clusters in order to gather and route eventual data 

collected on these clusters. Of course, this strategy is just a 

sample of application, and the user may choose to apply a 

priority policy, by choosing for example a part of the 

actuators for the collection of information in critical areas 

(empty clusters) that are not equipped with stationary sensors. 

Our approach consists of two main phases: the first (detailed 

below) improves the tree width obtained above, in order to 

reduce the number of hops required for certain nodes to 

communicate with BS. Second, we may use the remaining 

actuators to improve communication in some areas with small 

populations. 

 

Phase 1: Improvement of the breadth search tree 

Let H be the height of the graph obtained in section 3. 

Consider C+1 where C is the number of coronas used by the 

virtual architecture (example in Figure 4: we have H = 6, and 

C = 4). The purpose of the first phase is to improve the value 

of H, reducing it until it reaches - if possible H = C - (requires 

a sufficient number of actuators). So here we apply a strategy 

of feeding the empty cluster in terms of the number of 

actuators available and known to BS.  

At this point, two cases arise: 

 

Step 1. If at the start we have H = C, then the application of 

this phase is not necessary because the routing is optimal we 

can directly proceed to Phase 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step 2. Otherwise, we have to determine the priority empty 

clusters among all the empty clusters of our virtual 

architecture. The priority empty clusters are those that we 

must first feed (by an actuator) in order to improve the height 

H of the tree. To do this, BS calculates from the tree the C - 1 

lists: each list number i denoted L[i] contains the list of 

corona j ε L[i] corresponding to clusters (i, j) whose access 

can be improved. A cluster (i, j) to which access can be 

improved (by positioning correctly an actuator) is such that 

i+1 is strictly below the level of (i, j) in the tree. This is 

illustrated through Figure 6. 

 

From this list, we can easily deduce the priority empty 

clusters: consider the cluster (i, j) such that j ε L[i], the 
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priority empty clusters are the empty clusters (m, j) with m<i. 

This is illustrated through Figure 7.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
5. MOVING THE ACTUATORS TO THE EMPTY 

CLUSTERS 

It is necessary to provide to an actuator in cluster (i, j), all 

information that will help it to move correctly to the empty 

cluster (i2, j2). BS has an overview of the network and knows 

the parameters used by the virtual architecture. One of its 

roles is then to calculate and transmit the movements to be 

performed by each actuator, using simple formulas from 

trigonometry. Below, we detail the various calculations that 

BS must do to move an actuator from (i, j) to (i2, j2). 

 

We assume that BS knows the angle α of an angular sector 

and the scope β of a corona. Let A be a virtual point that we 

consider to be the center of the cluster (i, j). Let B be a 

second virtual point considered the center of (i2, j2). 

 

5.1 Computation of the distance Df  between A and 

B: 

- Distance from BS to A : 
2

ββ +×= iAD  

- Distance from BS to B : 
2

2
ββ +×= iBD  

- Let [BS,0) be the half straight line starting from BS and 

following the left end of the angular  0 . The angle formed 

by [BS,0) and [BS,A] is :  
2

.
α

α +×= jRA  

In the similar way [BS,B] :  
2

2.
α

α +×= jRB  

 

- Therefore the angle between [BS,A] and [BS,B] is :  

R1 = MAX(A.R, B.R) – MIN(A.R, B.R). 

 

- The distance from A to B is given by the following 

formula:  

)1cos(..2.. 22 RDBDADBDADf ××−+=  

 

5.2 Computation of the angle to send A in the 

direction of B: 

- Let [A, 0) the half-line parallel to [BS, 0) but starting from 

A (assumption (5)). Here we look for the angle between [A, 

0) and [A, B], denoted by Rf. 

- Here consider only the horizontal axis: Let [0, A] be the 

segment of length DA from A to the line [BS, 0), 

perpendicular to [BS, 0). Let [0, B] be a similar segment of 

length DB, in the case of point B. 

)sin(. ADADA ∆×=   

)sin(. BDBDB ∆×=  

Dx is the angle at x of the rectangular triangle thus formed 

(formed by BS, x, and the point to the segment [BS, 0]), 

taking the following values: 

If x.R < 90 Then ∆x = x.R 

Else If x.R < 180 Then ∆x = 180 - x.R 

Else If x.R < 270 Then ∆x = x.R - 180 

Else ∆x = 360 - x.R 

- Let us consider now the rectangular triangle of hypotenuse 

[A, B]. Set Dtmp the length of its adjacent side having the 

end point A as: 

# If an point is on the left side of BS and another on its right 

side 

If (A.R > 180 and B.R < 180) or (A.R < 180 and B.R > 

180) then Dtmp = DA + DB 

# If both A and B are on the same side de BS 

Else Dtmp = MAX(DA,DB) – MIN(DA,DB) 

 

- We can then easily calculate the angle between the adjacent 

side of [A, B], say R2. 

)cos(2
Df

Dtmp
R =   

- Rf is then determined by adjusting R2 depending on the 

position of A relative to B. Several cases are possible. These 

cases are summarized algorithmically as follows: 

 

If (A.R < 180 and B.R > 180) Then # A on the left BS and 

B on the right 

If (A.R > 360 – B.R) Then Rf = 270 + R2 # A 

below and on the right of the line of  B 

Else Rf = 180 + R2 

Else  (B.R < 180 and A.R > 180) Then # A on the right  

of the line  BS, B on its left  

If (B.R > 360 – A.R) Then Rf = 90 + R2 # A 

above and on the left of  B 

Else Rf = 90 - R2 
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Figure 7. Detection priority empty clusters.  
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Else  (B.R < 180 and A.R < 180) Then # A and B on the 

left side of BS 

If (A.D > B.D) Then # A on the left of B 

If (A.R > B.R) Then Rf = 90 R2 # A is 

above B 

Else Rf = 90 – R2 

Else # A on the right of B 

If (B.R > A.R) Then Rf = 270 + R2 # A 

is below B 

 Else Rf = 180 + R2 

Else # A and B are on the right side of BS 

 If (A.D < B.D) Then # A on the left of  B 

If (A.R < B.R) Then Rf = 90 + 

R2 # A is above B 

Else Rf = 90 – R2 

Else # A is on the right of B 

If (B.R < A.R) Then Rf = 270 + 

R2 # Ais below B 

  Else Rf = 180 + R2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These calculations can be illustrated by the example in Figure 

8a and 8b, where an actuator placed in (1,1) must go to (0.3): 

BS sends an instruction to the actuator located at (i, j) to 

move on a distance Df with an angle Rf° to the north 

common with BS (assumption (5)). 

 

Example: For α = 45° and β = 30m : A.R = 67.5, A.D = 

45, B.R = 157.5, B.D = 15, DA ~= 41.5, DB ~= 5.74, 

Dtmp ~= 35.8, R2 ~=40°. This yields Df ~=47m and Rf 

~=230°.  

The actuator then moves on 47m following a path of 230° to 

the direction north that it shares with BS (assume that the 

start is the angular sector 0). 

Once the actuator placed it sends an acknowledgment to BS 

containing the area where it is located. BS checks that 

everything coincides and regularly asks for the actuator's 

status and position, in order to guide it or replace it if 

something goes wrong. Conversely, the actuator can send 

alert to BS messages in case of problems. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

6. SIMULATION RESULTS  

Here we focus on percentages of empty clusters that may be 

present in the virtual architecture described above. Our 

simulations were performed using the software WSNet [13] 

and is based on circular area of 1km, 4km and 9km in 

diameter, on which we randomly generated connected 

network of 500, 1000, 1500, 2000 and 2500 sensors. We take 

here an ideal case, where BS is located at the center of this 

circular area. Figure 9 illustrates the simulations obtained 

from a virtual architecture with 6 coronas and an angular 

sector of 30 °. Figure 10 illustrates the simulations results 

obtained from a virtual architecture with 4 coronas and an 

angular sector of 45 °. Each point of the various curves is the 

average result of 10 simulations 

As we can see on the curves below there are empty some 

clusters on virtual architecture considered especially in low-

density network. If we take the example in Figure 9 where the 

angular sectors are 30 ° and with 6 coronas, we see almost 

80% of empty clusters in the case where 500 sensors are 

spread over a circular area of 9km in diameter. However, this 

percentage slows down to 60% in figure 10. So there is a 

need to manage the existence of empty clusters: the detection 

and the implementation of strategies with potential sensors 

and actuators. Furthermore, note that the simulations were 

BS 

Figure 8.a. Illustration of variables and calculations 

used for the placement of actuators: calculation the 

distance between A and B. 
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performed under ideal circumstances: the area of sensors is 

circular, the BS is at the center, and we do not take into 

account environmental constraints. It appears evident that 

these points are rarely met (the BS can be at the network 

edge, rectangular area of sensors, ...). 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

7. CONCLUSION  

In this paper we have presented a protocol to identify the 

empty clusters in a virtual architecture of a WSN. Next we 

have studied few strategies and methods to use actuators, and 

move on these empty clusters.  We have shown how actuators 

can be guided by the BS to position themselves on desired 

empty clusters. However we could have also assumed that 

each actuator is equipped with GPS that should facilitate the 

management of the movements. Similarly we could have 

assumed that each actuation is equipped with APS [8] 

protocol. 

 

 

 

 

 

 

In future work, it would be interesting to study such problems 

with more strong conditions: for example by removing the 

assumption of connectedness and reducing the density 

advantage of the network, we could explore the possibility of 

using the actuator nodes to allow some connected 

components to reach BS. 
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Figure 9. Average percentage of the number of empty 

clusters based on the number of sensors, for 3 zones of 

different sizes. Here, we have 6 coronas and angular 

sectors of 30° each. 

 

Figure 10. Average percentage of the number of empty 

clusters based on the number of sensors, for 3 zones of 

different sizes. Here, we have 4 coronas and angular 

sectors of 45° each. 
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 Design and Implementation of ZigBee based Vibration 

Monitoring and Analysis for Electrical Machines  

Abstract — This paper presents a method to monitor and 

analyze the vibration of induction machine due to the rotor 

imbalance. A novel health monitoring system of electric 

machine based on wireless sensor network (ZigBee™) is 

developed in this paper. The communication protocol and 

software design for both wireless sensor network node and 

base station are also presented in detail. Moreover, the 

positioning scheme in ZigBee wireless network is also 

investigated. Based on the receiving strength signal indicator 

(RSSI), we can determine the distance of the sensed node by 

applying the distance-based positioning method. 

Experimental results of the proposed severity detection 

technique under different levels of rotor imbalance 

conditions are discussed and show the feasibility of this 

method for on-line vibrating monitoring system. 

Keywords: ZigBee, wireless sensor network, RSSI, 

induction machines, health monitoring system, vibration 

detection 

1   Introduction 

Predictive maintenance by condition based monitoring 

of electrical machine is a scientific approach that becomes 

new strategy for maintenance management [1]-[3]. 

Traditionally, monitoring system is realized in wired 

systems formed by communication cables and various types 

of sensors.  The cost of installation and maintenance these 

cables and sensors are more expensive than the cost of the 

sensors themselves. To overcome the restrictions of wired 

networks, using wireless system for monitoring is proposed. 

ZigBee is a new wireless networking technology with low 

power, low cost and short time-delay characteristics. Based 

on ZigBee network communication technology, the system 

can deal with the various operating parameters of the remote 

transmission, real-time data collection, and real-time health 

monitoring system [4]-[5]. Moreover, ZigBee wireless 

technology enables to access the location of each node 

under the network with several types of positioning 

algorithms. Anyway, this study is based on the distance of 

the location algorithm. 

Most recent research has investigated the electrical 

machines fault detection technique primarily based on the 

Motor Current Signature Analysis (MCSA) [6]-[7] with 

various DSP and signal processing techniques [8]-[9]. Since 

the rotor imbalance is mechanical related problem, the 

possibility of an analysis of machine vibrations is obvious 

[10]-[13].  

This paper proposes and develops a ZigBee based 

wireless sensor network for health monitoring of induction 

motors. By observing the RSSI value and applying the 

distance-based positioning method, we can estimate the 

distance of the data collector node where fault happened. 

The vibration signals obtained from monitoring system are 

then processed and analyzed with signal processing 

techniques. In order to predict the level of severity of rotor 

imbalance, the vibration detection techniques with suitably 

modified algorithms is used to extract information for 

induction machine health diagnostic. 

2 Wireless sensor network system 

2.1 The proposed wireless machine health 

monitoring system 

The proposed wireless health monitoring system is 

shown in Fig. 1. In this proposed wireless sensor system, 

vibration signal from three-axis accelerometer are recorded 

and stored at the base station. Signal analysis is used to 

extract detailed information for induction machine health 

diagnostic. 
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Fig. 1 Schematic diagram of the wireless machine health 

monitoring system 
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2.2  ZigBee™/IEEE802.15.4 Standard 

IEEE 802.15.4 standard defines the protocol and 

interconnection of devices via radio communication in a 

personal area network (PAN). It operates in the ISM 

(Industrial, Science and Medical) radio bands. The purpose 

is to provide a standard for ultra-low cost, ultra-low power 

consumption and low data. ZigBee technology may be used 

in various applications in industrial controls, embedded 

sensors, medical devices, and others. Based on these features 

provided by IEEE 802.15.4/ZigBee, the ZigBee technology 

is very suitable for our application. 

   
2.3  ZigBee based System Framework  

The ZigBee system framework for data collecting 

system based on wireless sensor network is shown in Fig.2. 

It is made up of data collection nodes and PAN network 

coordinator. We are able to set up a network node in several 

nearby collection points. The nodes can carry out desired 

functions such as detecting the current/vibration signals, 

signal quantizing, simple processing, and the 

ZigBee/IEEE802.15.4 Standard package framing to transmit 

data to the PAN network coordinator. In the star topology 

used in this application, every device in the network can 

communicate only with the PAN coordinator.  

 
Fig.2 Structure of the wireless sensor network 

 

3 Design of nodes and base station 

The hardware framework is illustrated in Fig. 3. The 

main circuits include the power supply circuit, CC2430/31 

external circuit, sensor and signal conditioning circuits, flash 

ROM and RAM memory, serial port interface, and three 

LEDs for status indication. 
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Fig.3 Hardware framework 

 

3.1  CC2430/31 Introduction 

The CC2430/31 is a true System-On-Chip [14] for 

ZigBee/IEEE802.15.4 solutions for 2.4GHz wireless sensor 

network. It combines the excellent performance of the 

leading CC2420 RF transceiver with an industry-standard 

enhanced 8051 microcontroller (MCU), with 128 KB flash 

memory and 8 KB RAM. Both the embedded 8051 MCU 

and the radio components have very low power 

consumption. The CC2430/31 includes 12-bit ADC with up 

to eight inputs and configurable resolution. There are two 

powerful USARTs that support serial protocols. Combined 

with the ZigBee protocol stack from TI, the CC2430 is one 

of the most competitive ZigBee solutions among industry. 

 

3.2  ADXL330 MEMS Accelerometer 

The ADXL330 [15] is a complete 3-axis acceleration 

measurement system on a single monolithic IC. The 

ADXL330 has a measurement range of ±3 g minimum. The 

block diagram is illustrated in Fig. 4. It contains a micro-

machined sensor and signal conditioning circuit to 

implement the open loop acceleration measurement 

architecture. The output signals are analog voltages that are 

proportional to acceleration.  

 
Fig.4 Block diagram of ADXL330 MEMS accelerometer 

 

3.3  Node & Base station 

The sensor nodes (shown in Fig. 5) are in charge of 

collecting information such as vibration signal. All vibration 

signals are digitized through a 12-bit ADC convert up to 

2000 samples per second. Storage unit has 128kb flash 

memory and 8kb RAM to be chosen. Controlled by the 

MCU, the data from the ADC can be temporarily stored in 

the storage unit 8kB RAM and then transmitted to the PAN 

network coordinator node through the ZigBee module. 

The base station includes PAN network coordination 

(shown in Fig. 5) and a PC. The network coordination 

primarily takes charge to distribute network address, and 

notarize the physical address, transmit test data. The network 

coordination can connect, and send the data and information 

to PC through RS232 or USB port. 
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Fig.5 A data collection node board (left side) and a PAN 

network coordinator (right side) developed in this study 

 

4 RSSI based distance positioning 

method 

In order to determine the location of unknown nodes, 

most positioning studied in sensor networks is based on the 

Received Signal Strength Indication (RSSI) of the signal 

received from nodes with known locations. By applying a 

mathematical model, the position of nodes can be estimated 

by analyzing the RSSI signals. In this work, we use distance 

based localization algorithms. We use CC2431 as a wireless 

transceiver. ZigBee protocol stack and host-computer 

program can build a local area wireless positioning system. 

Basing on the RSSI value, these algorithms can find the 

distance of the transmitting node. From the test, the 

localization of sensor network can be conducted in a feasible 

and efficient way. 

 

4.1  Received signal strength indicator (RSSI) 

The received signal strength is a function of the 

transmitted power and the distance between the sender and 

the receiver. The theoretical propagation model as the 

equation below shows. 

10(10 log )RSSI n d A                        (1) 

Where n is signal propagation constant which indicates the 

decreasing rate of signal strength in an environment, d is the 

distance between the transmitter and receiver, and A is the 

received signal strength at a distance of one meter. Given 

this model, we can first measure the receiving strength in 

different distances, and then adjust the value of n to let the 

model fit the actual data.  

We use CC2431 as the core of the location. CC2431's 

location uses received signal strength indicator (RSSI). 

When CC2430/31 receives a packet it will automatically add 

an RSSI value to the received packet. After system startup, 

the location node first sends a certain sequence of RSSI 

Blast information broadcast. The node has been configured 

to wait for the completion of positioning at specified 

intervals. Then the location node sent RSSI request 

broadcast to the reference nodes. When the request is 

received, the reference node will sent back its location and 

the RSSI value.  

 

4.2 Field Test Results 

In order to observe the accuracy of the distance-based 

positioning method, we do conduct experiments at different 

distance of the location node varied from 0-15 meters. We 

performed three measurements in an open space 

environment. By sending 1000 packets from a transmitter, 

the results of RSSI at different testing distance can be shown 

in Table 1.  

TABLE I: RSSI VALUE AT DIFFERENT DISTANCE TESTS 

Range 

(m.) Test #1 Test #2 Test #3 

 Packets  

RSSI 

(dB) Packets  

RSSI 

(dB) Packets  

RSSI 

(dB) 

0  1000 -39 1000 -40 1000 -37 

1  1000 -47 1000 -50 1000 -53 

4-5  1000 -64 1000 -64 1000 -65 

9-10  999 -70 997 -71 995 -72 

10-12  997 -79 1000 -76 998 -78 

14-15  999 -81 999 -79 999 -85 

 

The RSSI measurements were carried out in a real 

environment in order to analyze the RF propagation 

behavior of ZigBee modules in real working condition. To 

fit the experiment results with the theoretical propagation 

model, we choose the parameter of A=40 and n=2.5. The 

result in Fig.6 shows that the distance based positioning 

method of the proposed ZigBee wireless sensor network can 

provide satisfying accuracy. 

 

 
Fig.6 RSSI value (dB) versus Distance: comparison between 

the averaged tested data (Blue line) with the propagation 

model (Black line). 

 

5  Determination of rotor imbalance 

severity  

Rotor imbalances are common mechanical faults in 

induction motors. In general, a mechanical fault in the load 

part of the overall system can be observed from the variation 

of the load torque. When a mechanical fault happens, it will 

result in a rotating eccentricity at the rotating frequency [16]. 

These faults may also cause speed oscillations that have the 

effect on the stator current and finally lead to additional 

undesired harmonic components of power and torque at 
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some particular frequencies in the spectra. From the 

vibration spectrum analysis, the low frequency harmonics 

are associated with the rotational frequency and can be 

distinguished from the lower range of the spectrum. The 

mechanical vibration due to rotor imbalance is a once per 

revolution force. Therefore, the harmonics of rotor 

imbalance can be modeled as an integer multiple of rotating 

frequency [16]; 

1
. ( )

s
f k f
vib s p

 
  

 
                             (2) 

Where 
sf  is supply frequency, k  is the integer 

number, p is the number of pole pair, and s  is the slip. 

Based on the vibration spectrum analysis, it is normally 

straightforward to locate the mechanical rotational frequency 

by monitoring the vibration spectrum and finding the most 

significant peak in the rotational frequency range expected. 

In this paper, all the techniques used here for signal analysis 

and processing have been implemented by MATLAB 

software. Block diagram of the proposed severity detection 

of rotor imbalance is shown in Fig. 7. 

Sample vibration signals and 
determine the RMS value

Determine the Crest factor 

exceed the 
baseline data ?

exceed the 
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amplitude at the rotational freq.

Determine the rotor imbalance 
indicator 

Y

Y
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Low: Medium: High

 

Fig. 7 Block diagram of the proposed severity detection 

technique of rotor imbalance 

 

The RMS value of the vibration signal is used for primary 

investigation of the machine health. The RMS values will be 

used to detect the severity of the abnormal condition.  

 

The crest factor is the ratio of the peak value of the vibration 

signal to the RMS value. The purpose of this calculation is 

to give an analyst a quick idea of how much impacting is 

occurring in a waveform. Crest factor can be used to 

differentiate the bearing fault and rotor imbalance fault.  

 

Fast Fourier Transform (FFT) algorithm is used to perform 

discrete Fourier transform (DFT) for all vibration signals. 

The amplitude of the FFT spectrum at the rotational 

frequency serves as the rotor imbalance indicator of the 

proposed monitoring system. Furthermore, the amplitude of 

this frequency component does reveal the severity level of 

the rotor imbalance fault. 

 

7 Experimental setup and results 

In order to validate the proposed vibration based health 

monitoring system, the test-bed for mechanical fault was set 

up. Rotor imbalance was created on a 3-phase, 2-pole and 

1h.p squirrel cage induction motor. Induction motor is fed 

from the variable speed drive at 50Hz. The wireless sensor 

network is implemented and accelerometer is also integrated 

in the system for detecting the vibration signals. Vibration 

signals were collected by using ADXL330 tri-axial 

accelerometer mounted on the motor housing (in Fig. 8). 

Axes of acceleration sensitivity corresponding to machine 

vibration are shown as in Fig. 9. 

 

 
 

Fig. 8 A accelerometer mounted on the motor housing  

 

The most important element of this test-bed is the 

flywheel which has holes drilled in it (Fig. 9.) The weights 

applied to these holes produce imbalance in the flywheel, 

thereby in the motor. The severity of the fault is determined 

by the weight.  

   

Z
X

Y

 
 

Fig. 9 Fly wheel design used in rotor imbalance test 
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Rotor imbalance was created using four different 

weights namely, 5g, 10g, 15 and 20g. No fault data was also 

collected as baseline data and considered as 0 g. All three-

axis vibration data were calculated the RMS values. As 

shown in Fig. 10, the RMS values are increasing 

corresponding to the level of imbalance mass. However, the 

change in crest factor is small as represented in Table 2. It 

implies that the degree of impacting is relatively small from 

bearing faults. 

 

TABLE II 

CREST FACTOR OF THREE-AXIS VIBRATION SIGNALS  

FOR DIFFERENT IMBALANCE MASS TESTS 
 

 
Imbalance 

mass (g.) 

 Crest factor   

X-axis Y-axis Z-axis 

    0 g. 1.457313235 1.7216206 2.18396705 

5 g. 1.451261113 1.77381552 1.82287472 

10 g. 1.387397149 1.50183948 1.63720601 

15 g. 1.303934686 1.40032313 1.40077586 

20 g. 1.249204942 1.45098092 1.29577839 
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Fig. 10 RMS value of vibration signals from different 

imbalance mass tests 

 

In order to observe the frequency component 

amplitude of vibration signals, FFT algorithm is used to 

perform the vibration signals. The spectrum component 

amplitude at rotating frequency is shown in Fig. 11. It can be 

noticed that the rotational harmonic at 50 Hz has a dominant 

value. In addition, by increasing the weight of imbalance 

mass, the amplitude of this frequency component will 

apparently increase in the spectrum. Therefore, the spectrum 

amplitude can be used to specify the degree of fault for the 

certain operating condition. 
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Fig. 11 3-axis vibration spectrum component amplitude at 

rotating frequency from different weights of imbalance mass 

 

Furthermore, based on the analyzed vibration data and 

the linear approximation, the relationship between the rotor 

imbalance indicator and the severity level can be represented 

in Fig. 12. It is important to note that any estimation is 

subject to error. However, this relationship can be use as 

trend to determine the severity level of the fault. For 

example, the change of rotor imbalance indicator during the 

time interval T0-T1 can be used to predict the range of the 

severity level. The result from the prediction will be a very 

useful part of the condition monitoring system and the 

estimation on the usable life of the equipment. 
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Fig. 12 Rotor imbalance indicator of different levels of 

imbalance severity 
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8  Conclusion 

The method of rotor imbalance fault diagnostic through 

vibration analysis has been analyzed and determined on their 

ability to detect the induction motor abnormalities. Both 

hardware and software design of a ZigBee based wireless 

health monitoring system for induction machine is discussed 

in detail in this paper. By using MEMS accelerometer which 

is low cost, light in weight, compact in size and consume 

low power, this leads to the proposed vibration detection 

method. It is a non physical contact type which is free from 

electrical hazards. Moreover, it is more flexible because of 

tri-axial vibration measurement. Vibration signals have been 

analyzed and determined to detect the mechanical faults. The 

implementations of analysis technique in time and frequency 

domain are given. The proposed rotor imbalance detection 

technique is verified with different level of severity. Rotor 

imbalance indicator can be used to estimate the range of 

severity level which is very useful part of the predictive 

maintenance. RSSI of CC2431 provides the distance 

between the base station and monitored devices. This feature 

gives operator the ability to identify the location of the 

equipment that requires immediate attention. The proposed 

wireless health monitoring system is tested under various 

operating conditions and is found to work satisfactorily.  
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Abstract - It is with no doubt that recent trends indicate that 
cellular networks based on the 3G standards and wireless 
Local Area Networks (WLANs) coexist to offer multimedia 
services to end users. However, while users roam throughout 
this heterogeneous network, they should be automatically and 
transparently switched from one access technology to another 
such as from 802.11 networks to 3G ones, depending upon 
the availability of resources and QoS requirements, without 
any user intervention. The transfer of data between the two 
above named networks presents some challenges and new 
requirements such as an integrated architecture of WLAN-
UMTS and vertical handover support adaptive designed QoS. 
This paper makes three major contributions. Firstly, we 
address an integrated architecture for WLAN and 3G 
networks. Secondly, we propose adaptive QoS components 
and lastly, this paper focuses on UMTS/WLAN vertical 
handover analysis under our Adaptive QoS approach. 
OPNETTM Modeler 11.5 simulation results indicate that the 
adaptive multimedia framework surpasses the non adaptive 
approach in terms of lower handoff dropping probability and 
call blocking probability in performance . 

Keywords: 3G networks, WLAN-UMTS Integrated, 
Vertical Handover 

 

1 Introduction 

  Wireless technologies are evolving toward broadband 
information access across multiple networking platforms, in 
order to provide ubiquitous availability of multimedia 
applications. The convergence of heterogeneous wireless 
access technologies has been envisioned to characterize the 
next generation wireless networks mostly WLAN and 3G. 
These two wireless access technologies have characteristics 
that perfectly complement each other. However, in such 
converged systems, the seamless and efficient handoff 
between different access technologies (vertical handoff) is 
essential and remains a challenging issue. Hence, after some 
previous researches and for details understanding of the 
interworking of WLAN and UMTS, Vertical Handoff 
Analysis between WLAN and 3G Networks under an 
Adaptive QoS Control has been selected to be the focus of 
our investigation.  

Vertical handover or vertical handoff refers to a network 
node changing the type of connectivity it uses to access a 
supporting infrastructure, usually to support node mobility. 
For example, a suitably equipped laptop might be able to use 
both a high speed wireless LAN and a cellular technology for 
Internet access. Wireless LAN connections generally provide 
higher speeds, while cellular technologies generally provide 
more ubiquitous coverage. Thus the laptop user might want 
to use a wireless LAN connection whenever one is available, 
and to 'fall over' to a cellular connection when the wireless 
LAN is unavailable. Vertical handovers refer to the 
automatic fall over from one technology to another in order 
to maintain communication [1]. This is different from a 
horizontal handover between different wireless accesses 
points that use the same technology in that a vertical 
handover involves changing the data link layer technology 
used to access the network as shown in Figure 1.  

The rest of this paper is as follow: Section 2 addresses 
some related works. Integrated architecture for WLAN and 
3G networks is presented in section 3. We discuss our 
designed Adaptive QoS model in section 4 while section 5 
focuses on the Vertical Handoff Analysis.  Section 6 
concludes our work and highlights the future work. 

 

 

Figure 1. Horizontal handover and Vertical handover 
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2 Related works 
 Several researches on vertical Handoff have been 

postulated from both analytic and simulation-based studies 
on UMTS/WLAN systems. In this section, we focus on the 
most relevant research studies that fit in our work.  

The design of a network architecture that efficiently 
integrates WLAN and cellular networks is a challenging 
task. To enable efficient use of scarce resources provided by 
the cellular networks while maintaining strong service 
guarantees, a generic reservation-based QoS model for the 
integrated cellular and WLAN networks is proposed. This 
model supports the delivery of adaptive real-time flows for 
end users while taking the advantage of high data rate 
WLAN systems as well as the wide coverage area of cellular 
networks. More specifically, the work analyzes different 
components of the model and their interactions. The 
performance of the system was realized by simulation [2]. 

New metrics for vertical handoff continue to emerge and 
the use of new metrics makes the vertical handoff decision 
process increasingly more complex. A generalized vertical 
handoff decision algorithm that seeks to optimize a combined 
cost function involving battery lifetime of MNs and load 
balancing over APs/BSs was proposed [3].  
 

3 Integrated architecture for WLAN 
3G networks  

 ETSI ( European Telecommunication standard intitute) 
has defined two approaches for interworking of WLAN and 
cellular network; tight-coupled and loose coupled schemes. 
The architecture of loose coupled and tight coupled network 
are illustrated in Figure 2.  The main difference between 
tight coupling and loose coupling is wheteher the user’s 
traffic is delivered througth the core network of UMTS or not 
[4]. 

 

Figure 2.  3G and WLAN integration (tightly and loosely-
coupled architectures) 

3.1 Tightly-coupled interworking 

 The rationale behind the tightly-coupled approach is to 
make the WLAN appear to the 3G core network as another 
3G access network. The WLAN network would emulate 
functions which are natively available in 3G radio access 
networks. In this architecture, utilized by WISP No.1 in 
Figure 2, the “802.11gateway”, (802.11 is our WLAN), 
network element appears to the upstream 3G core as either a 
PCF, in the case of a CDMA2000 core network,  or as an 
SGSN, in the case of UMTS. The 802.11 gateway hides the 
details of the WLAN to the 3G core, and implements all the 
3G protocols (mobility management, authentication, etc.) 
required in a 3G radio access network. Mobile Nodes in this 
approach are required to implement the corresponding 3G 
protocol stack on top of their standard 802.11 network cards, 
and switch from one physical layer to the next as needed. All 
the traffic generated by clients in the WLAN is injected using 
3G protocols in the 3G core. The different networks would 
share the same authentication, signaling, transport and 
billing infrastructures, independently from the protocols used 
at the physical layer on the radio interface. However, this 
approach presents several disadvantages. Since the 3G core 
network directly exposes its interfaces to the WLAN, the 
same operator must own both the WLAN and the 3G parts of 
the network. Today’s 3G networks are being deployed using 
carefully engineered network-planning tools, and the 
capacity and configuration of each network element is 
calculated using mechanisms which are very much specific 
to the technology utilized over the air interface. By injecting 
the 802.11 traffic directly into the 3G core, the setup of the 
entire network, as well as the configuration and the design of 
network elements such as PDSNs and GGSNs have to be 
modified to sustain the increased load. 

 

3.2  Loosely-coupled interworking 

 Like the previous architecture, the loosely-coupled 
approach calls for the introduction of a new element in the 
802.11 network, the 802.11 gateway. However, in this design 
(WISP No.2 in Figure 2), the gateway connects to the 
Internet and does not have any direct link to 3G network 
elements such as PDSNs, GGSNs or 3G core network 
switches. The user population that accesses services of the 
802.11 gateway may include users that have locally signed 
on, as well as mobile users visiting from other networks. We 
call this approach loosely-coupled interworking because it 
completely separates the data paths in WLAN and 3G 
networks. The high speed WLAN data traffic is never 
injected into the 3G core network but the end user still 
achieves seamless access. In this approach, different 
mechanisms and protocols can handle authentication, billing 
and mobility management in the 3G and WLAN portions of 
the network. However, for seamless operation to be possible, 
they have to interoperate. In the case of interoperation with 
CDMA2000, this requires that the 802.11 gateway supports 
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Mobile-IP functionalities to handle mobility across networks, 
as well as AAA services to interwork with the 3G’s home 
network AAA servers. This would enable the 3G provider to 
collect the WLAN accounting records and generate a unified 
billing statement indicating usage and various price schemes 
for both (3G and WLAN) networks. At the same time, the 
use of compatible AAA services on the two networks would 
allow the 802.11 gateway to dynamically obtain per-user 
service policies from their Home AAA servers, and to 
enforce and adapt such policies to the WLAN. Since the 
UMTS standards do not yet include support for IETF 
protocols such as AAA and Mobile-IP, more adaptation is 
required to integrate with UMTS networks. Mobile- IP 
services would need to be retrofitted to the GGSNs to enable 
seamless mobility between WLAN and UMTS. Common 
subscriber databases would need to interface to Home 
Location Registers (HLR) for authentication and billing on 
the UMTS side of the network, and to AAA servers for the 
same operations to be performed while clients roam to 
WLAN networks.  

There are several advantages to the loosely-coupled 
integration approach. First, it allows the independent 
deployment and traffic engineering of WLAN and 3G 
networks. 3G carriers can benefit from other providers’ 
802.11 deployment without extensive capital investments. At 
the same time, they can continue to deploy 3G networks 
using well-established engineering techniques and tools. 
Furthermore, while roaming agreements with many partners 
can result in widespread coverage, including key hot-spot 
areas, subscribers benefit from having just one service 
provider for all network access. They no longer need to 
establish separate accounts with providers in different 
regions, or covering different access technologies. Finally, 
unlike the tightly-coupled approach, this architecture allows 
a WISP to provide its own public WLAN hot-spot, 
interoperate through roaming agreements with public WLAN 
and 3G service providers, or manage a privately installed 
enterprise Wireless LAN. Therefore, loose-coupled network 
cannot support service continuity to other access network 
during handover, thus loose-coupled sheme has long 
handover latency and packet loss [5]. 

 

4 Adaptive QoS model designed 
  In this paper our proposed QoS framework assumes a 
packet switching core network based on the UMTS network 
architecture. However, this holds the same relationship with 
some GPRS networks or other packet switching cellular 
systems. It is well known that Internet has some fundamental 
scalability limitations [6] when it comes to manage 
individual traffic flows with the approach of resource 
reservation. Its successor, the prioritization approach 
addresses the scalability problem at the cost of coarser 
service granularity. To enable efficient use of scarce 
resources provided by the cellular networks while also 
maintaining strong service guarantees, we adopt the 

reservation based systems [7]. In WLAN the reservation is 
achieved by using the HCF of the WLAN and in UMTS is 
achieved by the functionality of Base Station. 

 

4.1 Adaptive QoS components 

 The framework contains some components defined 
bellow: 

- A Policy Provisioning Module (PPM): The PPM is 
responsible for mapping actual users QoS profiles 
with their subscription information and decides the 
traffic classes for the users’ traffic flows. Then these 
QoS parameters can be handed to CAC module to 
process. 

- Degradation Profile: It allows for negotiation of 
established QoS connection through the degradation 
profile, when the user requests to establish a QoS 
call, some network resources need to be admitted. 
The requested QoS has to be allocated when the 
connection is set up. If certain conditions change 
over the activation time, a negotiation procedure 
will be called. The traffic class of a connection is 
defined as Ci , where Ci ∈ {C1, C2, … Ci,… CK }, 
where K is the number of service classes. The 
corresponding bandwidth requirement for each class 
is defined as Bi ∈ {B1, B2,… Bi … BK } , for the 
sake of simplicity we assume that all the 
connections in the same class have the same 
requested bandwidth. Let Di ∈ {D1, D2… Di… DK 

} denote the minimum bandwidth request defined in 
the connection degrade profile. Let pi (t) denote the 
degradation probability of class i and ni (t) the 
number of connections from class i at time t. Thus 
the degradable bandwidth at time t can be written 
as:     

     (1) 
 
We define bandwidth degrade degree BR as the ratio 
between the amount of bandwidth reduced and the 
requested bandwidth  

 

BR=             (2) 

 
The system degradation degree SD is the integration 
of BR over the period t. 

-  A Connection Admission Control Module (CAC): The 
CAC is to admit the number of flows that can be 
served and allocates bandwidth to them through 
signaling to all the network nodes along the traffic 
path. It also needs to maintain the QoS requirements 
of existing connections. 

- A QoS Mobility Management Module (MMM): The 
MMM decides whether terminals are detached, 
connected or idle from the network and also 
monitors those active nodes moving at high speed. 
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- A QoS Monitoring Module (Monitor): The Monitor 
continuously measures whether its QoS merits of the 
QoS enabled mobile nodes have been satisfied. If the 
established end users’QoS profile is not satisfied, 
this monitor may pass the state information to CAC 
or other components to trigger specific actions. 

 

4.2 QoS class mapping over UMTS and 
WLAN 

 QoS class usually defines a specific combination of bounds 
on performance parameters and objectives. Global 
standardization organizations such as: International 
Telecommunication Union (ITU), Internet Engineering Task 
Force (IETF), the 3rd Generation Partnership Project (3GPP), 
Institute of Electrical and Electronics Engineers (IEEE) 
recommend using on the concept of QoS classes for the 
network and the application level. In general, previous 
studies on QoS mapping between different networks 
technologies are categorized as mapping between parameters 
and mapping between classes in each different technology 
[10]. 

In this paper to profide a unified QoS traffic classes, the 
QoS traffic classes from UMTS and WLAN are mapped in a 
new set of QoS traffic classes called: Broadband 
conversational (B-conversational), Broadband streaming 
(Bstreaming), Narrowband conversational (N-
conversational), Narrowband streaming (N-streaming), 
interactive and background. Details of mapping relationships 
are shown in Table 1. 

Table 1. QoS Classes Mapping Table 

Class Integrated 
Network 

WLAN UMTS 

1 B-
conversational 

Voice - 

2 B-streaming  Video - 
3 N-

conversational 
- Conversational 

4 N-streaming  Video 
Probe 

Streaming 

5 Interactive 
 

- Interactive 

6 Background Best 
Effort 

Background 

 

5 Vertical handoff analysis  
 

 Previous researches are demonstrated that Vertical 
handoff is the handoff between different networks; 
Horizontal handoff is the handoff within the same network 
[8]. This section uses simulation experiments to investigate 
how the proposed approach can improve the overall QoS for 
the integrated 3G networks and WLAN networks. Following 
the assumptions widely used in previous studies [9], the call 

arrivals in our simulation follow an independent Poisson 
process and the session time of each connection is 
exponentially distributed. It is well known that dropping an 
established communication is worse than rejecting a new 
call. Therefore cellular systems reserve a guard bandwidth 
for the handoff calls in order to reduce the vertical handoff 
dropping probability. The reserved guard bandwidth can be 
either static or dynamic [11]. The dynamic approach often 
outperforms the static one at the expense of generating more 
control overheads. However, the static approach is often 
attractive in practice owing to its design simplicity. In our 
simulation, a static guard bandwidth (5% of the system 
capacity) is employed to deal with handoff calls. 

Without loss of generality, the integrated network in the 
simulation consists of one cellular network and one WLAN 
hotspot. Since WLAN has higher capacity and cheaper than 
UMTS, we assume the vertical handoff probability from 
UMTS to WLAN is 5 times as much as that from WLAN to 
UMTS. The system capacity for UMTS and WLAN is 2 mb/s 
and 11 mb/s respectively. The bandwidth requirement for 
each of four QoS classes  {B1,B2 ,B3,B4} and  their 
acceptable degradation level defined in degradation profile 
are assumed to be a portion of the system capacity shown in 
Table 2. The reservation signaling cost before the 
establishment of each new or handoff connection is set to a 
fixed value. For the sake of clarity, all the relevant 
simulation parameters are summarized in Table 2.  

Table 2. Simulations parameters 

Parameter 
 

Value 

UMTS Capacity (U) 
 

2 mb/s 

WLAN Capacity (W) 
 

11 mb/s 

UMTS to WLAN Vertical 
Handoff 

0.05 

WLAN to UMTS Vertical 
Handoff  

0.01 

Reservation signaling cost 
 

1%*W 

Session time 
 

Exp(50) 

Guard Band  
 

5% 

{B1, B2, B3, B4} {5%*W, 3%*W, 
5%*U, 3%*U} 

{D1, D2, D3, D4} {4%*W, 2%*W, 
4%*U, 2%*U} 

Simulation Time 
 

1000s 

 
The simulation is carried out under various traffic loads. 

We compare the proposed approach with non adaptive 
multimedia services. In the experiments, we set the load to 
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WLAN and UMTS identical in each single experiment and 
calculate the overall system performance merits.  

Comparative bandwidth utilization supported by the 
proposed adaptive scheme in the integrated network to that 
without the adaptive scheme under various traffic loads is 
shown in Figure 3. Clearly, the utilization for adaptive 
multimedia connection is better than that for non-adaptive 
multimedia. When the traffic load becomes higher, the 
advantage is more evident. The reason why adaptive 
multimedia can better utilize the system bandwidth is that 
the proposed scheme allows the network intelligently adjust 
each admitted QoS connection by its degradation profile and 
give sufficient amount of resources for the new or handoff 
calls. 

Figure 4 further evaluates the vertical handoff dropping 
probability in the integrated network. The vertical handoff 
dropping probability for adaptive multimedia connection is 
less than that for non-adaptive multimedia. When the traffic 
load becomes higher, the trend is more evident. It reveals 
that the proposed approach reduces a great number of 
vertical handoff dropping calls for the integrated WLAN and 
cellular system. 
 

 

Figure 3. Utilization over traffic load 

 

Figure 4. Vertical Handoff dropping probability over traffic 
load 

6 Conclusions 
 This paper has proposed vertical handoff analysis 

between heterogeneous networks such as UMTS and WLAN 
under an Adaptive QoS Control. Through this paper we 
address the integrated model of cellular and WLAN networks 
according to the ETSI (European Telecommunication 
standard institute) designed network architecture that 
efficiently integrates 802.11 and cellular. Our proposed 
model supports the delivery of adaptive real-time flows for 
end users taking the advantage of high data rate WLAN 
systems as well as the wide coverage area of 3G networks. 
The simulation results show that the adaptive multimedia 
framework performance is better than the non adaptive 
approach in terms of lower vertical handoff dropping 
probability and call blocking probability while still maintain 
acceptable QoS to the end users. 

As a future and continuation work, the handover operation 
from WLAN to UMTS needs to be studied further while 
taking into account more optimization approaches for 
mobility management schemes.   This would provide more 
QoS features in order to try to annihilate the vertical handoff 
dropping. 
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Abstract— In the IEEE 802.11 Power Save Mode
(PSM) specified for Independent Basic Service Set
(IBSS), time is divided into beacon intervals. At the
beginning of each beacon interval, each station in the
power save mode periodically wakes up for a duration
called announcement traffic indication message (ATIM)
window. The stations that have successfully transmitted
ATIM frame within the ATIM window will compete to
transmit data frame in the rest of the beacon interval.
The transmission of an ATIM frame depends on the
CSMA/CA mechanism specified in the IEEE 802.11
DCF. The probability of a successful transmission of
an ATIM frame has a great impact on the performance
of IBSS in power save mode. This paper presents an
analytical model to calculate the throughput using the
success probability of an ATIM frame transmission
in ATIM window of fixed size. The simulation results
validate the accuracy of this analytical analysis.

Keywords: IEEE 802.11 standards, power save mode, ATIM
frame, Markov chain, throughput analysis

1. Introduction
IEEE 802.11 MAC for wireless LANs is the most

used medium access protocol. It defines two methods
for channel access, the mandatory Distributed Coordina-
tion Function (DCF) and the optional Point Coordinate
Function (PCF). DCF is based on carrier sense multiple
access with collision avoidance (CSMA/CA) scheme.
CSMA/CA uses a binary exponential backoff (BEB) [1]
algorithm to avoid collision in the network. A station
may proceed to transmit frames if the medium is sensed
idle for an interval larger than DIFS (Distributed Inter-
frame Space) period, otherwise it defers the transmission
until the medium is idle more than the DIFS period.
Then the station generates a backoff time given by:

Backoff time = Random()× Slot time

The random value is uniformly distributed over
[0, CW − 1], where CWmin + 1 ≤ CW ≤ CWmax +
1, i.e., CWmin and CWmax are the minimum and
maximum contention window sizes, respectively. These

values are fixed by the physical layer. The backoff
counter is decreased as long as the channel is sensed
idle and frozen when the channel is sensed busy. After
each unsuccessful transmission CW is doubled up to
CWmax+1 = 2m(CWmin+1). The constant m is called
maximum backoff stage. For a successful transmission
the CW is reset to CWmin.

Analytical models have been proposed for the per-
formance analysis of the IEEE 802.11 DCF. Bianchi
[2] presents a discrete time Markov model of the IEEE
802.11 DCF with ideal channel conditions. The paper
[3] presents a modified version of the Bianchi model,
which introduces a fixed retry limit. A number of
papers [4], [5], [6], [7], [8] have built upon the original
Bianchi model for handling error prone channels, non-
ideal transmission channels and capture effect. All these
theoretical models are derived for IEEE 802.11 DCF in
data frame transmission.

In the IEEE 802.11 power save mode (PSM) for
IBSS, time is divided into beacon intervals and each
beacon interval divided into two parts, ATIM window
and DATA window. In the IEEE 802.11 power save
mode for DCF, at the beginning of each beacon interval,
each node must stay awake for a fixed interval called the
ATIM window. The ATIM window is used to announce
any frame pending for stations in power save mode.
When a station successfully transmits an ATIM frame
within the ATIM window, it can compete to transmit
the data frame in the corresponding DATA window.
In wireless networks energy resources are considered
valuable. Wireless devices usually depend on batteries.
The design of “energy efficient" and “energy aware"
protocols for wireless networks becomes an impor-
tant research area. Several MAC protocols have been
designed for wireless LANs to minimize the power
consumption. The paper [9] introduced a MAC protocol
to improve power save in wireless LANs which dy-
namically chooses an adaptable ATIM window size and
different nodes use different ATIM window sizes. The
paper [10] proposed a carrier sensing window which is
shorter than the ATIM window. However to the best of
our knowledge no one has modeled the performance of
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Fig. 1: Power save mode in IBSS [1]

IEEE 802.11 power save mode in IBSS using ATIM
frame transmission. This paper presents a discrete time
Markov model to calculate the probability that an ATIM
frame is transmitted successfully. The throughput of the
IEEE 802.11 PSM is then calculated using the ATIM
frame success probability. The simulation tool NS-2 [11]
is used to validate the model.

The plan of the paper is as follows. In Section II
we first present a brief overview of the IEEE 802.11
PSM. We propose a theoretical model in section III
to calculate the throughput using the probability that
an ATIM frame is transmitted successfully. Section
IV validates the correctness of this model by using
simulation. Finally Section V presents the conclusions.

2. The IEEE 802.11 DCF in Power
Save Mode

In the IEEE 802.11 PSM there are two different
power modes, power on and power save. In power on
or active mode a station transmits or receives frames at
any time. We assume nodes are synchronized through
a beacon message. Those stations in power save mode
wake up periodically to listen to the beacon message and
stay awake for an ATIM window period. The transmitter
buffers all the broadcast/multicast or unicast frames to
the stations in power save mode and announces them in
the ATIM window through an ATIM frame. During the
ATIM window the control packets are exchanged by the
stations to determine whether to go for power save mode
or stay awake after the end of the ATIM window for
data transmission. The algorithm for the transmission
of an ATIM frame is according to CSMA/CA DCF
specified in the IEEE 802.11 [1]. For an unicast frame,
when a station receives an ATIM frame within the
ATIM window, it sends an acknowledgement and stays
awake up to the end of the next ATIM window. If
no acknowledgement is received the ATIM frame will
be retransmitted using the conventional DCF access

procedure. If a station is unable to transmit an ATIM
frame during the ATIM window, e.g., due to contention,
the data frame is buffered and an attempt is made to
transmit the ATIM frame during the next ATIM window.
If a station does not receive or transmit an ATIM frame
during an ATIM window, it may enter the power save
state at the end of the ATIM window. An ATIM frame
or an ATIM-ACK can be transmitted or received only
within the ATIM window. A station may discard frames
buffered for later transmission to power saving stations
if the frame has been buffered for an excessive amount
of time. In the IEEE 802.11 standard [1] neither the
retry limit nor when to discard the data frame has been
specified. As the ATIM window size is very small, the
retry limit of seven is not appropriate for ATIM frame
transmission. The paper [9] presented a power saving
mechanism and has defined the retry limit of three for
an ATIM frame transmission and assumed rebuffering
of the data frame for at most two beacon intervals.

The power save mode is illustrated through an ex-
ample. In Fig. 1 station A announces a frame destined
for station B by transmitting an ATIM frame during
the ATIM window. Station B sends ATIM-ACK to the
station A and remains awake for the rest of the beacon
interval. Station C goes to power save state at the end
of the ATIM window, thus saving energy.

3. Modeling and Analysis
3.1 Network model assumptions

To model and analyze the ATIM packet transmission,
we have made the following assumptions. We consider
n number of stations. We assume a saturation condition,
in which each station has packets to transmit at all times.
We have assumed an ATIM window of fixed size. The
channel is ideal, i.e., there is no hidden terminal and
capture [12]. When a station has a data frame in the
buffer to transmit it generates an ATIM frame. There
is no broadcasting of ATIM frames, only unicasting
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transmission. If station A successfully transmits an
ATIM frame to station B in a beacon interval (BI), then
it cannot transmit another ATIM frame to station B in
the same beacon interval.

Before every ATIM frame transmission, the station
sets the value of CW to CWmin+1. For each unsuccess-
ful transmission the CW is doubled up to CWmax + 1
and for a successful transmission, the value CW is reset
to CWmin+1. When station A transmits an ATIM frame
to station B, the ATIM frame may collide with another
ATIM frame sent by another station. In this case the
station will retransmit the ATIM frame. The retry limit
for an ATIM frame is three within one beacon interval. If
ATIM-ACK is not received after three transmissions in
one beacon interval, then the data frame is rebuffered for
another try in the next beacon interval. An attempt will
be made to transmit the ATIM frame for a total of three
times. A rebuffered packet can stay in the buffer for at
most two beacon intervals. After three beacon intervals
if the ATIM frame is not successfully transmitted then
the packet is dropped. This algorithm is derived from
the idea proposed in [9]. Algorithms 1 describes the
ATIM frame transmission. In this algorithm the variable
BeaconNum represents the number of beacon intervals.

3.2 System Model
Consider the stochastic process (s(t), b(t), a(t)) rep-

resenting the backoff stage s(t), backoff counter b(t)
and backoff layer a(t) (the beacon interval number) at
time t. Since we have a discrete model of time, the
beginning of two consecutive slots will differ by one
time unit. The backoff counter is decremented at the be-
ginning of each slot time. The backoff stage represents
the retry number to transmits an ATIM frame within
one beacon interval and the backoff layer represents
the number of beacon intervals used to successfully
transmits an ATIM frame. We have modeled this three
dimensional process (s(t), b(t), a(t)) with a discrete
time Markov chain depicted in Fig. 2, where

P{i1, k1, a1|i0, k0, a0} = P{s(t + 1) = i1,

b(t + 1) = k1, a(t + 1) = a1|s(t) = i0,

b(t) = k0, a(t) = a0}.

Assume that p is the conditional collision probability,
which is constant for a fixed number of stations and
independent of the number of retransmissions. This
is the probability p that a frame collides. Consider
the probability q that the ATIM window ends in the
current slot. This is also independent of the number of
frame retransmissions. The non null one-step transition
probabilities of the Markov chain in Fig. 2 are presented
in the equations (1) in Fig. 3.

Algorithm 1 To transmit an ATIM frame
1: BeaconNum ← 2
2: CW ← CWmin + 1
3: W ← random integer from an uniform distribution

over the interval [0, CW − 1]
4: while W > 0 do
5: if Channel = Idle then
6: W ←W − 1
7: end if
8: end while
9: Transmit ATIM frame.

10: if ATIM window ends before ATIM-ACK is re-
ceived then

11: BeaconNum ← BeaconNum − 1
12: if BeaconNum ≥ 0 then
13: GOTO 2
14: else
15: DROP the ATIM frame.
16: end if
17: else
18: if ATIM-ACK is not received after ATIM-ACK

time out then
19: CW ← 2× CW
20: if CW ≤ CWmax + 1 then
21: GOTO 3
22: else
23: BeaconNum ← BeaconNum − 1
24: if BeaconNum ≥ 0 then
25: GOTO 2
26: else
27: DROP the ATIM frame.
28: end if
29: end if
30: else
31: Success
32: end if
33: end if

The first equation indicates that at the beginning of
each slot within an ATIM window, the backoff counter
is decremented with probability (1 − q). The second
equation indicates that at any backoff stage and for
any backoff counter value if the ATIM window ends,
the protocol tries to retransmit the ATIM frame with
backoff stage 0 in the next ATIM window. The third
equation indicates successful transmission. The fourth
equation indicates either successful transmission or an
attempt to starts a new ATIM frame transmission. The
fifth equation shows that there is collision at the last try
within a beacon interval, so one more attempt will be
made to send the frame in the next beacon interval with
backoff stage 0. The sixth equation shows that within an
ATIM window, if there is unsuccessful transmission at
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Fig. 2: Markov Model for ATIM frame transmission



(I) P{i, k, a|i, k + 1, a} = 1− q, i ∈ [0, 2], k ∈ [0,Wi − 1], a ∈ [0, 2];
(II) P{0, k, a− 1|i, k′, a} = q, i ∈ [0, 2], k ∈ [1,W0 − 1], a ∈ [1, 2], k′ ∈ [0,Wi − 1];
(III) P{0, k, 2|i, 0, a} = (1− p)× (1− q), i ∈ [0, 2], k ∈ [0,W0 − 1], a ∈ [0, 2],

if a = 0, i 6= 2;
(IV ) P{0, k, 2|2, 0, 0} = 1, k ∈ [0, W0 − 1];
(V ) P{0, k, a− 1|2, 0, a} = p× (1− q), k ∈ [0, W0 − 1], a ∈ [1, 2];
(V I) P{i + 1, k, a|i, 0, a} = p× (1− q), i ∈ [0, 1], k ∈ [0,Wi − 1], a ∈ [0, 2];
(V II) P{0, k, 2|i, k′, 0} = q, i ∈ [0, 2]k ∈ [0,W0 − 1], k′ ∈ [1,Wi − 1];

(1)

Fig. 3

bi,k,a =


M, i = 0, k = W0 − 1, a = 2;
M ×

PW0−(k+1)
l=0 (1 − q)l, i = 0, k ∈ [0, W0 − 2], a = 2;

N, i = 0, k = W0 − 1, a ∈ [0, 1];
N ×

PW0−(k+1)
l=0 (1 − q)l, i = 0, k ∈ [0, W0 − 2], a ∈ [0, 1];

p(1−q)
Wi

×
PWi−(k+1)

l=0 (1 − q)lbi−1,0,a, i ∈ [1, 2], k ∈ [0, Wi − 1],

a ∈ [0, 2]

(2)

Fig. 4

backoff stage i, the stage will be increased to i+1. The
seventh equation shows an unsuccessful transmission,
when there is end of ATIM window at the third beacon
interval (indicated by a(t) = 0) with probability q.

3.3 Model Analysis

Let bi,k,a be the stationary distribution of the above
Markov chain, i.e.,
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bi,k,a = lim
t→∞

P{s(t) = i, b(t) = k, a(t) = a},

i ∈ [0, 2], k ∈ [0,Wi − 1], a ∈ [0, 2]

To obtain the stationary distribution bi,k,a, we solve
the balance equations:

bi,0,a =
p(1− q)

Wi

Wi−1∑
l=0

(1− q)lbi−1,0,a

0 < i ≤ 2, a ∈ [1, 2]

(3)

b0,0,a−1 =
p(1− q)

Wi

Wi−1∑
l=0

(1− q)lb2,0,a

+
2∑

i=0

Wi−1∑
k=0

qbi,k,a a ∈ [1, 2]

The stationary distribution is given by equation (2) in
Fig. 4, where

M = (1− q)(1− p)
2∑

i=0

2∑
a=1

bi,0,a + b2,0,0 +

(1− p)(1− p)
1∑

i=0

bi,0,0 + q

1∑
i=0

Wi−1∑
k=0

bi,k,0

and

N = p(1− q)b2,0,a+1 +
2∑

i=0

Wi−1∑
k=0

bi,k,a+1.

Using the normalization condition for a stationary
distribution, the simplified result is as follows:

1 =
2∑

i=0

Wi−1∑
k=0

2∑
a=0

bi,k,a (4)

After some calculation, using equation (3) and (4) we
simplify

∑2
a=0 b0,0,a as a function of the conditional

collision probability p, the probability q that ATIM
window ends and CWmin, the minimum contention
window size. We calculate the the probability q using
the uniform distribution on the number of ATIM frames
that can be successfully transmitted within an ATIM
window.

Let τ be the probability that a station transmits in a
randomly chosen slot time. This can be obtained as,

τ =
2∑

i=0

2∑
a=0

bi,0,a (5)

(6)

As usual the relation between τ and p is

p = 1− (1− τ)(n−1). (7)

A collision in the channel occurs when at least one of
the remaining stations transmit. Let Ptr be the proba-
bility that there is at least one ATIM frame transmission
in the considered slot time. The probability Pas that an
ATIM frame transmission is successful is given by

Ptr = 1− (1− τ)n (8)

Pas =
nτ(1− τ)(n−1)

Ptr
. (9)

This probability value Pas gives a gross overview of
the number of stations that remain active in the data
window if there are n number of stations in the IEEE
802.11 PSM. The total energy saved can be calculated
using the probability Pas . Similarly the probability Pas

can be used to calculate the throughput, as it is the
probability that a station will stay in power on model
in the data window for the data transmission.

3.4 Throughput Analysis
The fraction of time the channel is used to success-

fully transmit payload bits is called the system through-
put [2]. Let S denote the normalized system throughput.
In the IEEE 802.11 power save mode, when a station
successfully transmits an ATIM frame within the ATIM
window, it competes to transmit the data frame in
the corresponding DATA window. For simplicity we
assume that if a station successfully transmits an ATIM
frame within the ATIM window then eventually it can
successfully transmit data frames in the DATA window.
We calculate the throughput using the probability value
Pas as follows.

S =
E[payload info. transmitted in a slot time]

E[length of a slot time]

=
PasPtrE[p]

(1− Ptr)σ + PasPtrTs + (1− Pas)PtrTc

E[P ] is the average packet payload size (in terms
of time unit, e.g., µs). We assume all packets have the
same size, so E[p] = P . Ts and Tc are the average
time the channel is sensed busy because of a successful
transmission or a collision respectively, and σ is the
empty slot time. Let H = PHYhdr + MAChdr be the
packet header and δ the propagation delay. Then

Ts = DIFS + H + E[P ] + δ + SIFS + ACK + δ

Tc = DIFS + H + E[P ] + SIFS + ACK .
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Fig. 5: Probability of Success of an ATIM frame

4. Model validation
For validating our model, we used the simulation

tool NS-2 [11]. The simulation area is chosen such
that all stations are within one single hop distance, i.e.,
the received signal strength is always detectable. We
assume the ATIM window period is 20 percent of the
beacon interval. We present the throughput for the basic
access in IEEE 802.11 DCF in power save mode under
the Direct Sequence Spread Spectrum (DSSS) physical
layer [1]. The system parameters used in the calculation
are listed in Table 1.

Table 1: Parameters used in the calculation
Payload of data
packet

1024 bytes

Data 1024 bytes + MAC header + PHY
header

ACK 14 bytes + PHY header
PHY header 192µs
MAC header 28 bytes
Basic rate 1Mbps
Data rate 2Mbps
Slot time 20µs
SIFS 10µs
DIFS 50µs

For a fixed number of stations, we run 10 simula-
tions with different random seed values. The symbol +
represents the result of each simulation. Fig. 5 displays
the probability of successful transmission of an ATIM
frame against the number of nodes. In Fig. 5 the solid
line represents the results calculated using the Markov
model and the dotted line represents the average value of
all 10 simulations for each node. The figure shows that
the theoretical and simulation results are close. Fig. 6
presents the throughput against number of nodes. Again
the theoretical results match the simulation results. It
can be noted that the throughput obtained from our
model is marginally less than the one obtained from
Bianchi’s model due to the the ATIM window overhead
of IEEE 802.11 PSM.

Fig. 6: Throughput of 802.11 PSM with different node
size

5. Conclusion
This paper presents an analytical model based on a

Markov chain for the transmission of an ATIM frame
of the IEEE 802.11 DCF in power save mode. We use
the success probability of an ATIM frame to calculate
the throughput of the IEEE 802.11 DCF in power save
mode. The theoretical results are almost similar to the
simulation results in terms of probability of success and
normalized throughput.
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Abstract— Ubiquitous Computing is an emerging paradigm
which facilitates user to access preferred services, wherever
they are, whenever they want, and the way they need, with
zero administration. While moving from one place to another
the user does not need to specify and configure their sur-
rounding environment, the system initiates necessary adap-
tation by itself to cope up with the changing environment.
In this paper we propose a system to provide context-aware
ubiquitous multimedia services, without user’s intervention.
We analyze the context of the user based on weights, identify
the UMMS (Ubiquitous Multimedia Service) based on the
collected context information and user profile, search for
the optimal server to provide the required service, then
adapts the service according to user’s local environment
and preferences, etc. The experiment conducted several times
with different context parameters, their weights and various
preferences for a user. The results are quite encouraging.

Keywords: Ubiquitous Multimedia Service; Composite Context;
Essential Context-derived Reasons; User Profile Information;

1. Introduction
With the convergence of various networks (wired, wire-

less, etc.), and devices (PDA, Smart Phone, TV, etc.), the
Ubiquitous Computing [7] is becoming a reality. Tremen-
dous growth in the mobile access technologies has enabled
services to enter in almost every part of the life. Dramat-
ically, it has stimulated even the demand of multimedia
applications to be ubiquitous.

UMMS means provision of different kind of multime-
dia (audio, video, graphics, etc.) to the user any time,
irrespective of location, device he/she carries and without
explicit user request. To achieve this system needs to ensure
that services must support mobility, interoperability, location
awareness, situation awareness, seamlessness, pervasiveness
and timely adaptation [5]. UMMS have broad application
areas such as remote health care, e-business, ubiquitous
learning, on-line entertainments (sports, movies, etc.) and
so on.

There exists a strong relationship between the various
contexts and types of service required based on it. User
would like to have services that self configure themselves
in the user’s physical environments and integrate seamlessly

with their everyday tasks in an intuitive, and non-intrusive
way. With contextual information, the system foresee the
user’s requirements and acts proactively, without any user’s
explicit interaction. It enables system to determine relevance
of service in the user’s operating environment, which im-
proves user satisfaction and service quality.

Many researchers have given various definitions of conext
[1], [4]. Any environment attributes that is related to the
particular application domain can be considered as a context
data, like temperature, location, any object, its status, etc.
However among all the available contextual parameters some
are more critical or have more weightage as compared to
other depending on different types of situation. We consider
a system with different weights of context values. These
weightage can be varied and decided dynamically, while
finding the appropriate service for the user. In our work we
are concentrating on on-line ubiquitous multimedia services,
such as live sports as a case study to discuss the usability
of our system. Servers that contains required service are
connected to the Internet, and as user activates his/her
device, it can connect to a nearby available network (WiFi,
GSM/GPRS, etc.) thus can connect to nearby available
server via Internet.

1.1 Proposed Idea
We propose a new approach, to make use of context

information with different weightage and user profile in-
formation for ubiquitous multimedia service identification,
which is proactive and adaptive based on various changes
in user’s surrounding environment. Collected Preliminary
Contexts (PCs) information, we analyze as a Composite
Contexts(CCs)which further analyzed as Essential Context-
derived Reasons(ECRs). This inferredECRsalong with User
Profile Information(UPIs) is used to identify the required
ubiquitous multimedia service. This identified service is
optimally trace to cater the user services at the required time.

1.2 Organization of Paper
The remainder of this paper is structured as follows.

Section 2 describes some of the existing works, Section
3 presents our approach of context information analysis,
Section 4 provides an overview of the system architecture
and discusses the functionality of each components, Section
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5 presents a case study to show the usability of the sys-
tem, Section 6 explains simulation and results, followed by
conclusion in Section 7.

2. Related Works
Many works states the context awareness and user profile

in their applications and also, context deduction and use of
composite context for various applications in different ways.
In [2] have proposed a personalized context-aware services
architecture depending on user contexts that are collected
from ubiquitous sensor networks. In [3] an exploration the
relationship between context awareness and user modelling,
through the design of a context-aware personal assistant
is shown. The DUPS (Dimension User Profile System)
architecture is explained in [6], to recommend services to
user based context. It stores location, time, and frequency
information of often used services which enables system to
provide more accurate service in less time. None of these
system has considered the weights of context parameters to
identify the appropriate service requirement.

3. Context Information Analysis
The system uses the various context information based

on weight to infer a multimedia service corresponding to a
definite circumstances of a user. Following section describes
the weight allocation.

The context analysis process is done in three steps, starting
with PCsacquisition toECRsidentification, major building
blocks are as shown in Figure 1. UsingPCsparameters step
by step derivation and analysis is described in the following
sections.

Fig. 1: Context Analysis Procedure used in the System

3.1 Preliminary Contexts(PCs) of the System

This represents the context parameters obtained directly
from various types of sensors, embedded devices, etc., in
the environment. These are common for all users.

We also consider the task and physical environment con-
text which are related to a multimedia application and we
categorize them into three sets ofPCsvalues: user’s physical
environment(PE), user’s context(U) and task context(T).
For example preliminary context values of a multimedia
applicationX, is given asPCX = {PE, U, T}. They further
define as follows;

User’s Physical Environment(PE):It indicates user’s sur-
rounding environment which is characterize as e.g., loca-
tion(p1), time(p2), temperature(p3), noise, light, available
resources, etc. We consider aPE context of a user as,

PE = {p1, p2, · · · , pj}
User’s Context(U):It includes information related to the

user, its social and physiological parameters etc., e.g, social
relation(u1), people surrounded by(u2), blood pressure(u3),
heart rate, etc., Thus we can view user’s context as,

U = {u1, u2, · · · , uk}
Task Context(T):These are the parameters required to

adapt various multimedia contents related to a specific
service. Based on the types of service, in what format is
it required. e.g. device memory(t1), available networking
interface(t2), supporting media format(t3), etc. so we take
task context as,

T = {t1, t2, · · · , tl}

3.2 Composite Contexts(CCs)
It is a context information that can be inferred fromPCs

information. It combines and relates variousPCs informa-
tion(same or different types) along with different weigh-
tage(based on the services required). Combining variousPCs
information may generate a more accurate understanding
of the current situation, rather than taking into account an
individual context. In generic terms, for example,

CC1 = 〈p1, p2〉; where p1, p2∈ PE.
CC2 = 〈p1, p2, u1, u2〉; where p1, p2∈PE and u1, u2∈U.
Steps to formulateCCsis given in Algorithm 1, and some

of the examples of formulatedCCs is given in Table 1.

Algorithm 1 Composite Contexts(CCs)Formation
1: Begin
2: Input: PCsand corresponding weights;Output: CCs.
3: while not end of user sessiondo
4: collect PCs from various sources.
5: if context changesthen
6: get PE = {p1· · · pj};
7: get U = {u1· · ·uk} and {T = { t1· · · tl};
8: assign weights to eachPCsbased on relevance.
9: deriveCCsbased on context rules.

10: else
11: wait for context change;
12: end if
13: end while
14: End

3.3 Essential Context-derived Reasons(ECRs)
It is derived abstract information. For applications to

make context aware decisions,CCs information must be
further inferred, by considering appropriate weights ofCCs.
This significantly helps in making right decision to identify
an appropriate service under certain situation. VariousCCs
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Table 1:CCs Formulation
Various PCs involved in CCs
Formulation

Formulated CCs

CC1-〈location, time〉 Object position at a given time-It gives the
notion, how far a particular service is suitable
at some location at a particular time instance.

CC2-〈noise level,
temperature, light,
pressure, humidity,
available resources〉

Ambiance of surrounding environment-The
aggregate of surrounding things and condi-
tions, creates an atmosphere, that influences
the user mood.

CC3-〈location, time,
people surrounded
by, social relation〉

User behavior-User behavior changes accord-
ing to place, surrounding people and interre-
lationship among them.

CC4-〈 blood pressure,
skin respiration,
heart rate〉

User physical status-Physiological parame-
ters helps to determines the physical status of
the user.

CC5-〈memory, screen
size, resolution,
battery power,
processing power〉

User’s device capability-Every user carries
different devices with dissimilar capacities in
terms of processing power, memory etc. thus
multimedia service has to be tailored accord-
ing to user device capability.

information integrates together with some sets of predefined
inference functions that results intoECRs. One can deduce
exact service or location from it. For example exact location
like if user is at home, whether he is in kitchen, or living
room, etc., an activity of the user like eating while watching
TV, or walking in garden or frontyard, etc. In generic terms,
for example,

ECR1 = 〈 CC1, CC2, CC5〉,
ECR2 = 〈 CC3, CC4〉

Steps to formulateECRsfrom CCs is given in Algorithm 2,
and Some examples of identifiedECRsis given in Table 2.

Algorithm 2 Essential Context-derived Reasons(ECRs)
Identification

1: Begin
2: Input: CCsand corresponding weights;Output: ECRs
3: while not end of user sessiondo
4: collect CCs information.
5: if context changesthen
6: get CC1, CC2 · · · CCn;
7: assign weights to eachCCsbased on relevance.
8: deriveECRsbased on context rules.
9: store inferredECRsin context history database;

10: else
11: wait for context change;
12: end if
13: end while
14: End

3.4 Weight Allocation
All the available information within a specific domain may

be considered as a context data but not every context data
is equally relevent to infer a higher level composite context
information. We assume that theECRsandUPIsare involved
in determining the UMMS. Thus with an assumption that

Table 2:ECRsFormulation
Various CCs involved in
ECRs Formulation

Formulated ECRs

ECR1-〈Object
position at a given
time, ambiance
of surrounding
environment, devices
capabilities 〉

Service consumer position- By knowing the
ambiance of surrounding environment, de-
vices capabilities(HDTV, Laptop, etc.), and
approximate location, one can determine ex-
act position of a user where the service
needs to be consume, like- In a home (living
room, kitchen etc.), office(cafeteria, confer-
ence room etc.)

ECR2-〈user behavior,
user physical
status〉

User’s mood/Emotion- By understanding user
behavior, his physical status, according to
people surrounded by, etc., one can recognize
user’s mood whether he is relaxed, stressed,
physically tired, etc.

ECR3-〈device
capability, network
conditions〉

Service consumption capability- User may
carry several devices with different networks
available in his surrounding environment like
- Laptop with WiFi, PDA with GPRS, etc.
For efficient execution of service system must
understand the device and network capability
where service needs to be consumed.

UPIs is accurate, and if we consider thatECRs is also
accurate, system identifies accurate service. If we keep the
weight ofECRas unity, {wecrm

=1}, we compute the weights
of the CCs involved in the formation ofECRsas per their
importance. By assigning weight to eachCCs according to
eq. 1, we get significance of it to formulateECRs.

wcci
=

kimwecrm

nCC

(1)

where wcci
∈ [0,1], kim is a degree of relevance of

CCi with ECRm based on various applications, which is
decided based on empirical observations after conducting
various experiments while finding the appropriate service
for the user, andnCC represents number ofCCs involved in
formulating aECRm.

Fig. 2: An Overview of Weight Based Context Analysis

Figure 2 gives an overview of the weight based context
analysis scheme. For example, to understand at home, ex-
actly in which room user is in? with geographic location and
time we know user is at home, he may be in living room
or kitchen, etc., then with the ambiance of surrounding and
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available devices capabilities, we can determine that user
is in living room. In this example, Geo-location and time
is important to identify that user is at home, as compared
to other context information. As shown in Figure 2, we
computed more weightage (0.5), for location at a particular
time as compared to surrounding ambiance with weightage
(0.3), which in turn has more weightage as compared to
device capability with weightage (0.2). Similarly, we assign
appropriate weights toPCs based on their relevance while
formulatingCCs.

4. UMMS System Architecture
Ubiquitous multimedia Service(UMMS) system architec-

ture is as shown in Figure. 3. We assume that user in a ubiq-
uitous environment carries multiple devices, with multiple
networking interfaces, and surrounding environment of the
user consists of various sensor based biometric technologies
to uniquely identify the user. We are considering this context
based multimedia service provision at the application layer
to directly provide UMM service functionality to the users.
We also assume that the network is connected and equipped
with appropriate routing and transport layer protocols for
reliable communication.

Fig. 3: Ubiquitous Multimedia Service System Architecture

UMMS system consists of three main modules;1) Service
identification module 2) Service discovery module 3) Adap-
tation module. We discuss the functionality of these modules
after introducing the databases used in the system.

Context Rules/Weightage Database
It contains the logical predefined rules to formulateCCs

and ECRs, that are expressed as conditional and action
statements. Conditions are expressed distinctly in the form
of boolean expressions, and logical operators like or, equal,
more than, and less than, etc. Also it stores the correspond-
ing weights assigned toPCs and CCs while providing an
appropriate service to the user based on the situation. For

example- It stores weights ofPCs like Geo-location as (0.3)
and time as (0.2), while determining exact location of a user,
to provide a service of on-line cooking recipes. As explained
above context analyzer utilizes the information stored in
database while formulatingCCsandECRs.

Context History Database
A persistent storage is needed that includes history-based

organization of identified service for a user, corresponding
to the specific combination ofECRsand UPIs. Before any
service identification, respective trends in the context history
database is evaluated by service identification module. Thus
for a known user, it supports service identification module,
for retrieving information in much faster way.

UMM Services Database
UMM service provider maintains the database of some of

the often used services, to provide access in lesser time and
better service in terms of quality. Some of the offeredMM
services and its locations is as shown in Table 3.

Table 3: Some of the multimedia services and its locations
Multimedia Services URL/Location

On-line Games umm@og.pet.ece.ernet.in
On-line Restaurant Lists umm@rl.pet.ece.ernet.in
On-line Music umm@omus.pet.ece.ernet.in
On-line Movies umm@omov.pet.ece.ernet.in
On-line Cooking Recipes umm@ocr.pet.ece.ernet.in

User Profile Information(UPI)
User profile information are obtained from unique identi-

fication of user or its device. Without a notion of the unique
identity, information of a user profile like preference, etc.
could not be used for adapting the system. UMM service
provider collectsUPIs from some social networking site.
Although the user’s profile information is quite steady, and
hence his service requirements too, but different types of
multimedia services are recommended as a function of his
mood, presence of other people, surrounding environment
etc.

Service Identification Module
At any time instant, it usesECRsinformation genrated by

context analyzer, along withUPIs, to invoke any one of the
multimedia service, as represented in eq. 2, which can be in-
terpreted in the form of various definitions likecontext based
preferred service(CBPS), context based probable(CPS), etc.,
as explain below. In additionservice identification module
checks respective trends in context history database, for a
known user. Different understandings of all this information,
when inclined to one direction, will results into focused
and accurate multimedia service identification. It stores that
identified service corresponding to a user andECRs in
context history database. At any time instant t = t1, we have

(ECRs(t1) × UPIs(t1)) ⇒ TriggerUMMS(t1) (2)
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• Context Based Preferred Service(CBPS): Service posi-
tion + User’s activity + Preference⇒ CBPS; If one
knows user’s present location, current situation and
preference, one can judge a strong liking or whether a
person is in favor of something. As preference of a user
is dynamic, it varies according to different conditions.
For example- while travelling in a bus to the college,
Paul usually would like to listen music but since he
has exam today, he would like to revise his lecture
notes through on-line education video lectures on his
PDA/Mobile.

• Context Based Probable Service(CPS): Service position
+ History ⇒ CPS; History of a person gives static
context information that can be retrieved from a stored
database. With this one can have a reasonable basis for
establishing presumption under specific circumstances.
For example- while travelling, on the way to college,
Paul has habit of watching on-line education video
lecture, on his PDA/Mobile.

• Context Based Service Prediction(CBSP): Service po-
sition + Preference + History⇒ CBSP; Including
past patterns and through a logical reasoning one can
anticipate the service requirement for the user at any
given point of time. If the past history is known one
can guess user’s multimedia service requirement and
based on the preference that can be filtered further
according to present conditions. For example- Paul and
his friends usually watch mathematical video lectures
but, but today since exam is over, so system understands
the situation and provides some comedy movie of their
liking.

Working of module is as shown in Algorithm 3.

Algorithm 3 Service Identification Logic
1: Begin
2: Input: ECRsandUPI; Output: Identified Service
3: while not end of user sessiondo
4: collect ECRsandUPIs from UMM service provider.
5: formulate different combinations usingECRs and

UPIs, e.g.CBPS, CPS, CBSPetc.
6: if user is knownthen
7: check respective trends in context history database.
8: end if
9: determine inclinations of all this information towards

one direction.
10: if inclined to one servicethen
11: identify the service;
12: send it to UMM service provider.
13: else
14: wait for further change in context information;
15: end if
16: end while
17: End

Service Locator Module
This module is responsible for the discovery of the server.

Once service is uniquely identified for a user, it needs to
be discovered and fetched from the service provider. If
multiple or replicate service providers are available for the
same service, optimal service provider is chosen based on
user’s context like location, device and available network
etc. Working of module is as explained in Algorithm 4.

Algorithm 4 Working of Service Locator Module
1: Begin
2: Input: Identified Service;Output: Service Provider

Location
3: while not end of user sessiondo
4: collect the information of required service from UMM

service provider.
5: discovered and fetch the optimal service provider.
6: send the service location to UMM service provider.
7: end while
8: End

Service Adaptation Module
Dynamic service adaptation is required for the user, so

as to the user it appears that data is coming from a unified
source. For adaptation of services it is important for a system
to understand where the service needs to be consumed.
The adaptation module takes adaptation decisions based
on user’s needs, preferences, device capability and network
conditions, and fetched customized service from adaptation
proxy, on which various functions like transcoding, content
filtering, etc., has implemented. Working of module is given
in Algorithm 5.

Algorithm 5 Working of Adaptation Module
1: Begin
2: Input: Original Service(So), UPIs and ECRs; Output:

Customized Service(Sc)
3: while not end of user sessiondo
4: get So

5: collect adaptation parameters ={AP1, AP2, · · · , APn}
that represents various network, device characteris-
tics and user preferences∈{UPIs, ECRs}information,
from UMM service provider.

6: fetch (Sc) according to adaptation parameters.Sc =
F(So, UPIs, ECRs)

7: SendSc to the UMM service provider.
8: end while
9: End

UMM Service Provider
UMM service provider can handle multiple user requests

at a time. It collectsECRs from context analyzer, and
UPIs from social networking site one by one, and sends
this information to service identification module. UMM
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service provider gets the identified service from service
identification module, It checks for the identified service
in its UMM service database, if service is available in the
desired format, it directly send it to the user, else send
it to the adaptation module for the required customization
along withECRsandUPIs. If service is not available in the
UMM service database, it forwards service locating request
to service locator module to discover and fetch optimal
service provider based on the context.

If some of the information is misssing then based on other
collected context based information, we can only prejudice
the service requirement which may or may not be correct. If
we have all information available, we can identify a unique
multimedia service requirement in a systematic way and one
can have focused and accurate service.

We define a service response time of the system is the
time required for processing of context data, to identify a
multimedia service, for discovery and customization. Service
response time is defined as below.

Service Response Time = tccf + tecrf + tsid + tsl + tsc;

where, tccf is the time required to formulateCCs from
simulated preliminary context data,tecrf is time required to
formulateECRs, andtsid to infer ECRsandUPIs to identify
required service,tsl is the time required to locate the service
provider,tsc is the time taken to customize the service.

5. Case Study
The working of proposed system is explained using a case

study for a live sports ubiquitous multimedia service.
Consider Paul(a college student) is in hostel room. and

formulatedECRsindicates that Paul is alone in hostel, sitting
on a sofa in a relaxed mood, having a Laptop with WiFi con-
nectivity and his profile information reveals that he usually
prefers watching sports, shows inclination towards watching
a world cup. Thus system understands the situation of Paul,
identify his service requirement, according to his current
situation and trigger a live match on his Laptop. Following
four cases shows, how system understands different situation
of Paul and customize service accordingly.

Case1:Paul is in a hostel room, having a Laptop with
WIFI connectivity. System recognizes his device and net-
work characteristics, and since high bandwidth, high mem-
ory, high battery power is available. It sends a high profile
Mpeg video stream on his laptop, and Paul starts watching
live sports video on his laptop.

Case2:Suddenly his friend called and ask him to come
to the department, Paul don’t want to loose a match for a
single moment. He started driving bicycle. He is carrying
a mobile with GPRS connectivity. System understands his
context and bandwidth limitations, thus send audio stream
so that he can listen match commentry while cycling.

Case3: Paul reach to the department and start moving
towards lab to meet his friend, system understands his
situation and adapt accordingly, and Paul started watching
close-up shots of his favorite player movements on his
mobile screen.

Case4: As soon as Paul reach to the lab, he switched
on his Laptop and connect to a WiFi. System identifies his
environment and again starts sending a high profile Mpeg
video stream on his laptop, and Paul can watch live sports
video on his laptop.

Timing diagram of various sequence of events is as shown
in Fig. 4. As shown in the event sequence diagram service
provision is dynamically adapted based on the acquired
context information like capability of a device, available
resources and accessed network, user preference etc.

Fig. 4: Event Sequence Timing Diagram of a Case Study

6. Simulation and Results
6.1 Simulation Environment

We have conducted series of experiments in order to
evaluate our approach. We have simulated the scheme in a
hybrid environment which has WIFI, bluetooth and a GSM
network units as shown in Fig. 5.PCs are simulated in
the given simulation environment andCCs and ECRsare
inferred from them. Further addition ofUPIs to ECRsgives
service identification.

Result corresponding to percentage of information avail-
able verses cumulative accuracy of service identification is
shown in Fig. 6. Cumulative accuracy is the accuracy of
a service prediction over a set of 50 users session. As
shown in Fig. 6 we consider three different sets of context
parameters, based on the weightage. If important sets of
context parameters(Context Set3 like time, location, pref-
erence, etc.) are missing, it greatly influences inference and
accuracy reduces suddenly, similarly some context parameter
have less and moderate influences on inference and thus
affects service identification accuracy accordingly, plotted
with Context Set1 and Set2 respectively.
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Fig. 5: Simulation Environment of the System

More the user interact with the system, more the system
learns from past history and keeps on refining user’s profile.
System also maintains the database of often used services.
As information stored in the data base corresponding to a
particular user grows we can identify service more accu-
rately, as usually user’s daily routine is fixed. Total service
response time will reduce as shown in Fig. 7, and accuracy
of the system to provide a service will increase as shown in
Fig. 8, with the increase in database of the user.
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7. Conclusion
This system is designed to support multiple ubiquitous

multimedia service access in a ubiquitous environment. The
paper suggests a new approach to analyze context infor-
mation based on weight, in association with user profile
information as a base to provide an appropriate multimedia
service to the user. This approach is beneficial with respect to
ubiquitous environment in providing adapted services to the
user proactively, which can be applied to various ubiquitous
applications such as ubiquitous museum, ubiquitous smart
home, office etc., to improve the quality of user experience.
The key feature of the approach is not only in accurate
service identification, but also dynamic adaptation according
to various situation so as to maximize user satisfaction.

 0

 2

 4

 6

 8

 10

 12

 14

 0  10  20  30  40  50

Se
rv

ic
e 

R
es

po
ns

e 
Ti

m
e(

m
s)

Frequency of User Interaction

User1

Fig. 7: Service Response Time Vs. User Interaction Fre-
quency

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20  25  30

Ac
cu

ra
cy

 o
f S

ys
te

m

Number of Days

DataBase(20 Days)
DataBase(10 Days)
DataBase(30 Days)

Fig. 8: Number of days Vs. Accuracy of System

References
[1] G. D. Abowd, A. K. Dey, P. J. Brow, N. Davies, M. Smith, and

P. Steggles. Towards a better understanding of context and context-
awareness. InProceedings of the 1st international symposium on
Handheld and Ubiquitous Computing, pages 304–307. Springer-Verlag
London, UK, September 1999.

[2] J. An, S. Pack, S. An, M. Kim, and Y. Jeon. A novel service
architecture for personalized context aware services. InProceedings
of the 11th international conference on Advanced Communication
Technology,Volume-1, pages 554–559. IEEE Press, NJ, USA, 2009.

[3] H. E. Byun and K. Cheverst. Exploiting user models and context-
awareness to support personal daily activities. InIn Workshop on User
Modeling for Context-Aware Applications, Sonthofen, July 2001.

[4] G. Chen and D. Kotz. A survey of context-aware mobile computing
research. InTechnical Report TR2000-381, pages 1–16. Dartmouth
College Hanover, NH, USA, 2000.

[5] I. Y. Chen, S. J. Yang, and J. Zhang. Ubiquitous provision of
context aware web services.IEEE International Conference on Services
Computing (SCC’06), pages 60–68, September 2006.

[6] C. Jang, J. Kim, H. Chang, E. Choi, B. Kim, and G. S. Lee. Method of
profile storage for improving recommendation accuracy on ubiquitous
computing. InSecond International Conference on Future Generation
Communication and Networking, volume 2, pages 90–94, 2008.

[7] M. Weiser. The computer of the 21st century. InACM SIGMOBILE
Mobile Computing and Communications, pages 3–11, July 1999.

Int'l Conf. Wireless Networks |  ICWN'11  | 159



Analysis of Processing Parameters of GPS Signal 

Acquisition Scheme 

 

Prof. Vrushali Bhatt, Nithin Krishnan 
Department of Electronics and Telecommunication      

Thakur College of Engineering and Technology            

 Mumbai-400101, Maharashtra, India. 

 

                                   

Abstract--- The primary objective of this research is to 

analyze the GPS signal acquisition process. To achieve this 

objective, first several acquisition schemes for the L1 C/A-

code are implemented for this research. The acquisition 

schemes namely circular convolution and modified circular 

convolution are analyzed in terms of mean acquisition time, 

acquisition gain and ability to acquire the correct signals. It 

is observed that the circular convolution scheme provides a 

better gain but at the cost of processing time and memory 

whereas the modified circular convolution scheme can be 

used to reduce acquisition time and memory requirements 

but the gain is less than that for circular convolution 

scheme. 

 The Global Positioning System (GPS) has become a 

critical part of the navigation infrastructure not only within 

the United States but also in other nations around the 

world. This system was developed by the Department of 

Defence (DoD) to support the military forces of the United 

States of America by providing worldwide, real-time 

positions. GPS can be used for civilian applications even 

though it was developed for military applications. It 

consists of a constellation of 28 satellites orbiting around 

the earth at 20,000 Km above the earth. It provides three 

dimensional position and velocity anywhere in the world 

under all weather conditions. The GPS concept is based on 

satellite ranging. The user estimates time of arrival of the 

transmitted signals by GPS satellites and uses it to compute 

its position. A GPS receiver must detect the presence of the 

GPS signal to track and decode the information from the 

GPS signal required for position computation. Tracking of 

the signals is possible only after they have been acquired, 

so acquisition is the first step in the GPS signal processing 

scheme. The acquisition process must ensure that the signal 

is acquired at the correct code phase and carrier frequency. 

Keywords: GPS, acquisition, circular convolution, 

modified circular convolution, Doppler, FFT. 

 

1. GPS acquisition 

A GPS receiver must detect the presence of GPS 

signals to track and decode the information for the position 

computation. A receiver replicates the GPS signal with  

code and Doppler. The code phase varies due to the range 

change between the satellite and the receiver. Doppler 

variation is due to the relative motion between the satellite 

and the receiver 
[1]

. The role of the acquisition is to provide 

a coarse estimate of the code phase and the Doppler to the 

tracking loops. The satellite motion induces a Doppler 

within ±5 KHz from the GPS L1 frequency 
[2]

. User 

dynamics and clock drift introduce an additional Doppler in 

the GPS signal. The acquisition Doppler search range 

should be expanded to include these uncertainties to enable 

proper acquisition. The code phase search range extends 

from 1 to 1023 chips (of the C/A-code). The acquisition 

process searches the signal for a particular value of the code 

phase and Doppler frequency over a certain period of time 

called the predetection integration time. The acquisition 

time is determined by the predetection integration period 

and the number of cells (obtained from code phase and 

Doppler range) to search. The GPS receiver can compute 

visible satellites from approximate knowledge of the 

receiver position, the GPS time and the almanac which 

reduces the number of satellites to be searched and speeds 

up the TTFF. There have been various acquisition methods 

developed to acquire GPS signals and two of them are 

discussed below. 

1.1 Circular convolution (FFT method)  

In this method, the signal is transformed from the time 

domain to the frequency domain using a Discrete Fourier 

Transform (DFT) 
[3]

. This method uses the correlation 

property of the Fourier transform. The property states that 

the correlation of two sequences in the time domain is the 

same as the inverse Fourier transform of the convolution of 

the Fourier transform of the two sequences. For a particular 

Doppler bin, the correlation of the two sequences performed 

at all code phase shifts is the same as the inverse Fourier 

transform of the product of the Fourier transform of the two 

sequences. Thus, this method reduces the acquisition search 

range to one-dimension. 

The cells are searched in parallel by taking the FFT of 

the incoming and the local signal which reduces the 

acquisition time. The steps involved in this scheme are 
[3]

: 

1. Collect the sampled IF signal for the desired 

coherent integration period: x(t) 

2. Take the FFT of the input signal: X(F) 
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3. Generate the local PRN code for the same coherent 

integration period and modulate it with the carrier 

(IF + desired Doppler) and sample it at the same 

sampling frequency: y(t) 

4. Take the FFT of the local signal: Y(F) 

5. Perform convolution in the frequency domain: 

Z(F) = (conjugate X(F)) * Y(F) 

6. Transform the convoluted signal in the time 

domain: z(t) = IFFT(Z(F)) 

7. Compute the absolute value of the signal z(t), 

where z(t) represents the correlation of the input 

signal with the local signal for that Doppler and all 

possible code phase shifts. 

8. Find the peak of the absolute value of z(t) and 

compare it against the noise threshold. If the peak 

is greater than the detection threshold, a signal is 

present. The detection threshold gives an 

indication of the noise power present. If a signal is 

not detected, the procedure is repeated for all 

possible Doppler values. The detection threshold is 

optimally based on the noise spectral power 

density and the allowable probability of false 

acquisition. 

1.2 Modified circular convolution  

This method is same as the circular convolution 

method except for the length of the FFT which is reduced 

by half 
[2]

. The C/A-code and P-code are transmitted in 

phase quadrature with each other on the L1 frequency. 

Hence most of the C/A-code information is contained in the 

in-phase part of the GPS spectrum. The second half of the 

spectrum contains little signal information. Hence, this 

method takes only half the spectrum and performs the 

correlation  
[2]

. The use of half of the spectrum results in a 

lower number of FFT points. This reduces the FFT 

processing time and the acquisition time. There is a loss of 

1.1 dB determined from simulation analysis, which is due to 

a loss of the signal information in the other half of the GPS 

spectrum 
[2]

. 

2. Acquisition implementation 

The acquisition process is used to detect the presence 

of a signal and provide coarse estimates of the code phase 

and Doppler to the tracking process. It exploits the 

autocorrelation and cross-correlation properties of the GPS 

PRN codes to acquire the signal. A block diagram of the 

acquisition process is shown in Figure 1. All the blocks 

except the acquisition detector and the acquisition manager 

are common to the tracking process. The acquisition and 

tracking processes form the core blocks of the correlator in 

a GPS receiver. Different modules in the acquisition 

process are discussed below. 

Acquisition manager: This module manages the various 

blocks of the acquisition process and specifies the 

parameters of operation to each block. It decides the PRN to 

be searched and the predetection integration time for each 

cell search. It also specifies the Doppler and code phase 

range to be searched for the corresponding PRN along with 

the parameters to compute the detection threshold for 

acquisition.  

Local carrier signal generator: This module is used to 

generate the carrier to match the frequency of the incoming 

IF signal. It generates a carrier signal with frequency as the 

sum of the receiver IF and the Doppler frequency to be 

searched. It generates both the in-phase and quadrature 

components of the carrier signal. The Doppler frequency is 

modified after all the cells for that particular Doppler are 

searched with no success. 

C/A-code generator: This module generates the C/A-code 

for the desired PRN number. The C/A-code generator 

should be capable of generating the code for all GPS 

satellites. 

Code shifter: This module is used to shift the C/A-code by 

the code phase amount to be searched. The code phase 

should be properly matched with the incoming signal to 

acquire it. 

Combiner: This module is used to combine the signals 

applied at its input. The carrier signal is combined with the 

shifted C/A-code to obtain a local replica of the incoming 

signal.  

Sampling module: The incoming IF signal is sampled at an 

appropriate sampling frequency chosen to avoid the aliasing 

effect and to reduce processing power. The sampling signal 

used to sample the incoming signal must match in phase 

with the local signal. If there is a phase mismatch, there will 

be incorrect representation of the local signal with the 

incoming signal which will yield incorrect results. 

Figure 1: Block diagram of the GPS acquisition process 
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 Mixer: It mixes the incoming signal with a local replica 

signal to perform carrier and code wipe off. The resulting 

signal consists of two components with frequencies as the 

sum and the difference of the two signals. Correlation is 

performed during the code wipe off which yields a 

correlation peak. The acquisition detector determines 

whether the correlation peak is correct. The high frequency 

component at the mixer output needs to be eliminated and 

the low frequency component should be processed to 

determine if the acquisition is a success. 

Integrate and dump: This section integrates the mixer 

output and acts as a low pass filter (LPF) to eliminate the 

high frequency component. The integrated signal is 

combined across the integration periods before passing it to 

the acquisition detector. 

Acquisition detector: This module is used to detect the 

presence of the GPS signal.  Noise and detection threshold 

computation are important part of the acquisition process. It 

computes the minimum noise level which the correlation 

peak should exceed to be detected as a signal. It should be 

optimally chosen to avoid a false lock and to allow weak 

signal acquisition. A signal is acquired when the correlation 

peak exceeds the detection threshold and estimates of the 

code phase and Doppler of the cell under search are passed 

to the tracking process. If a signal is not detected, the 

acquisition manager searches the next cell. Once all the 

cells are exhausted the next GPS satellite is searched and 

the process is repeated. 

3. Acquisition schemes comparison 

Time domain correlation, circular convolution and 

modified circular convolution were implemented in 

software to analyze the acquisition process. Time domain 

correlation performs a sequential cell by cell search and is 

time consuming for the software receiver implementation 

compared to other two methods. Hence only circular 

convolution and modified circular convolution methods are 

compared in this section. Time domain correlation is 

preferred for a hardware correlator because of its simplicity. 

3.1 Details of data set collected and processing 

methodology 

Digitized IF data is required to perform software 

acquisition and can be obtained by tapping data from a GPS 

RF front-end or by simulating the GPS signal in software 

and quantizing it. The GPS signal was simulated in software 

(using MATLAB) 
[4]

 and white noise was added to the 

signal. The signal bandwidth was kept at 2 MHz and 

sampled at different frequencies (4, 7, 9 and 12 MHz). 

These sampling frequencies were chosen at random to 

verify the proper functioning of acquisition methods. Each 

data set was generated for one second. Ten data sets were 

collected for each sampling frequency and thus a total of 40 

data sets were collected.  

Two different acquisition schemes were used to 

analyze the performance of acquisition and then combined 

to improve the acquisition performance. A combination of 

the MEX (C code compiled in Matlab) and Matlab code 

was used to reduce the processing times 
[4]

. 

Table 1: Acquisition parameters used during analysis 

 

Table 1 lists the acquisition parameters used to perform the 

acquisition on the collected data sets.  

The IF is at 15.42 MHz which was used to generate 

the local replica carrier signal. Different sampling 

frequencies were used to ensure proper functioning of the 

acquisition process. The acquisition manager uses the 

specified parameters to determine the Doppler bin using the 

coherent integration time. The correlation values are used to 

compute the noise and detection threshold. 

4. Results 

Acquisition was performed on all the single satellite 

data sets using both schemes to be verified. The acquisition 

results from all the data sets were analyzed in terms of the 

mean processing time, the acquisition gain and the memory 

required. The results from all the data sets were averaged to 

obtain an estimate of the above mentioned parameters. The 

single satellite results were verified with the simulator 

settings and were found to acquire at the correct Doppler. 

There were no false locks for the remaining 31 PRNs. 

4.1 Mean Processing Time 

The processing time was calculated using the time 

taken by the PC to perform the desired task. The PC used 

for the analysis was the Intel Pentium 4 processor operating 

at 2.0 GHz speed and Matlab version 6.5 
[4]

 was used to 

Parameter 
Values for single 

satellite data set 

Intermediate Frequency 

(IF) 
15.42 MHz 

Sampling Frequency (SF) 
4, 7, 9 and 12 MHz 

depending on data set 

Start value of Doppler 

search 
-5 KHz 

End value of Doppler 

search 
+5 KHz 

Coherent integration time 8 ms 

Non-coherent integration 

time 
16 ms 

False detection 

probability 
5% 

Number of PRNs to be 

searched 
32 
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code the acquisition algorithms. The processing times for 

all Doppler bins for an 8 ms coherent integration period at 

different sampling frequencies are shown in Table 2. 

Table 2: Processing times for 8 ms coherent integration period 

Acquisition 

scheme 

Sampling frequency (time in seconds) 

4 MHz 7 MHz 9 MHz 12 MHz 

Circular 

convolution 
10.00 12.93 15.76 19.33 

Modified circular 

convolution 
8.96 11.47 14.27 16.90 

 

The modified circular convolution scheme takes 

less time than the circular convolution scheme because it 

uses a half of the GPS spectrum. This reduces the number 

of the FFT points and thus the FFT processing time. FFT is 

the most time consuming operation in a software receiver. 

The FFT and IFFT were performed in Matlab 
[4]

 and hence 

the processing times are in the order of seconds. The 

processing time increases with an increase in the sampling 

frequency since the number of samples (i.e. FFT points) is 

more at higher sampling frequencies for the same duration 

of time. The processing time also depends on the Doppler 

search range used for acquisition and increases linearly with 

an increase in the Doppler range as represented in Table 3.  

The Doppler search range increases with an 

inaccurate receiver clock and high user dynamics. It can be 

reduced with knowledge of the satellite positions, an 

approximate GPS time and an approximate user position. 

Almanac and ephemeris data along with the GPS time can 

be used to compute the satellite positions. The user position 

in conjunction with the satellite position is used to compute 

an approximate code phase and Doppler for that satellite. 

The acquisition manager uses this information to reduce the 

search range and acquisition time. 

Table 3: Processing time for different Doppler range 

4.2 Processing gain 

Acquisition gain is an important factor to determine 

satellite acquisition. It was computed as a ratio of the 

correlation peak against the detection threshold. The 

acquisition schemes should provide as high gain as possible 

to acquire weak signals. The gains obtained for the two 

schemes at different signal strengths and sampling 

frequencies are shown in Table 4. 

The gain is nearly the same for different sampling 

frequencies except for the 4 MHz sampling frequency. A 

sampling frequency of 4 MHz causes an aliasing effect 

which introduces a signal loss and results in lower gain. 

Acquisition gain from the modified circular convolution 

scheme is about 1-1.5 dB lower than the circular 

convolution method. 

Table 4: Processing gain for 8 ms coherent integration period  

 

This is due to the use of half the input signal spectrum 

to reduce the processing time. The GPS signal information 

contained in the other half of the GPS spectrum is lost 

which results in a lower gain. Thus the reduction in the 

processing time is at the cost of lower gain. 

4.3 Memory requirements 

One important criterion for choosing the acquisition 

scheme to implement in an embedded system is the amount 

of memory required. Memory usage should be as minimal 

as possible to implement the algorithm across the 

microprocessors and a DSP where available memory is a 

constraint. Memory requirements were analyzed at two 

stages in both acquisition schemes. The first stage is the 

FFT stage wherein the FFT of the incoming signal and a 

local signal is taken. The memory locations needed for this 

stage at different sampling frequencies are given in Table 5. 

The next stage is the IFFT stage wherein the inverse FFT is 

taken of the signal resulting from convolution of the two 

spectrums. The memory locations needed for this stage at 

the different sampling frequencies are given in Table 6.  

These memory requirements were obtained when each 

sample was stored in a separate memory location. These 

samples can be packed in bytes to reduce the memory 

requirements by a factor of eight. The memory required 

increases linearly with an increase in the coherent 

integration time. A higher sampling frequency requires 

Acquisition schemes (time in seconds) 

Sampling frequency 

Circular convolution Modified circular convolution 

4 

MHz 

7 

MHz 

9 

MHz 

12 

MHz 

4 

MHz 

7 

MHz 

9 

MHz 

12 

MHz 

10.00 12.93 15.76 19.33 8.96 11.47 14.27 16.90 

14.42 27.01 38.13 50.01 11.70 22.17 34.42 40.82 

20.10 38.00 55.00 73.72 16.12 32.06 46.16 61.12 

Signal 

power 

level 

Acquisition schemes (gain in dB) 

Circular convolution Modified circular convolution 

Sampling frequency (MHz) Sampling frequency (MHz) 

4 7 9 12 4 7 9 12 

-120 

dBm 
21.08 23.03 23.11 23.20 19.84 22.28 22.31 22.16 

-125 

dBm 
16.62 19.62 19.62 19.62 15.75 18.75 18.75 18.75 

-130 

dBm 
10.33 13.33 13.33 13.33 9.56 12.56 12.56 12.56 
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more memory as the number of samples is more at higher 

frequencies for the same duration of time. Hence the 

coherent integration time and the sampling frequency 

should be chosen depending upon available system 

resources.  

Table 5: Memory required for 1 ms coherent integration period at 

FFT stage of acquisition schemes 

Acquisition scheme 

Number of memory locations 

Sampling frequency 

4 MHz 7 MHz 9 MHz 12 MHz 

Circular convolution 4000 7000 9000 12000 

Modified circular 

convolution 
4000 7000 9000 12000 

 

Table 6: Memory required for 1 ms coherent integration period at 

IFFT stage of acquisition schemes 

Acquisition scheme 

Number of memory locations 

Sampling frequency 

4 MHz 7 MHz 9 MHz 12 MHz 

Circular convolution 4000 7000 9000 12000 

Modified circular 

convolution 
2000 3500 4500 6000 

 

4.4 Acquisition plots 

Figure 2 shows the autocorrelation plots (first eight) 

and the cross-correlation plots (last two) for the two 

acquisition schemes at different sampling frequencies (SF) 

and signal power levels.  

The plots show that a correlation peak is generated 

when the phase of the PRN codes match during 

autocorrelation. Cross-correlation does not yield a peak as 

observed in the correlation plots. This correlation property 

of the GPS PRN codes allows proper acquisition of the GPS 

signal. The signal peak decreases with a decrease in the 

GPS signal strength which leads to a cross correlation 

problem for weak signal acquisition. 

These results verify the two GPS acquisition schemes. 

The circular convolution scheme provides a better gain but 

at the cost of processing time and memory. The modified 

circular convolution scheme can be used to reduce 

acquisition time and memory requirements but the gain is 

less than that for circular convolution scheme. An 

intelligent acquisition scheme will be to first use the 

modified circular convolution scheme to acquire the signals 

with good signal strength in a less amount of time and later 

switch to the circular convolution scheme to acquire the 

signals with low signal strength. This was implemented in 

the software receiver and found to be effective in reducing 

processing time. 
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Modified circular convolution 

Autocorrelation plot, SF =12 MHz 

 

Autocorrelation plot, SF = 12 MHz 
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Autocorrelation plot, SF =9 MHz 

 

Autocorrelation plot, SF =9 MHz 

 

Autocorrelation plot, SF =7 MHz 

 

Autocorrelation plot, SF =7 MHz 

 

Autocorrelation plot, SF =4 MHz 

 

Autocorrelation plot, SF =4 MHz 

 

Cross-correlation plot, SF =12 MHz 

 

Cross-correlation plot, SF =12 MHz 

 

Figure 2: Correlation plots for two different acquisition scheme

 

5. Conclusion 

This research investigated the effect of various 

sampling frequencies on processing speed for GPS signal 

acquisition. The acquisition schemes were implemented and 

used to compare different figures of merit for GPS signal 

acquisition. The conclusion that can be drawn from the 

result of the research is that processing time increases 

exponentially with higher sampling frequencies. The 

modified circular convolution has 50% less processing time 

for a coherent integration time above 10 ms compared to the 

other method.  

The circular convolution scheme provides about 1.5 

dB more gain than modified circular convolution which 

allows acquisition of weaker signals.   
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Abstract— In this article, we develop an analytical 

framework for the performance analysis of cooperative 

amplify-and-forward (CAF) relay-based energy detection. 

We derive mathematical expression for the detection 

probability for single cognitive relay system and later 

extend it to multi-relay system. Our resulting expression is 

based on the canonical series representation of generalized 

Marcum Q-function of real order in conjunction with the 

derivatives of moment generating function (MGF) of 

signal-to-noise ratio of fading channels. First, we 

considered single relay based sensing and compared to 

direct sensing. We found out that the direct sensing 

performs better than the single relay sensing as expected. 

Then, combining both direct sensing and relay-based 

sensing using either of maximum ratio combining (MRC) 

and square-law combining (SLC) to form a CAF relay-

based sensing system greatly enhance the performance.  

Also, the performance of multi-relay diversity system is 

analysed; and as expected, increase in relay diversity 

improves the sensing performance. In all diversity 

combining cases, we found out that CAF relay sensing 

based on MRC outperforms the ones based on SLC.  

 

Keywords— Energy detection, Cognitive radio, Fading channels, 

Maximum ratio combining, Square-law combining, Cooperative 

amplify-and-forward.  

1 Introduction 
The emerging technology of cognitive radio has created a 

paradigm shift in the design of wireless system where radio 

can now adapt their operating behaviour to take advantage of 

unused spectrum. One of the main requirements of this system 

is to ensure that the incumbent (i.e. primary or licensed user) 

is not interrupted by the activity of these cognitive radios. 

Therefore the new radio must be capable of determining the 

presence or absence of an incumbent before spectrum usage. 

This challenge of identifying unused spectrum has become 

fascinating topic within research community and is an integral 

part of IEEE802.22 standard for cognitive radio system. 

Energy detection has been identified as one of the prospective 

solutions to this problem due to the simplicity of its 

implementation.  

Urkowitz, [1] first studied the detection of an unknown 

deterministic signal over a flat band-limited Gaussian noise 

channel using an energy detector. Since then, lots of work has 

been published on performance of energy detectors in single 

channel. [2]- [4] extended the results in [1] to single receiver 

system in Rayleigh, Rician and Nakagami-m fading channels. 

The performance of energy detector in diversity system such 

as Maximal ratio combining (MRC), selection, switch and 

stay (SSC), equal gain combining (EGC), square-law 

combining (SLC) and square-law combining (SLC) diversity 

detectors are considered in [3]-[8] over various fading 

channels for non-cooperative detection system with each 

article providing new insight on the characterization and 

analysis of performance of energy detectors. In [13], we 

presented new approach based on alternative form of Marcum 

Q-function and the derivatives of moment generating function 

(MGF) of SNR. All the mentioned articles only focus on non-

cooperative system. In [12], the Authors focused on 

cooperative spectrum sensing in which the cooperative 

cognitive radios either makes a binary decision based on local 

observation or just send the observation value to the common 

receiver. Most of the articles in cooperative sensing are based 

on this approach which is basically a hard decision or data 

fusion problem.  

However, recently, [14], [16], and [17] presented a new 

perspective to cooperative spectrum sensing in which the 

cognitive radio do not make any measurement or decision, 

each of them only amplify its received signal in a specific 

bandwidth and forward it to the fusion center or the cluster 

head, an operation that completely depicts the non-

regenerative amplify-and-forward (AF) relay system. In [16], 

complementary area under receiver operating curve (AUC) is 

considered while [14] and [17] focused on the receiver 

operating characteristics (ROC) of energy detector over 

cognitive relay system but their analysis is limited to 

independent and identically distributed (i.i.d) Rayleigh fading 

channel and its composite fading. In [14], [16] and [17], the 

Authors claimed that it is analytically difficult to use the 

“exact” MGF expression in their analysis and therefore 

resolve to using the MGF of  upper bound of harmonic mean 

signal-to-ratio (SNR) of the relay part of CAF relay system 

and then use ‘exponential-type’ contour integral to derive the 

expression for the detection probability.   

The main motivation for this work is to develop an 

analytical analysis of detection performance of CAF cognitive 

system. The derived framework is based on the canonical 

series expression for the detection probability in conjunction 

with derivatives of MGF of SNR of fading channel for single 
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and multiple relay system. This framework is general and 

applicable to any fading channel if the k
th

 order derivative of 

MGF of harmonic mean SNR can be evaluated. For the 

purpose of brevity we limit our analysis to independent and 

non-identically distributed (i.n.d) Rayleigh and i.i.d 

Nakagami-m channel using closed form “exact” expression 

for the MGF of SNR. This approach greatly simplifies and 

modularizes the computation of detection probability and to 

the best of our knowledge; this area of application has not 

been considered in earlier works. The rest of the paper is 

organized as follows. In Section II we present the system 

model and in Section III derived the performance expression 

for single cognitive relay system. In Section IV we extended 

this to multi-relay system using MRC and SLC diversity 

system with or without direct sensing and finally, numerical 

results and concluding remarks are presented in section V and 

VI respectively. 

2 System model  
To be consistent, notations similar to [8] are used as listed 

below. 

 ( )x t  : Unknown deterministic signal waveform 

( )tη  : Noise waveform – White Gaussian random process 

is  : Unknown deterministic signal waveform 

in  : Noise waveform – White Gaussian random process 

( )r t  : Received signal 

h  : Channel coefficient amplitude 

T  : Observation time interval 

W  : One-sided bandwidth 

u TW=  : Time-Bandwidth product  

01N  : One sided noise power spectral density 

sE  : Signal energy over the time interval T  

λ  : Energy threshold of the receiver 

L  : Number of branches of the receiver combiner 

0H  : Hypothesis 0; no ( )x t  present  

1H  : Hypothesis 1; ( )x t  present 

2

2uχ  : Central Chi-square distribution with 2u degrees of 

freedom 
2

2 ( )u єχ  : Non central Chi-square distribution with 2u

degrees of freedom and non centrality parameter є  

 

Considering a cognitive radio network shown Fig. 1 which 

consists of a network cluster with N number of cognitive radio 

(secondary user) nodes, a primary user (PU) and a cluster 

head (CH) otherwise referred to as cognitive coordinator in 

[16]. Here, the cluster head serves as the fusion centre and 

cluster resource manager similar to the architecture in ad hoc 

wireless networks. However, the cluster head could either be a 

stationary centralized node as in infrastructure based cognitive 

radio networks or a distributed coordination as in traditional 

wireless sensor networks where any the cognitive nodes can 

become the cluster head. 

 
Fig. 1  Illustration of cooperative communication in cognitive radio networks 
[16].  
 

In this system, the cognitive nodes serve as cooperative 

relaying node by re-transmitting the PU signal over 

orthogonal channels to the CH. The main advantage of this is 

to increase the detection range of a cluster and to afford the 

cognitive node (CN) more time for transmission since the 

CNs doest not need to process the data locally. This will 

eventually leads to increase in the system throughput and 

longer battery life for the CNs.  In our model, the CH can 

either partake in the sensing activity or not depending on the 

location. 

Considering a single relay system, with a cognitive node, a 

primary user and the cluster head serving as the fusion center, 

let ,p dh be the channel gain between the PU and CH and ,p ih  

be the channel gain between the PU and the CN i, the received 

primary user signal at the CN i and CH, d is given by [15] 

 
, , , ,p d p d p d p dy P h x η= +  (1) 

 
, , , ,p i p i p i p iy P h x η= +  (2) 

where , ,p d p iP P= is the transmitted signal power of the PU and 

,p dη , ,p iη are the additive noises introduced between the PU 

and CH, and PU and CN respectively. Therefore, the relayed 

signal from the CN to CH is given by 

 , , , ,i d i i d p i i dy g h y η= +  (3) 

where ig is the amplifier gain of the ith CN and ,i dη is the 

additive noise introduced between the CN and CH . Since the 

CN serve as a variable gain amplify-and-forward (AF) relay,    

 2

, , , 0i i d p i p ig P P h N= +  (4) 

 where ,i dP is the transmit power between the CN and CH and 

0N is spectral density of the additive noise. Eq. (3) could then 

be expressed as 

 
, , , , , , ,

,

i d i p i p i i d i i d p i i d

p i

y g P h h x g h

P hx

η η

η

= + +

= +
 (5) 

 where , ,i p i i dh g h h= is the effective gain between the PU the 

CH and , , ,i i d p i i dg hη η η= + is the effective noise at the CH. 

Therefore the effective SNR at the receiver of the CH is given 

by [15]  
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, , , ,

, , ,

, , , ,1

p i i d p i i d

p d p d p d i

p i i d p i i d

γ γ γ γ
γ γ γ γ γ

γ γ γ γ
= + + = +

+ + +
≃  (6) 

where
2

, , , /p d p d p d oh P Nγ = , 2

, , , /p i p i p i oh P Nγ = and 2

, , , /i d i d i d oh P Nγ =

are the SNR of the PU to CH direct link, PU to CN link and 

CN to CH link respectively.  

   The detection of the existence of the unknown deterministic 

signal ( )x t by the receiver, is a binary hypothesis test and can 

be expressed as in [13, eq(1)], 

 
, ,0

, ,1

0:( )
( )

0, 0:( ) ( )

s i s d

s i s d

P PHt
y t

P PHhx t t

η
η

= =
=  ≠ ≠+

 (7) 

Without going into the detailed derivation which has been 

well treated in [13], the decision variable Y under 0H  is a 

square sum 2u Gaussian random variable of 
,(0, 1)i i dN g h +

and follows 
2

2 .uχ Similarly, Y (the channel coefficient 

amplitude) under 1H  is 
2

2 ( )u єχ , where є  is given by 2є γ= . 

Therefore, the detection and false alarm probabilities of the 

energy detector in AWGN channel are given by: 

  

 ( 2 , )d uP Q γ λ=  (8) 

and 

 2
( , )

( )
f

u
P

u

λΓ
=

Γ
 (9) 

respectively, where (.,.)uQ is the generalised ( thu order) 

Marcum-Q function and (.,.)Γ is the upper incomplete gamma 

function .
fP  is the same over any fading channel since there 

is no γ in (9). In the other sense dP has to be averaged over 

different fading channels and diversity combining. 

3 Average detection probability over 

single relay system  
The average detection probability over any fading channel is 

given by [13] 

 
0

( 2 , ) ( )d uP Q f dγ λ γ γ
∞

= ∫ . (10) 

Using the alternative form of Marcum Q function in [13, (7)] 

the solution to (10) has been generalized in [13] as 

 ( )2

10

( , )( 1)
1 ( )

! ( )

k
k

d Gen

sk

G u k
P s

k u k

λ

γφ
∞

==

+−
= −

Γ +∑  (11) 

where ( )
( )

k

k

k
s

s

γ
γ

φ
φ

∂
=

∂
and ( )sγφ is the moment generating 

function (MGF) of different stochastic fading channels and 

(.,.)G is the lower incomplete gamma function which is 

defined by 1

0
( , )

x
a tG a x t e dt− −= ∫ . The convergence of this 

infinite series has been well treated in [13] and it’s been 

shown that few terms are required for four digit accuracy. 

  In order to compute (11), we need to find the k
th

 derivative of 

the MGF of the relay part of the SNR, iγ given in (6). The 

closed form “exact” MGF of iγ only exist in literature for 

i.n.d Rayleigh and i.i.d Nakagami-m fading channels and are 

given respectively by [21, eq. (20)], [20, eq, (26)] 

 ( ) ( ), , 2 2

1 1

1 1

3 5 51
2 1 2 12 2 2 22

1, , 1

4
16

( ) 3, ; ; 2, ; ;
( )3 ( )

p i i d

i

A s A s

A s A s

p i i d

s F F
A sA s

γφ

 
 + Ω Ω + + 

+ +

 
 

= + +Ω Ω +  
 

(12) 

where
1

, , , ,

1 1 2
,

p i i d p i i d

A = + +
Ω Ω Ω Ω

2

, , , ,

1 1 2
,

p i i d p i i d

A = + −
Ω Ω Ω Ω

 
,p iΩ and 

,i dΩ are the average SNR of the PU to CN and CN to CH 

links respectively, and 

 
2 1

1
( ) , 2 ; ;

2 4i

is
s F m m m

m
γφ

− Ω 
= + 

 
       (13) 

where m is the Nakagami-n fading index, and ( )2 1 .,.;.;.F is 

the Gauss hypergeometric function. The alternative 

expression of (12) could also be found in [19, (7)]. 

   The k
th

 derivative of (12) and (13) could be obtained easily 

using the identity in [21], [10, 0.430-1], Appendix A and the 

identity ( ) ( )
( ) ( 1) ( )

n
a n a n

n n
A s a A s

s

− − +∂
+ = − +

∂
 where 

( ) ( 1)...( 1)na a a a n= + + − denotes the Pochhammer symbol. 

After few algebraic manipulations we obtain, 

 
( )

( )

( )

( ) ( )

2

1
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12
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, ,

3
12 3 5

2 1 2 2 15
1 2

( 2)

1
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1
2
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1 (3) ( 1)
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(3) ( )
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! ( )

16
(2) ( 1)

3

(2) ( )

! (

k
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d k nRay

k n
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X
A
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r rr
X

kG u k
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U
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r

k
A

n

U

r

λ∞
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−
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+
+

=

− − +
−

=

+  = − + Γ +  

+ + +

 
+ + 
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∑

∑

( )2

1

151
2 1 2 2 15

1 2

2 , ; ;
)

n
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r r
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+
+
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(14) 

where 

( )
( )

1
2

0 01

( ) ( )

2 1

!( 1)
( 1)

( 1) !

( 1) ( 1) ( ) ( 1)

p
r n

p

r

p m
m r p

r p m n m r p n m
X n m

r pr nA
U

p mA r p m

A r p A

−

= =
≤ −

− − − − − + −
−
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+ − −    
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∑ ∑  

( ) ( )
( )

2

1
0 2

2 1

2( , )1
1

! ( ) 4

1
,2 ; ;

2 4

k

i k k
d Nak

k k

i
X

m mG u k
P

k u k m m

F m k m k m k
m

λ∞

=

+ Ω 
= −  Γ + + 

−Ω 
+ + + + 

 

∑
        (15) 

   The performance of single cognitive relay detection is 

compared to direct sensing and the result is shown Fig. 2 and 

3 for i.i.d Nakagami-m channel. Fig. 2 is the complementary 

ROC curve showing 1m dP P= −  against fP while Fig.3 shows

dP against the average SNR. Both figures show that direct 

sensing out- performs the relay sensing as expected (similar 

pattern was observed for symbol error rates [18]) but the 

motivation for practical implementation is the increase in the 

detection range or coverage and reliability of energy detection. 

We will show later that combining cognitive relay detection 

with direct detection to form CAF relay based sensing will 

greatly improve the performance. 
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Fig. 2. Comparison of complementary ROC performance of direct and 

CAF relay based sensing with u=1. 

 

  
Fig. 3. Comparison of detection probability with average SNR ( fP =0.01).   
 

4 Detection over multi-relay system 
In the case of N cognitive relay nodes, the CH coordinates 

the PU signal detection. We assume here that the CNs have 

the knowledge of the particular bandwidth to be detected. 

Also, the communication between the CNs and CH is through 

orthogonal channels either through TDMA or CDMA 

techniques.  The CNs simultaneously amplify the signal of the 

predetermined bandwidth and forward it to the CH to make 

the sensing decision. The received signal at the CH could be 

combined either before or after detection resulting into either 

of maximum ratio combining (MRC) or square law combining 

(SLC) respectively. Practical implementation of MRC is 

difficult to achieve as the CH receiver requires the complete 

channel state information (CSI) of each diversity branch in 

order to achieve coherent detection. This is not required in the 

case of SLC as the signals are combined after individual non-

coherent detection leading to twice the degree of freedom of 

the MRC and ultimately reduce the detection probability 

compared to MRC. 

4.1   Maximum ratio combining (MRC) 

The output SNR, MRCγ of the MRC combiner is the sum of 

all the SNRs on all branches and it is given by 

 , , , ,

, ,
1 1, , , ,1

N N
p i i d p i i d

MRC p d p d
i ip i i d p i i d

γ γ γ γ
γ γ γ

γ γ γ γ= =
= + +

+ + +
∑ ∑≃

    

    (16) 

where N is the number of CNs. The decision variable 

MRCY is i.i.d 
2

2uχ for 0H and 
2

2 ( )u jєχ  for 1H  and is defined by
 

 
2

02

2
12

:

:( )

u
MRC

u MRC

H
Y

Hє

χ
χ




∼  (17) 

where MRCє is the centrality parameter given by 2 .MRCγ
Therefore, the dP at the MRC output for AWGN channels can 

be evaluated as 

 2
,

0

( , )
( 2 , ) 1

! ( )

k

d MRC u MRC

k

G u ke
P Q

k u k

γ λγ
γ λ

−∞

=

+
= = −

Γ +∑  (18) 

The MGF of the combined output could be derived from (16) 

and it is expressed as  

 
,

N

MRC p d i

i i

φ φ φ
=

= ∏  (19) 

The derivative of (19) can obtained from Appendix A and 

substituting this into (11), we obtain 
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(20) 

 where 0 ,( ) ( )p ds sφ φ=  and its k
th

 order derivative are listed in 

[13, Table 1] for different fading channels. 1... ( )N sφ is the 

MGF of the relay part and the k
th

 order derivative of any of 

them can be either of (14) or (15) as the case maybe. For 

example, the average dP  for i.i.d Nakagami-m can be 

expressed as  
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(21) 

and the false alarm probability 
,f MRCP , still remainings as in 

(9). 
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4.2 Square-law combining (SLC) 

Since the output decision is combined in this scheme, the 

decision variable SLCY is the sum of N+1 i.i.d 
2

2uχ for 0H and 

2

2 ( )u jєχ  for 1H  and is defined by [8] 
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+
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∑ ∼                (22) 

where the non-centrality 
0 0

2 2
N N

SLC i i SLCi i
є є γ γ= == = =∑ ∑ , 

hence the false alarm and the detection probabilities can be 

expressed as  
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γ γ γ γ
γ γ γ γ
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= = + +
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∑ ∑≃  , 

the MGF of SNR at the output of SLC combiner is the same 

as (19) and therefore the average dP  is given by 
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In the special case of Nakagami-m i.i.d channels we obtain 

similar to (21) 
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5 Numerical results 
Here we analyse the performance of energy detector using 

the complementary ROC curves for each of MRC and SLC 

diversity techniques and later compare their detection 

probabilities at different SNR. Unless other wise stated the 

following are the values of parameter used in our simulations: 

for the complementary ROC, u=1.5, m=2.5 and mean SNR = 

5dB and for detection probability against the mean SNR, m=2, 

u=1 and fP =0.01.  Fig. 4 shows the performance of MRC 

diversity of CR with and without direct sensing. It is evident 

from the figure that CAF relay-based sensing (combined relay 

and direct sensing) is better than just relay-based sensing. 

Also, it is observed that as the number of cooperating 

cognitive relay increases, the detection accuracy is increased. 

The figure also, shows the capability of our proposed method 

in handling non-integer u and m. Although not shown, similar 

performance is observed for the case of SLC diversity. Fig. 5 

compares the performance of SLC to MRC and it shows that 

MRC outperforms SLC with and without direct sensing as 

expected due to higher degree of freedom of SLC diversity 

system. However, marginal contribution of additional SLC 

branch to the sensing is approximately the same as that of the 

MRC system. Therefore, we recommend SLC as a viable 

option to MRC as MRC implementation might be very 

practically impossible to achieve.   

 
Fig. 4. Complementary ROC curves for MRC diversity, N= {0, 1, 2, 3, 4} 

with and without direct sensing in Nakagami-m Channel. 

 

     
Fig. 5. Performance of SLC and MRC diversity systems, N={0, 1, 2} with 

and without direct sensing.  

6 Conclusions 
In this paper, we provide analytical framework for 

performance analysis of energy detector in cognitive CAF 

relay system with numerical results on Rayleigh and 

Nakagami-m channel. The mathematical expressions are 

based on canonical series representation of Marcum Q-

function in conjunction with derivatives of MGF of SNR of 

fading channel. In our numerical analysis we have used “exact” 

MGF expression for the harmonic mean SNR unlike [14] and 

[17] that used MGF of the SNR bound and limited to 

Rayleigh fading channel. It is worth to mention here that our 

method is able to consider fractional m and half integer u and 
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Lu and we could revealed after careful consideration of 

related publications, that this approach has never been applied 

in the performance analysis of the CAF based energy detector 

in literature until now.   

We have also shown that MRC diversity performs better 

that the SLC diversity as expected but there is no different in 

marginal contribution of additional diversity branch for both 

diversity schemes. This work fundamentally address the 

performance expected of CAF cognitive relay sensing with or 

without directing sensing. Our result could be easily used in 

deciding the number of diversity branches and the energy 

threshold value required to achieve a specified false alarm rate 

for different scenario of energy detector receiver in CAF 

cognitive relay system. 
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Appendix A 
   In this appendix, a general method is outlined for treating 

the analysis of fading channels with dissimilar statistics.   Let 

us consider an MGF of the combiner’s output SNR that is 

written in a product form: 
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( ) ( )k sγφ in closed form, 
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Leibnitz’s differentiation rule [10, eq. (0.42)] 
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recursively in eq. (A.1) leads to  
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which for the important practical cases of L = 2 and L = 3, 

Eq. (A-3) reduces to 
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   From the above, it is apparent that only the k
th

 order 

derivative of the MGF of the SNR for a single channel 

reception is required to derive closed-form expressions.   
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Abstract - Mobility is one of the most challenging issues in 

Mobile Ad hoc Networks (MANET) where nodes are self 

organized, there is no infrastructure or centralized control 

and the nodes move freely.  Different protocols have been 

designed for routing the packets from source to destination, 

earlier to design of any protocols for MANET one of the most 

important issues to consider is how these protocols can cope 

up with the unpredictable motion and the unreliable behavior 

of mobile nodes. The nodes are free to move from one place to 

another place this can be greatly achieved by mobility 

management where it deals with storage, maintenance, and 

retrieval of the mobile host location information.  In this 

paper, a procedure is described to propose a model for 

mobility management of the AODV network nodes by using 

graph theory and formal techniques. The searching technique 

is based on considering the dynamic graphs in accordance 

with the nodes in MANET where the nodes are not stable. The 

Z notation is used to transform the graph model into formal 

specifications. Finally, the specification is analyzed and 

validated using Z Eves tool. 

Keywords: Ad hoc networks, Formal methods, Mobility 

management, Z notation, Validation 

1 Introduction 

 Ad Hoc network is a collection of wireless nodes, which 

form a temporary network without relying on the existing 

network infrastructure or centralized administration [1]. 

Mobile Ad hoc Networks (MANETs) are self-organized 

wireless network of mobile nodes without any fixed 

infrastructure and is capable of communicating with each 

other without the assistance of base stations [2]. Nodes roam 

through the network, causing its topology to change rapidly 

and unpredictably with the passage of time. New nodes can 

join the network, while at the same time other nodes leave it 

or just fail to connect for the short term because they move to 

a region that is not in the covered range of the network [3].  

MANETs are applicable for both military and civilian 

applications, in which there are no dedicated routers each 

individual node acts as a router and transmits packets from 

source to destination [4].  If the source node does not have the 

destination node within the transmission range the 

intermediate nodes forward the packet to the destination. 

 Routing protocol for Ad hoc wireless networks should 

have the special characteristics [5]. For example it must be 

fully distributed, adaptive to frequent changes in topology, 

involving a minimum number of nodes for route computation 

and maintenance, having minimum time for connection set-up, 

is localized, loop-free and independent of stale routes [5]. 

 Many of the MANET routing protocols proposed are 

classified based on the mobility strategy they follow to 

discover route to the destination where the nodes are mobile. 

These protocols are based on various factors including the 

issues about the power consumption, low bandwidth, and high 

error rates, in decision of selecting the best nodes for routing 

the packets [6]. Mobility of nodes in MANETs makes a 

challenging problem that is represented in designing of an 

efficient and reliable routing strategy to select the path from 

the source to destination [7]. Routing protocols are to be 

designed in order to use the limited resources within the 

transmission range of the nodes. 

 Most of the proposed protocols are focused on 

simulation and few implementations are proposed in which 

environments had no more than a dozen of nodes. Graph 

theory has much of its applications in the area of parallel and 

distributed algorithms and is an effective tool for modeling 

and visualizing the communication networks. Graph theory 

does not have much computer tool support for verifying and 

validating the systems. Formal techniques are best approaches 

for specification and proving the computerized models. In this 

research, formal methods in terms of Z notation [8] are used 

by linking with graph theory for describing the mobility 

management and updating the routing table. Z notation is used 

because of abstraction and encapsulation of objects for further 

enhancement of the description of the system. Rest of the 

paper is organized as follows: Section 2 provides an outline of 

the related work. Section 3 presents an introduction to formal 

methods. In section 4, formal specification of mobility 

management and routing table is described. Finally, 

conclusion and future work are discussed in section 5.   

2 Related Work 

 There are three main categories of Ad hoc routing 

protocols: Proactive (table-driven), Reactive (on demand) and 

Hybrid [9]. Proactive protocols build their routing tables 

continuously by broadcasting periodic routing updates 

through the network; reactive protocols build their routing 
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tables on demand and have no prior knowledge of the routes 

they will take to get to a particular destination. Hybrid 

protocols create reactive routing zones interconnected by 

proactive routing links and usually adapt their routing strategy 

to the amount of mobility in the network [10]. Mobility 

impacts conditions where routing protocols must operate. 

 Designing communication and networking protocols for 

MANET is a challenging task because of the dynamic nature 

of MANET. Protocols are to be designed where the nodes 

have to establish and maintain the route from source to 

destination with the multi hop transmission of data from 

source to destination. A number of researches have been done 

in this area, and many multi-hop routing protocols have been 

developed. The Optimized Link State Routing (OLSR) 

protocol [11] [12], Dynamic Source Routing protocol (DSR) 

[13], Ad Hoc on Demand Distance Vector protocol [14], 

Temporally Ordered Routing Protocol (TORA) [15], and 

others protocols that establish and maintain routes on a best-

effort basis. 

 Mobility-based method was proposed for improving the 

performance of the Ad hoc On-demand Distance Vector 

routing (AODV). Mobility metric was defined and used in 

both route discovery and route maintenance [15]. In route 

discovery, the standard AODV hop-count metric is dropped 

and replaced with a combination of two mobility parameters: 

average and mean of the calculated mobility along the path 

between any source node and destination.   

 In AODV Hello packets were used to enhance mobility 

awareness [16]. When receiving a Hello packet with the 

Global Positioning System (GPS) coordinates of the source 

node, a lightweight mobility aware agent on each node of the 

network compares these coordinates with previous ones and 

then can determine information about the mobility of the 

originator node. Now, when a node receives a RREQ packet 

and has to send a RREP (it is either the destination, or it has 

an active route to the desired destination), it will use the 

mobility awareness to choose the best neighbor which is not 

moving frequently. 

3 Formal Methods 

 Formal methods are extensively used in a variety of 

areas including software engineering, modeling and 

simulation, verifying network protocols, designing and 

development of parallel and distributed systems, model 

checking, theorem proving and for checking hardware 

systems. Hence Formal methods are best choice for modeling 

of mobile Ad hoc networks due to its distributive nature and 

because of much component of software as compared to its 

counterpart hardware. An important aspect of a wireless 

networks is that nodes use multi-hop communication on an 

unreliable medium, further the network is subject to dynamic 

changes and environmental interferences therefore algorithms 

and protocols should be used for analysis, writing formal 

specification and producing refinements [18]. 

A formal specification is a description that is abstract, precise 

and in a sense is complete. The abstraction allows a human 

reader to understand the big picture; the precision forces 

ambiguities to be questioned and removed; and the 

completeness means all aspects of behavior are described 

[18]. Secondly, the formality of the description allows us to 

carry out rigorous analysis. By looking at a single description 

one can determine useful properties such as consistency or 

deadlock-freedom [19]. By writing different descriptions from 

different viewpoints one can determine important properties 

such as satisfaction of high level requirements or correctness 

of a proposed design  

 Z notation [20, 21] is a model-based approach which is a 

strongly typed, mathematical specification language, not an 

executable notation and it cannot be interpreted or compiled 

into a running program. There are few tools for checking Z 

texts for syntax and type errors in much the same way that a 

compiler checks code in an executable programming 

language.  In Z notation, schemas are used which are small 

pieces for decomposing a specification into manageable 

components. The schema is the feature that distinguishes Z 

from other formal notations. In Z schemas are used to 

describe both static and dynamic aspects of a system [22]. Z 

specification enables to produce a model that is unambiguous, 

verifiable and traceable. Z is more mature and has an ISO 

standard [23].  

 In MANETS nodes are free to move causing changes in 

the network topology and highly dynamic. This dynamic 

nature increases the complexity of the algorithms designed for 

Ad hoc networks and the verification of AODV algorithms is 

a difficult error-prone task that requires much effort. Formal 

methods have a lot to offer where mobility of the nodes can be 

modeled from a complex system to mathematical entities 

resulting in a rigorous model by using these techniques it is 

possible to model and verify the mobility of nodes in a more 

thorough and detailed fashion than the empirical testing and 

simulation techniques. 

4 Formal Analysis 

 In this section, formal analysis of the network 

management and routing table for Ad hoc on-demand distance 

vector routing protocol using Z notation is presented. Initially, 

formal definitions of basic data types will be described then 

moving objects and network being complex structures needed 

for Ad hoc network will be defined. Finally, AODV network 

and routing table management procedures will be described. 

4.1 Formal Model of AODV Network 

 An interconnected collection of objects that help and 

allow users to share information and resources is termed as 

communication network. A mobile Ad hoc network is a 

collection of self-configuring objects inter-connected by 

wireless links and devices which are free to move in any 

direction in the domain. This network might be a part of 

another larger network of communicating objects. In this 
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paper, the communication network is defined by a graph 

relation where the moving objects are considered as nodes 

and communication links are assumed as edges. The graph 

relation is not static or fixed on the other hand it is dynamic, 

i.e., its any two nodes may be connected at one time while 

might be disconnected at another time. In formal definition, 

the identifier of a moving object is denoted by Node as given 

below. Four types of nodes, i.e., source, destination, internal 

and nil are assumed here which will be needed to analyze and 

search the route for data transmission. The power of battery is 

also considered improving quality of service and assumed as 

dead, low or normal denoted by Dead, Low and Normal 

respectively.  

 [Node]; Power ::Dead Low Normal 

Type ::Source Destination Internal Nil 

 The above types are assumed as sets types in Z notation, 

where we do not impose any restriction upon number of 

elements in a set and as a consequent a high order of 

abstraction is supposed. Moreover, we do not insist upon any 

effectual procedure to decide about an arbitrary element if it is 

a member of the given set in Z notation. Consequently, the 

Node is a set of nodes over which we cannot define an 

operation of cardinality to know the number of elements. 

Likewise, the complement and subset operations are not well-

defined over sets in Z notation. The sets Power and Type 

defined above are assumed as free types in which at one time 

only one value is assumed. 

 The moving object of the network is defined as a schema 

given below which is denoted by Object and has four 

components namely, identification (id), type (type), battery 

(battery) and set of the neighbors (neighbors). The type of 

object is considered because it might be a source, destination 

or an internal node. Further, the node is given a Nil value if it 

is not part of any route stored in the routing table. 

Object 
id: Node;
type: Type 

battery: Power 

neighbours:  Node 


 The possibility of communication between two objects 

of the graph is defined by an edge which is described by the 

schema Connectivity given below. It consists of three 

components: connection, status and weight. The first one is 

used to define the link based on two nodes of the graph. The 

second is used to represent its status that is the nodes are 

connected or disconnected which is represented by Active and 

NotActive. And the last one weight is used to represent the 

time needed a node to communicate with the other. Because 

an object cannot communicate to itself therefore it is checked, 

first element of the connection cannot be same as its second 

element. 

Status ::Active NotActive 

Connectivity 
connection: Object  Object 

status: Status 

weight:  


connection . 1 . id  connection . 2 . id 


 Description of the communication at object level is 

extended to define the entire communication network and is 

initially assumed as a complete graph. This is because we 

have supposed that there is an edge if communication between 

two objects is possible. Since any two objects in a network 

can communicate and hence it is a complete graph that is 

there is an edge between any two given objects. However, a 

link (edge) is either active or dead which was considered in 

the definition of connectivity. The formal specification of the 

network is described by the schema Network given below 

consisting of two components which are objects and 

connections. The variable, objects, is a collection of nodes of 

the graph defined as a finite power set of object. And the 

second variable, connections, is a finite power set of 

Connectivity used to represent the edge set. It is proved in  

predicate part that for any two objects there must be an edge 

because any two nodes can communicate if the link is active. 

Similarly, for any edge there must be two nodes in the 

network which is a natural constraint to define an edge of a 

graph. 

Network
objects:  Object;connections:  Connectivity 


o1, o2: Object o1  objects  o2  objects 

con: Connectivity con  connections con.        

connection= o1 o2
con: Connectivity con  connections 

   o1, o2: Object o1  objects  o2  objects 

        con . connection = o1 o2


AdhocNetwork 
adhoc: Network 


con: Connectivity con  adhoc . connections 

   o1, o2: Object o1  adhoc . objects  o2  adhoc . 

objects con . connection = o1 o2
o1, o2: Object o1  adhoc . objects  o2  adhoc .     

objects con: Connectivity con  adhoc . connections 

        con . connection = o1 o2  con . status = Active 

o1, o2: Object o1  adhoc . objects  o2  adhoc     . 

objects con: Connectivity con  adhoc . connections 

        con . connection = o1 o2  o1 . id  o2 . id 

o1, o2: Object o1  adhoc . objects  o2  adhoc .     

objects con1: Connectivity con1  adhoc . connections 

        con1 . connection = o1 o2
           con2: Connectivity con2  adhoc . connections 

                con2 . connection = o2 o1
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Invariants: (i) For any two objects in the graph relation there 

must be an edge connecting it which is active or passive (ii) 

For any link, there must be two objects which can 

communication to each other. (iii) The identifiers of any of 

the two objects must be different. (iv) It is supposed that if an 

object A can communicate to object B then vice versa is also 

possible that is the graph is a symmetric relation. 

 As mentioned above, if a node is connected with another 

node at one time it might be disconnected at another time. 

Hence we have supposed that communication is possible only 

if the nodes are connected and the link between the nodes is 

active. The formal definition of the mobile Ad hoc network is 

described above based on the definition of network.

4.2 Formal Analysis of Mobility Management 

 When a node changes its location, activated or newly 

introduced in the network, the AODV topology will be 

changed. Following three possible operations are defined 

based on the change in the state of the network topology: 

1. mobility of an object 

2. activation of an object 

3. new introduction of an object 

 

 When an object moves from one location to another it is 

possible that it will be disconnected from some of the objects 

and connected to few others causing change in its neighbours. 

In this way the network topology will be changed. To update 

the network, a schema NodeMobility is described below. The 

schema consists of four components that are AdhocNetwork, 

object, added and removed. The first one component is used 

to describe the network topology which represents to 

collection of all the objects connected at a time. The delta 

notation is used to represent the change in the network state. 

The second variable object is the moving entity which 

changes its location from one point to another causing change 

in its neighbors. The third variable added is used to 

characterize the newly connected nodes of the network with 

the moving object. And the last one variable removed is used 

to show the disconnected objects from the moving object. All 

of the four components discussed above are put in the first 

part of the schema and change in the network state is 

described in the second part.  

 In the next an operation is defined when an object is 

activated from its dead state. This is the case when the object 

is already part of the network but was deactivated due to any 

of the reasons. After its activation, it may be connected to the 

network by introducing a set of neighbors. As a result the 

network topology will be changed which is updated by the 

schema NodeActivation given below. The schema consists of 

three components: AdhocNetwork, object and added which 

are already explained. The removed variable is not considered 

here because for a newly activated node there does not exit 

any neighbor before its activation.  

NodeMobility 
AdhocNetwork 

object: Object 

added:  Node 

removed:  Node 


o: Object o  adhoc . objects 

   object = o  o . neighbours = object . neighbours  

added \ removed  o . type = object . type 

      o . battery = object . battery 

n: Node n  removed 

   o: Object o  adhoc . objects o . id = n 

           con: Connectivity con  adhoc . connections 

                con . connection  o object
n: Node n  added 

   o: Object o  adhoc . objects o . id = n 

           con: Connectivity con  adhoc . connections 

                con . connection = o object

 Invariants: (i) The moving object must exists in the 

AODV network topology and after change in the position of 

the moving object the neighbors are updated by taking union 

of the newly connected and removing the disconnected nodes. 

(ii) The edges of the nodes which are disconnected from the 

moving object are removed from the graph relation. (iii) The 

edges of the nodes which are connected with the moving 

object are added in the graph relation. 

NodeActivation 
AdhocNetwork 

object: Object 

added:  Node 


o: Object o  adhoc . objects 

   object = o 

      o . neighbours = added  o . type = object . type 

      o . battery = Normal 

n: Node n  added 

   o: Object o  adhoc . objects 

        o . id = n 

           con: Connectivity con  adhoc . connections 

                con . connection = o object

Invariants: (i) The activated object must be in the collection of 

existing objects of the network. After activation, its neighbors 

are the only which are newly introduced. (ii) The edges of the 

nodes which are connected with activated object in the AODV 

network are added in the graph relation. 

 If an object does not exist already in the network and is 

newly introduced it will be connected to its neighbors. It 

means the node is new to the network which will be first 

included in the collection of the objects in the network and 

then linked with the graph (network) relation. The network 

(graph relation) is changed which is updated by the schema 

NodeIntroduction given below consisting of three components 

same as in case of node activation operation. 
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NodeIntroduction 
AdhocNetwork 

newobject: Object 

added:  Node 


o: Object o  adhoc . objects 

   newobject  o  newobject . neighbours = added 

      newobject . type = Nil  

     newobject . battery = Normal 

n: Node n  added 

   o: Object o  adhoc . objects 

        o . id = n 

           con: Connectivity con  adhoc . connections 

                con . connection = o newobject

Invariants: (i) The newly added object is not in the collection 

of objects of the existing network. After activation, its 

neighbors are only which are introduced after its introduction. 

(ii) The edges of the neighboring nodes are established with 

newly introduced object and are added in the graph relation. 

4.3 Routing Table Management 

 In this section, routing table is defined then possible 

operations to manage, after addition and removal of a route, 

are described. The history of routes is stored in the routing 

table which is defined by the schema Routings consisting of 

two variables, i.e., graph relation and routes stored. The 

variable route is a collection of routes whereas each route is a 

sequence of nodes in the network as described below. 

Routings 
AdhocNetwork 

routes:  seq Node

route: seq Node route  routes 

   ran route  o: Object o  adhoc . objects o . id
route: seq Node route  routes # route  1 

      o: Object o  adhoc . objects 

           o . id = route 1  o . type = Source
      o: Object o  adhoc . objects 

           o . id = route # route  o . type = Destination
      i:  i  2 .. # route - 1 

           o: Object o  adhoc . objects 

                 o . id = route # route  o . type = Internal
route: seq Node route  routes  # route  1 

   i:  i  1 .. # route - 1 

        con: Connectivity con  adhoc . connections 

             route i route i + 1   = con . connection . 1 .          

id con . connection . 2 . id

 Invariants: (i) In this property, it is stated that a route 

must be a path whose all nodes are objects of the network 

topology. (ii) In this property, it is verified that for every route 

the first node is a source and the last one is a destination. All 

others must be internal nodes. (iii) The connectivity of nodes 

in the route is checked and verified. 

 A route is searched only if it does not exist in the routing 

table. After route is established and data is transmitted, the 

route is stored in the routing table for its future use. After 

discovery of a new route, the routing table is updated by the 

schema AddingRute given below. The schema takes routing 

table and a new route as input and updates the routing table as 

an output. 

AddingRute 
Routings 

route: seq Node 


node: Node node  ran route 

object:Objectobjectadhoc.objects object . id =node 

object1, object2: Object 

object1  adhoc . objects  object2  adhoc . objects 

   # route  1  route 1 = object1 . id 

        route # route = object2 . id  object1 . type = Source 

        object2 . type = Destination 

routes' = routes  route

Invariants: (i) Each node of the route must be an element of 

the collection of objects of the AODV network. (ii) There 

exist two objects in the network (graph relation), one is source 

and the other is the destination of the route. (iii) The new state 

of routing table is union of its previous routes and the newly 

established route in the network. 

 A route is deleted from the routing table if it is not used 

for a long time or due to any other reason. To delete a route 

from the routing table a schema DeleteRute is presented below. 

The schema takes same components, as in case of adding a 

route to the routing table, as input and updates the routing 

table after deleting the given route. 

DeleteRute 
Routings 

route: seq Node 


node: Node node  ran route 

   object: Object object  adhoc . objects object . id = node 

object1, object2: Object 

   object1  adhoc . objects  object2  adhoc . objects 

   # route  1 

      route 1 = object1 . id 

        route # route = object2 . id 

        object1 . type = Source 

        object2 . type = Destination 

routes' = routes \ route

 Invariants: (i) All nodes in the input route must be in the 

collection of objects of the AODV network topology. (ii) 

There exist two objects in the network, one is called source 
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and the other is named as destination of the route to be 

deleted. (iii) The new state of the routing table is updated by 

taking set difference of previous routes and the route to be 

deleted. 

5 Conclusions 

 In this paper, a formal procedure of managing mobile 

Ad hoc network and routing table is presented by integrating 

graph theory and Z notation. The objects of the network are 

represented as nodes and communication between objects is 

assumed as edge set of the graph. Because objects are free to 

move from one place to another consequently the 

communication links might be active at one time and dead at 

another time. Hence the network is not fixed and it needs 

frequent management to update the active nodes and live 

communication links. 

 We have described the formal model to manage the 

network due to change of location, activation and new 

addition of a node in the network. Further, the routing table is 

maintained when a new route is added or removed. Graph 

theory is used in this research because it has several 

applications in modeling of communication networks. But it 

does not have much computer tool support for verifying and 

validating the computer models. On the other hand, formal 

methods are approaches based on mathematical techniques 

and have a rigorous computer tools support used for analysis, 

specification and proving of the computerized models. That is 

why integration of graph theory and formal methods in terms 

of Z notation used in this research.  

 It was observed that inconsistencies and ambiguities 

were removed by application of formal methods for the 

specification of the above procedures. We believe that this 

integrated approach is an effective tool for further analysis 

and optimization of the route request and reply procedures of 

the AODV routing protocol.  
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Abstract -The coverage problem deals with the ability 
of the network to cover a certain area or some certain 
events. In this paper, we focus on the problem of area 
coverage and propose a novel artificial immune system-
based area coverage protocol (AISAC) for Wireless Sensor 
Networks (WSNs). In this protocol, proper sensing radius 
can be determined using artificial immune system. We have 
simulated our protocol and compared its functionality to 
some other protocols. Simulation results show high 
efficiency of the proposed protocol. 

Keywords- Wireless Sensor Networks; Artificial 
Immune System; Area Coverage; Energy Consumption; 
Network Lifetime. 

1. Introduction 
The wireless sensor network (WSN) has emerged as a 

promising tool for monitoring the physical world. This kind 
of networks consists of sensors that can sense, process and 
communicate [1]. Wireless sensor networks are developing 
quickly and have been widely used in both military and 
civilian applications such as target tracking, surveillance, 
and security management [2]. Due to their portability and 
deployment, nodes are usually powered by batteries with 
finite capacity. Although the energy of sensor networks is 
scarce, it is always inconvenient or even impossible to 
replenish the power. Thus, one design challenge in sensor 
networks is to save limited energy resources to prolong the 
lifetime of the WSN [3]. 

Another challenge in the area of sensor networks is the 
coverage problem. This challenge deals with the ability of 
the network to cover a certain area or some certain events. 
Various coverage formulations have been proposed in 
literature among which following three are most discussed: 
Area coverage, Point coverage and Barrier coverage. 
Covering (monitoring) the whole area of the network is the 
main objective of area coverage problem [4]. 

 In this paper, we focus on the problem of area 
coverage. We propose a novel artificial immune system-
based area coverage protocol (AISAC) for WSNs. In this 
protocol, each node adjusts its sensing radius using artificial 
immune system algorithm and considers the sensing radius 
of its neighbors and network status. The sensing radius will 

be between minimum sensing radius and maximum sensing 
radius.  

The remaining of this paper is organized as follow: 
related works are explained in section 2. Section 3 is 
problem definition. Artificial immune system will be 
discussed in Section 4. Proposed protocol is explained in 
section 5. Simulation results are shown in section 6. Section 
7 is the conclusion. 

2. Related Works 
So far, many protocols have been introduced for area 

coverage control in sensor networks. The coverage concept 
is a measure of the QoS1 of the sensing function. The 
coverage problem is an NP-complete problem [1]. In this 
paper, we focus on the area coverage problem with random 
sensor deployment. 

The energy consumption of the network can be reduced 
by allowing the idle sensors to go into the sleep mode. For 
example, in [5] a node scheduling scheme is proposed to 
reduce the energy consumption by turning off some 
redundant nodes in the sensor network, but this centralized 
solution requires a large number of nodes to operate in the 
active mode. In [6], sensor scheduling problems of p-percent 
coverage is studied and two scheduling algorithms to 
prolong the network lifetime are proposed: CPCA2 and 
DPCP3. The CPCA is a centralized algorithm which selects 
the least number of nodes to monitor p-percent of the 
monitored area. Also the DPCP is a distributed algorithm 
which can determine a set of nodes in a distributed manner 
to cover p-percent of the monitored area. Both mentioned 
algorithms can guarantee network connectivity. The solution 
used in [7] is to use a transition radius R that is at least twice 
the sensing range r (i.e. R ≥ 2r), such that area coverage 
implies connectivity of active sensors. The authors in [8] 
address the problem of network coverage and connectivity 
and propose an efficient solution to maintain coverage, 
while preserving the connectivity of the network. This 
solution aims to cover the area of interest, while minimizing 
the count of the active sensor nodes. In [9], several schemes 
are designed for sensing coverage subject to different 

                                                             
1 Quality of Service 
2 Centralized P-Percent Coverage Algorithm 
3 Distributed P-Percent Coverage Protocol 
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requirements and constraints respectively. In [10], a new 
distributed and localized coverage control protocol is 
proposed. This protocol called LDCC4. The LDCC protocol 
does not requires any information about the node location 
coordinates for selecting the active nodes. Instead, it exploits 
hop count information, which is easily obtained in a WSN, 
to select active sensor nodes. In [11], a simple distributed 
algorithm is developed that allows mobile nodes to 
autonomously navigate through the field and improve the 
area coverage. An important element of the proposed 
algorithm is the ability of each mobile node to 
autonomously decide its path based on local information. In 
[12], a set of nodes are made active to maintain coverage 
while others are put into sleeping modes to conserve energy. 
This algorithm called PEAS.  In PEAS, by adjusting the 
probing range of sensor nodes, it can achieve different 
coverage redundancy, but it can’t preserve the original 
sensing coverage completely after turning off some nodes. 

In our proposed area coverage control protocol, each 
node will consider the sensing radius of its neighbors. 

3. Problem Definition  
Regarding that it is impossible to cover all network 

points, we use the cellular network for doing area coverage. 
In this method, the coverage is done according to nodes 
location and sensing radius such a way that the network area 
with dimensions x×y is divided in square cells with 
dimensions c×c. the sensing area of each node is showed by 
RS. 

The cell is covered if it is completely within the sensing 
area of a sensor node. We consider a calculated sensing 
radius (RCS) for each sensor node defined on the basis of real 
sensing radius and cell size as (1): 

 
RCS = RS – (2C)1/2 
RC min = Rmin – (2C)1/2                                                  (1) 
RC max = Rmax – (2C)1/2 

                                                                      
where (2c)1/2 is the length of cell diameter. The reason for 
such definition is that if one of the cell vertices has the least 
overlap with a node calculated sensing radius, it will be 
covered completely based on the real sensing radius of node. 
As a result, one cell is covered if it is within the calculated 
sensing radius of an active sensor node as shown in Fig. 1.  
In this figure the dark cells are covered by N node based on 
RCS. The number of covered cells is divided by all area cells 
to obtain the network area coverage. 

                                                             
4 Layered Diffusion-based Coverage Control 

  

Figure 1: The Covered cells by active node N based on RCS 
 
In this section, we assume that each node has adjustable 

sensing radius that can be between minimum and maximum 
area. Rmin is sensing area with minimum power, Rmax is 
sensing area with maximum power and RS is selective 
sensing area of node. The value of RS should be between the 
Rmin and Rmax (Rmin<RS<Rmax). Value of sensing area Rmin and 
Rmax will be calculated based on Rt . Value of sensing area Rt 
identified proportionate with network density [13].  

When one cell has some overlap with RC max nodei, we 
assume it is one of cells in sensing set of nodei. Because we 
sure that this node covered by Rmax . 

Cells of sensing set are in four different groups. Sets of 
Amin , AS and Amax are calculated according to the following 
equations:  

ci ∈sensing set if  ci covered by Rmax 
ci ∈Amin   if  ci covered by Rmin 
ci ∈As   if  ci covered by RS & not covered by Rmin              (2) 
ci ∈Amax   if  ci covered by Rmax & not covered by RS 

In this equation, ci is cell number.       
                                                 
sensing set = all cells have overlap with RC max 

Amin = all cells have overlap with RC min                                 (3) 

AS = all cells have overlap with RCS - Amin 

Amax = all cells have overlap with RC max - (AS ∪ Amin) 
                                                                     

             Amax ∪ AS ∪ Amin = sensing set                             (4) 

         Amax ∩ AS ∩ Amin = {}                                       (5)  

AC consists of cells that are sensed by selective sensing area 
or are covered by selective sensing area of other nodes. Amin 
is proper subset of AC, because each node has minimum 
sensing area Amin . Sensing area and set of cells are covered 
by node n in Fig. 1. The main problem in this paper is 
choosing minimum sensing area RS between Rmin and Rmax 
for each node without decreasing the area coverage. 

184 Int'l Conf. Wireless Networks |  ICWN'11  |



4. Artificial Immune System 
AIS are distributed adaptive systems for problem 

solving using models and principles derived from the 
Human Immune System [14]. The capabilities of the AIS is 
mainly the inner working and cooperation between the 
mature T-Cells and B-Cells that are responsible for the 
secretion of antibodies as an immune response to antigens. 
The different theories regarding the functioning and 
organizational behavior of the Natural Immune System 
(NIS) are discussed in literature. These theories inspired the 
modeling of the NIS into an Artificial Immune System 
(AIS) for application in non-biological environments 
[14].Many different AIS algorithm models have been built, 
including Classical View Models, Clonal Selection Theory 
Models, Network Theory Models, Danger Theory Models 
[15]. 

 

5. Proposed Protocol 
Suppose that the network has been clustered and each 

node is a member of one cluster with a single-hop or multi-
hop distance to cluster head. The proposed area coverage 
protocol consists of two phase: startup phase and sensing 
radius selection phase. The sensing radius coding is binary 
and required B bit. B is calculated based on (6): 

 
 

 

 B = [log2 (Rmax - Rmin)] . (1/µ) (6)) 

The sensing radius of each node is calculated based on 
(7): 

RS = Rmin+(Rmax − Rmin) (Σ b=1 to B 2b-1
 ab-1 /Σ b=1 to B 2b-1). µ (7)) 

Where µ is the interval variations rate of sensing radius. 
 
The sensing area and set of cells are depicted in Fig. 2. 

 

 

 FIGURE 2.SENSINNG AREA AND SET OF CELLS 

5-1  Startup phase 
At first, the sensing rate of each node is set between Rmin 

and Rmax randomly. In this phase, each node with RS sensing 
radius, sends its information consist of ID and location. In 
this way, the nodes take their neighbor information. 
According to them, each node calculates sensing set, Amin, 
AS and Amax of their neighbors.  

5-2 Transition radius selection phase 
In this phase, each node adjusts its sensing radius 

regarding its sets, the sensing radius of neighbor nodes. This 
phase consists of two stages: updating sets and producing 
new sensing radius. 

5-2-1 Updating Sets 
In this stage, for each cell, the member of Amin set are 

placed in its AC set and then, the distance between nodes is 
added to Amax/AS sets and the members of AC set is 
calculated. If the calculated distance for one node is less 
than Amin, it will be removed from AS or Amax sets and added 
to AC set. Moreover, it is considered that whether the Amax 
nodes can be reachable through AS nodes or not. If that is 
possible, that node is removed from Amax set and is added to 
AS set. See more details in (8): 

AC = Amin    
then:                                                                           (8) 
∀ci ∈ AS(N) Or Amax(N) that 
             ∃nj : ci ∈ Amin(nj ) ⇒ 
          Amin (N) = Amin (N) + ci 
         AS(N)=AS(N)– ci  Or  Amax(N)=Amax(N)– ci 

then: 
  ∀ni Є AS (N)  ∃nj Є Amin(ni)  AND 
                (nj ∈Amax(N)) ⇒ 
          AS (N) = AS (N) + nj 

                Amax(N)=Amax(N)– nj 
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Regarding to AS and Amax condition, the node performs a 
sensing radius mask (Masksensing) and determines a sensing 
radius mask operation (Operationmask_sensing) with OR/AND. 
The method of determining sensing radius mask and sensing 
radius mask operator is calculated according to the four 
conditions: 

• Both AS and Amax sets are empty 
The sensing radius of node is equal to Amin . So, radius mask 
is as below: (Mask operator is AND) 

 
• AS set is not empty and Amax set is empty 

The node can select its sensing radius between both Rmin 
and RS. The sensing radius of this mask is as below.  
(Mask operator is AND) 

 
• AS set is empty and Amax set is not empty 

The node can select its sensing radius between RS and Rmax. 
Sensing radius of this mask is as below: (the Mask operator 
is OR) 

 
• Both  AS and Amax sets are not empty 

The node can select its sensing radius between Amax and Amin. 
This sensing radius of Mask is as below: (the Mask operator 
is OR) 

 
Thus, regarding to AS and Amax condition, the node 

determines Masksensing and Operationmask_sensing as (9): 
If AS=Ф And Amax=Ф ⇒ 
                   Masktransition = 0                                                     (9) 
                   Operationmask_transition=’AND’ 
If AS<>Ф And Amax=Ф ⇒ 
                  Masksensing = [Log2RS]*2 -1 
                  Operationmask_sensing=’AND’ 
If AS=Ф And Amax<>Ф ⇒ 
                  Masksensing =[Log2RS] 
                  Operationmask_sensing=’OR’ 
If AS<>Ф And Amax<>Ф ⇒ 
                  Masksensing =0 
                  Operationmask_sensing=’OR’ 

                                                                      

Regarding what mentioned above, if a node sensing 
radius selection is performed surely, it informs its neighbors 
of this selection and its AC sets. 

5-2-2 Producing New Sensing Radius 
After performing the “startup phase”, new sensing radius 

process is started. The nodes select their own sensing radius 
within cycles. The affinity rate of each node is depended on 
selected sensing radius of that node and its neighbors. At 
each cycle, any node selects its new sensing radius. Each 
node, based on its selected sensing radius, sends its AC set 
with Amax and AS to its neighbors as “status-pack” package. 
After that, the node receives its neighbor’s sensing radius 
and then, based on them, determines the affinity of its 
selected radius. 

If the node receives all neighbors “status-pack” 
packages, it updates its sets based on received AC. whenever 
the node can’t received some of neighbor’s “status-pack” 
package due collision, it is supposed that the selected 
sensing radius of neighbor nodes is Rmin (the smallest 
sensing radius). 

Whenever one cell of AC becomes a member of AS or 
Amax, that cell is removed from AS or Amax and adds to the AC 
set. See more details in (10): 

∀ci ∈ AC (N)  
    ∃nj :   (ci ∈ AS(nj) Or ci ∈ Amax(nj) ) ⇒               (10) 
AC (N) =AC(N)+ci 
AS (N)=AS(N)– ci Or  Amax(N)=Amax(N)– ci 

 
Where Ax(y) is Ax set of node y. 

After updating the sets, the node determines the affinity 
of its selected sensing radius regarding to neighbor’s 
selected sensing radius. For this purpose, the node considers 
a temporary TAC set. As can be seen in (11), this set, at first, 
is equal to AC. 

TAC(N) = AC                                                                                              (11) 
Then, according to (12), the node adds the AS set of its 
neighbors to the same neighbor AC set: 

∀ni : AC (ni) = AC (ni) +AS(ni)                                 (12) 
After that, regarding the (13), the node updates TAC set: 

∀ni ∃cj∈ TAC  ( ni) And  
               ( cj ∈ AS (N) Or nj ∈ Amax (N) )  ⇒                 (13) 

     TAC (N) = TAC (N) + cj 
After updating TAC set, the process of determining 

sensing radius affinity of node is as below: 
If AS ⊂ TAC and Amax ⊂ TAC 

At this situation, more closely the sensing radius rate to 
Rmin, more fit the sensing radius. So: 

affinity=λ1+ψ1∗(my-cell-A / max-cell-A)(1/(RS-Rmin+ε)) (14) 
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Where ε shows very small positive number, λ1 shows the 
minimum acceptable rate for affinity of node and ψ1 is 
selected as the affinity rate. 

• If AS⊄ TAC or Amax ⊄ TAC 
The node adds AS set to TAC set and updates TAC set 

again by (13). Then, If Amax⊂TAC (evidently AS⊂TAC), so 
the sensing radius will be fit and can be smaller.  The details 
can be seen in (15): 

affinity=λ2+ψ2∗(my-cell-A / max-cell-A)(1/(RS-Rmin+ε)) (15) 

If Amax⊄TAC , more closer the node sensing radius to Rmax 
, more affinity of it. So, affinity can be defined as (16): 

affinity=λ2+ψ2∗(my-cell-A / max-cell-A)(1/(Rmax-RS+ε)) (16) 

Where ε shows very small positive number, λ2 shows the 
minimum acceptable rate for affinity node, and ψ2 is 
selected as the affinity rate doesn’t exceed a given limit. 

In (14), (15) and (16), my-nodes-A shows all member of 
two AS, Amax sets of cell. The rate of max-nodes-A is 
calculated by (17). In this relation, Axy shows the Ax set of 
node y.  

for each node N: 
     max-node-A = max (a,b) 
a = max ( |ASnj| + |Amaxnj| ∀nj  that is neighbor of N) 
b = my-node-A = |ASN| + |AmaxN|                          (17) 

After calculating the affinity rate, each node after 
receiving the mentioned package acts as follows: 
• If the node affinity rate is less than affinity threshold 

rate, it will release its selected radius without any 
change. (i.e. this node selected as a memory cell). 

• If the node affinity rate is less than affinity threshold 
rate, its transition radius with mutation rate τ, is 
mutated. The ratio of mutation rate τ  to affinity rate is 
inverses, as a result, the node with more affinity rate 
will have less mutation and with less affinity rate, they 
have more mutation. The bits mutate and are selected 
randomly and the selected bit will be inverted (zero 
change to 1 and vice versa). This process is shown in 
Fig. 3. 

 
Figure 3. Process of mutating the sensing radiuses 

Fig. 4 shows a big binary number with four different 
mutation ranges. Regarding the binary rate come before and 
after mutation, we observe that the performance of mutation 
operator makes the small number bigger and big ones 
smaller very likely. Regarding the reverse ratio of mutation 
rate to affinity rate, the less node’s affinity have the more 
node’s mutation and if a number is big, it will becomes 
smaller and vice versa. The nodes with more affinity have 
less mutation and also less change. 

 

 
Figure 4. A sensing radius with four different mutation rates 

 
So, the next cycle begins and again nodes determine the 

sensing radius by using mentioned algorithm and this 
process continues. 

The cycles of sensing radius selection continue until one 
of these conditions is achieved: 
• The affinity rate of selected sensing radius exceeds 

threshold rate TP. At this condition, node releases its 
selected sensing radius without any change. 

• The numbers of sensing radius selection cycles are as 
threshold rate TS or all neighbor nodes select their 
sensing radius: regarding the condition of sets, the node 
determines its sensing radius in the way that if the Amax 
set is not empty, Rmax sensing radius is selected. If AS 
set is not empty, RS sensing radius is selected, otherwise 
Rmin sensing radius will be selected. 

• AS and Amax sets are empty: this condition results from 
updating the cell sets according to sent AC sets from 
neighbors. In this situation, the node selects Rmin 
sensing radius.  

In all condition mentioned above, whenever a node 
determines its fix selection, sends this selection with its 
updated AC set to the neighbors. The neighbors, after 
receiving this message and after updating their sets, remove 
that node from their neighbor list. 

6. Simulation Result 

According to different energy consumption models, the 
power consumed by a working node to deal with a sensing 
task in a round is proportional to rS

2 or rS
4 , where rS is the 

sensing radius of the working node [16]. In this paper, we 
take the sensing energy consumption as u.rS

2 , where u is a 
factor. 
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The coverage energy consumption of the sensor set, 
which is related to the sum of the sensor's sensing radius 
squared, is defined as (18): 

Etotal =  u. ∑  i=1 to N  ri
2                                                           (18) 

So, the energy consumption per area is calculated based 
on (19): 

Earea = Etotal / Aarea  =  u. ∑ i=1 to N ( fi × ri
2 ) / Aarea (19) 

Where N is the number of all nodes and Aarea is the 
monitoring rate of the sensor set. 

In (19), the value of function fi is calculated according to 
(20): 

if the nodei is in sleep mode 
        fi = 0 
Else                                                                                 (20) 
        fi = 1 

In the simulation, based on (21), we define the coverage 
rate of the sensor set, Rarea, as the proportion of the 
monitoring area Aarea to the total area AS: 

 Rarea = Aarea / AS (21) 

To evaluate the proposed protocol, it is compared with 
OGDC protocol [7]. 

In the simulations, we assume an area with a size of 
150×150 which is divided in cells with size of 1×1. We 
deploy the sensor nodes randomly in the area. The number 
of nodes, N, in different configurations are considered as 
110, 120, 130, 140, 150, 160, 170, 180, 190 and 200 
respectively. 

In the proposed protocol, AISAC, the nodes sensing 
radius is considered as RS∈[8,23] and interval variations  
rate is equal to µ=0.25. As a result, the number of bits being 
required to preserve the selected sensing radius of each node 
equals B=6. 

Regarding the ability of proposed protocol to adjust the 
sensing radius of nodes, it is compared with OGDC protocol 
with three sensing radiuses with size of 8, 10 and 12 m.  

As shown in fig. 5, due to its ability to adjust sensing 
radius, the proposed protocol is able to provide higher 
coverage rate with less energy consumption in comparison 
with OGDC. Due to the proposed protocol accuracy in 
adjusting the nodes sensing radius, it is able to provide the 
full coverage in less densities. Moreover, as the result of 
increasing nodes density, the proposed protocol decreases 
both nodes sensing radius and energy consumption, but 
OGDC protocol is not able to decrease energy consumption 
and to provide the full coverage in low density because of 
using fixed sensing radius. 

Another noticeable point in the proposed protocol is the 
number of active nodes. As shown in fig.6, the number of 
active nodes is equal to the number of all nodes while 
energy consumption in the proposed protocol is less in 
different configurations. As a result, the proposed protocol 

maintains more balance in using nodes energy so that it 
prolongs the network lifetime.  

On the other hand, as shown in fig. 7, the energy 
consumption per area in different configurations of our 
protocol is less than the OGDC protocol. 

 

 

 Figure 5. The coverage rate of the sensor set in different configurations 

 

 
Figure 6. The number of active nodes in different configurations 

 
Figure 7. The energy consumption per area in different configurations 

7. Conclusion 
In this paper, we proposed a topology control protocol 

based on artificial immune system. In this protocol, nodes 
can select proper transition radius. Simulation results 
showed that the proposed protocol has some advantages 
compared to the previous protocols. First advantage is 
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minimum average of transition area and adjusting the radio 
radius dynamically, unlike previous protocols that should 
select radio radius among predefined values. Second 
advantage is that in our protocol the average number of 
neighbors is less compared to existing protocols. So, the 
energy consumption in our protocol is less than others and 
the network lifetime will be prolonged. In addition, we 
showed that the network connectivity in our protocol is in 
the acceptable level. 
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protocol applied to underwater WSN
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Abstract— Providing reliability, scalability and energy
efficiency in Underwater Wireless Sensor Networks
(UWSN) is very challenging due to its special features.
UWSNs usually employ acoustic channels for communi-
cations, which compared with radio-frequency channels,
allow much lower bandwidths and have several orders of
magnitude longer propagation delays.

Some routing protocols have been proposed to address
these problems, but these approaches usually present
unrealistic assumptions or do not consider important
questions such as energy consumption or reliability.

In this paper we propose the application of EDETA
(Energy-efficient aDaptive hiErarchical and robusT Ar-
chitecture) to the subaquatic acoustic medium. This rout-
ing protocol allows a multiple-sink architecture without
introducing extra cost. Furthermore, it adds fault tolerant
mechanisms to the network structure.

An implementation of a subset of EDETA in the ns-
3 simulator has been carried out. Extensive simulations
have been executed. The results show very high packet
delivery ratios with reduced energy consumption while
offering scalability and reliability.

Keywords: Simulation, Protocol design and analysis, Low-

power design, Routing protocols, Sensor networks.

1. Introduction

During last decade there have been large improve-
ments in terrestrial sensor networks. In the last few years,
researchers are increasing their efforts in underwater
sensor networks. This networks enable a broad range
of applications like environmental monitoring, seismic
monitoring or distributed tactical surveillance [1].

In this networks the transmission is done by means of
acoustic waves, since electromagnetic waves are heavily
attenuated underwater. But, this kind of transmission
also has drawbacks. Signal attenuation changes with
distance and frequency [2]. Signal propagation changes
with distance and it can become cylindrical or spherical
[3].

Shallow waters present high multipath interference
and methods to mitigate ISI have been developed. Also

there are interferences from ambient noise generated by
shipping activity or surface waves [4].

Another drawback is related to the signal propagation,
which is 1500 m/s, five orders of magnitude lower than
its radiofrequency counterpart. On radio-frequency net-
works this delay is negligible, but on underwater acoustic
networks, it has to be considered. Although lots of results
have been achieved at the physical and medium access
layer to address these differences, little work has been
done at the routing layer [5], [6].

In this paper we present an adaptation of a recently
proposed routing protocol [7], [8] for wireless sensor
networks to the subaquatic acoustic medium. In this line,
we have implemented a model of the protocol using the
ns-3 simulator and its underwater model [9].

The ns-3 is an open source software project. Its ob-
jectives are building and maintaining a discrete-event
network simulator. Our experience with it has been
quite pleasing compared to our previous experience with
other simulators. It has been faster to learn and easier
to debug than its predecessor, the ns-2. The inbuilt
memory management, the use of just one programming
language and the absence of split objects, has helped the
implementation of the protocol.

The remaining of this paper is organized as follows. In
Section 2 some of the routing protocols for underwater
acoustic networks are described. In Section 3 a brief
introduction to the protocol we want to propose for
UWSN is performed. In Section 4 we discuss how was
done the implementation of the protocol in the ns-3
simulator, providing implementation details. Further-
more, we explain some changes to the underwater model
that were necessary in order to support all the required
features of the routing protocol. In Section 5 results
obtained from simulations are shown. And finally, in
Section 6 conclusions and future work in this line are
drawn.

2. Related work
Underwater acoustic transmission has been heavily

studied during last decade. Recently, significant advances
in MAC and routing protocols for underwater sensor
networks have been achieved. Good surveys referring
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the recent advances and challenges in underwater sensor
networks can be found at [4], [6], [5].

The propagation delay is one of the most studied fac-
tors in MACs for UWSN. Researchers have been trying
to adapt existing protocols and have been proposing
new ones in order to address the differences between
terrestrial and underwater acoustic networks.

To this end, some authors propose in [10] a modified
version of ALOHA in order to adapt it to the new
transmission medium. Their results show throughput
increase due to a reduction on the number of collisions.

The original FAMA (Floor Acquisition Multiple Ac-
cess) protocol [11] assures no packet collisions provided
that the RTS and CTS frames are long enough. Given
the long propagation delay of the underwater acoustic
medium, theses packet lengths are very high, hence
Molins et. al. propose in [12] the Slotted FAMA MAC
protocol. This protocol provides some energy savings
since nodes have not to transmit long RTS/CTS frames.
Although, the slot length needs to be equal to the max-
imum propagation delay plus the transmission time of a
CTS packet, which can lead to a low channel utilization.

T-Lohi (Tone-Lohi), an hybrid between RTS/CTS and
CSMA, is proposed in [13]. This protocol adapts by
itself the contention time to the number of contending
nodes. The nodes send a short packet (called tone)
prior to the actual data packet to count the number
of terminals contending for the channel. If a node does
not receive any other tones, it starts the transmission.
However, if it receives more tones, it adapts its backoff
time depending on the number of tones received. The
channel utilization of this protocol is within 30% of the
theoretical maximum.

Pompili et. al. advocate for a CDMA-based MAC
[14]. This MAC switches at each sender node from an
ALOHA scheme, to transmit the header, to a CDMA-
based scheme, to transmit the payload. This payload and
the header are sent back-to-back in one transmission.
A node first sends a short header with the spreading
code and immediately it sends the payload using this
spreading code. Results show that this MAC scheme can
achieve high network throughput in deep water commu-
nication and it can dynamically adapt to compensate the
multipath effect in shallow waters.

On the network layer, despite the huge amount of rout-
ing protocols proposed for terrestrial sensor networks,
in underwater acoustic sensor networks there is a lot of
work to be done.

In [15] the author studies the behavior of DSDV
(Destination-Sequenced Distance Vector), AODV (Ad
hoc On Demand Distance Vector) and DSR (Dynamic
Source Routing) in the underwater acoustic medium. An
adaptation of the ns-2 wireless model is done in order
to simulate the underwater conditions. The results show

that AODV has better performance than DSDV and
DSR.

One of the main characteristics of the underwater
acoustic channel is the propagation delay. Since it is
five orders of magnitude higher than its radio frequency
counterpart, protocols must be adapted [3].

A centralized routing protocol is proposed in [16] to
mitigate the high packet delay using a sliding window
approach. The main drawback of this protocol is the
increasing need of different transmission channels with
the number of nodes.

Several authors have been trying to adapt routing pro-
tocols to the underwater channel. For instance, in [17] a
modified AODV algorithm called AODV-BI is proposed.
Results show that AODV-BI (AODV-Bi-directional) has
less latency and lost packets than AODV.

Zorzi and Casari study in [18] the effects of the
differences between the terrestrial and underwater trans-
mission mediums and the relationship between energy
consumption and different radio modes. Furthermore,
they design a set of new routing protocols considering
these studied factors. Although they make the assump-
tion that each node has information about its position,
it is not specified how the location is performed.

There are some approaches that use geographic rout-
ing protocols. In the VBF (Vector-Based Forwarding)
algorithm [19] a node forwards a packet if the node is
close enough to the estimated routing vector. The sender
piggybacks into the data packet its position and the
receiver position. With this information an intermediate
node will forward the packet if it is close enough to the
routing path.

QELAR (Q-learning-based Routing) is presented at
[20]. It is an adaptive routing protocol based on a ma-
chine learning approach. When a node needs to transmit
data, it piggybacks some state information. Each time a
node receives a packet, even if it is not its destination, it
reads the added state information and updates its state
and routing function. Authors compare its performance
versus the VBF algorithm and conclude that QELAR
can achieve the same performance in terms of delivery
rate and routing efficiency as VBF, but with higher
energy efficiency.

In [21] a centralized routing protocol based on geo-
graphic information is proposed. The master node com-
putes the topology and the routing paths. The main
drawback lies in the complexity of the algorithm that
computes the topology and the routing paths, since it is
NP-complete.

Minimum Cost Clustering Protocol (MCCP) is a dis-
tributed clustering protocol proposed in [22]. The au-
thors propose a cluster-centric cost-based optimization
problem for the cluster formation. Although cluster-
heads have the ability to send the data in a multi-hop
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manner to reach the sink, all nodes are supposed to
be able to reach the sink. The cluster-head selection
algorithm does not assure that the cluster-heads far away
from the sink are going to be able to relay their data to
other cluster-heads.

Although these approaches try to minimize the energy
consumption selecting energy efficient routes or mini-
mizing the overhead of control packets, no low power
consumption modes of the nodes are used. The proposed
protocol takes advantage of this and sets the nodes
to a low-power consumption mode when they do not
need to recollect data. Moreover, as explained in [7], [8]
the protocol adds fault tolerant mechanisms and time-
constrained properties.

3. Energy-efficient aDaptive hiEr-
archical and robusT Architecture

EDETA [7], [8] is a two levels protocol, the first formed
by clusters and the second formed by a dynamic tree. It
elects its clusters randomly and recalculates the achieved
network structure after certain number of rounds.

A tree structure of Cluster-Heads (CH) is built in
order to send data to the sink, which occupies the root
of the tree.

The protocol supports the existence of more than one
sink in order to provide more scalability and increase its
fault tolerance.

The CH election is based on a calculated threshold (T)
given by equation (1):

T (n) =
c

|N | − 2c
× α, n ∈ N (1)

Where c is the optimum number of clusters in the
network, N is the set of the nodes in the network and
α is a parameter that depends on the moment in which
the equation is computed.

The nodes will compute the above equation in two
situations. The first case corresponds to the beginning of
the network configuration, with α = 1. The other case
appears during the network configuration, if there is any
CH without tree connectivity and thus, needs some leaf
nodes to become CH. In this case α has to be greater
than one to increase the node’s probability to become
CH.

When a node tries to become CH, if the number ran-
domly generated is lower than the calculated threshold,
a node can become a CH only if its remaining energy is
greater than (2):

E(n) = ET×
2TConfig

2TConfig +MAXRoundsTSuperFrame
, n ∈ N

(2)
Where ET is the mean of the remaining energy of the

CHs that are around the node. TConfig, TSuperFrame and

MAXRounds are protocol parameters explained later at
Section 3.1.

EDETA is a time-constrained protocol. As will be seen
on the next section, the operation of EDETA is divided
into phases. The duration of these phases is limited. This
way, EDETA can be applied to applications in which
time is an important variable.

3.1 Operation

EDETA is divided into two phases called, the initial-
ization phase and the normal operation phase. There are
two variables that limit the duration of these phases. The
TConfig variable limits the initialization phase and the
TSuperFrame variable limits one round of the normal op-
eration phase. The normal operation phase has a limited
number of rounds defined by the parameter MAXRounds.
So, the normal operation phase lasts MAXRounds ×
TSuperFrame.

3.1.1 Initialization phase

In this phase the network structure is built. CHs are
self-elected and the rest of the nodes, also called leaf
nodes, choose a cluster to join and ask for admission. Af-
ter that, clusters organize themselves in a tree structure
to deliver the collected data to the sink. More specifically,
this phase is divided into three sub-phases.

On the first part, with duration of half TConfig, each
node decides on its own if it is going to be a CH, based
on the above explained procedure.

When a node becomes a CH it sends HEAD messages
to announce its role. At the same time, a CH receives
HEAD messages from the others and decides which CH
is the best option to send its data to the sink.

This decision is based on the signal strength of the
HEAD messages. However, a CH will only try to join
another CH which has established a path to the sink, so
it can reach the sink directly or through other CHs. This
one will be its parent CH.

Meanwhile, leaf nodes, also receive HEAD messages.
They store them to decide which CH they will join on
the second part of this phase. The selection of the CH
for these nodes uses the same criteria as the selection of
parent CH.

If a CH doesn’t receive any HEAD message, it sends a
NEED CH message. When a normal node receives it,
it reruns the procedure to decide whether it is going
to become a CH or not, but with an increased value
of α. As α is increased the probability of a node to
become a CH increases too. In this case, the probability
must be increased because of the need to achieve full
connectivity as soon as possible. This mechanism, along
with the random distribution of CHs allows the protocol
to adapt rapidly the population of CHs to the needs of
the network.
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At the end of this sub-phase, the tree structure is build
and leaf nodes have the necessary information to decided
which cluster will join in.

On the second sub-phase, with duration of half
TConfig, normal nodes try to join their selected clusters.
CHs send, in the response message, the time schedule in
which each node has to send its data. After that, the leaf
nodes enter into the low-power state.

A CH only allows a limited number of leaf nodes
to join in. This number is given by MAXSoft and
MAXHard. A CH accepts all the join request petitions
until it reaches its MAXSoft. After that, it will only
accept join petitions that have activated a last-resort bit.
When a CH reaches the MAXHard threshold, it will no
longer allow new joins.

Finally, on the third sub-phase, with duration of one
TConfig, each leaf CH in the tree sends to its father the
amount of time it needs to have all the data recollected
from its leaf nodes. Each father CH collects this infor-
mation from all its sons and decides the time schedule
in which each son can send its data. After that, the
father repeats the process with its own father, sending
the amount of time needed to collect all the data from
its nodes and its sons. Then, the grandfather decides the
time schedule in which its sons have to send it the data.
This process continues until the entire tree schedule is
done.

3.1.2 Normal operation phase

At this moment, the network structure is done and
every leaf node must send its data to the CH at its
scheduled time. During the remaining time the nodes
enter in a low-power state. When a CH has received all
the data from all its nodes, it aggregates it and sends it
to his father at the established time.

As has been said, the father of a cluster informs at
which time its sons have to send their data. Sons will
send their data when they receive a POLL message.
This allows the father to decide exactly when the data
will be sent. This makes applicable some fault tolerant
mechanisms, as discussed in [7], [8], without inquiring
collision of messages. Moreover, this polling mechanism
allows timing synchronization between all the CHs in the
tree.

This phase is repeated during some amount of
rounds, with duration TSuperFrame, defined by param-
eter MAXRounds. After that, the network structure is
considered obsolete and every node restarts from the
beginning at the initialization phase.

3.2 EDETA-enhanced

EDETA-e is a subset of EDETA that allows the
engineer to assume control over the network formation
and the delays.

Fig. 1: Simplified class diagram of UAN modified meth-
ods

With EDETA-e, the engineer, and not the protocol,
decides which node becomes a CH. This way, the engi-
neer decides where to place CH nodes and which type of
power supply they will have.

Since CHs are fixed at design time, EDETA-e only
considers one initialization phase. After that, all nodes
will always remain in the normal operation phase.

4. Protocol Implementation
As stated before, the ns-3 simulator and its Underwa-

ter Acoustic Network (UAN) model were used to conduct
the experimentation.

EDETA requires some functionality that the last UAN
available code was missing at the time when the imple-
mentation was done. It needs to be aware of the received
packets signal level and needs support to transmit in
different radio channels. Figure 1 depicts a simplified
class diagram of the modified classes of the UAN model.

The received signal strength is passed to the upper
layers attaching a tag to the received packet at the
StartRxPacket method of the UAN phy layer.

To implement the different radio channels function-
ality, absence of inter-channel interference was assumed
and an attribute was added to the phy layer class to
keep track of the current channel. The packet’s channel
was also attached to the packet with another tag. It was
also necessary to modify the CalcSinrDb, SendPacket
and Receive methods form the UanPhyCalcSinrDefault,
UanPhyGen and UanTransducerHd classes to correctly
handle SNR calculations, send and receive packets.

A Data Link Layer was implemented in order to make
the EDETA implementation independent of the MAC
layer. This layer extracts the received signal strength of
the packet and sends it to the EDETA model along with
the rest of the EDETA packet. Sender and destination
addresses from the UAN packet model are also extracted
and sent to the upper layer.

5. Simulation results
A set of EDETA-e simulations was performed to carry

out the adequate tuning of parameters and study the
adaptability of the protocol to this new transmission
medium.
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The protocol was tested in three different square
scenarios. The first one with 100×100 meters, the second
one with 150×150 meters and the last one with 200×200
meters. In all of them 100 and 200 nodes were randomly
deployed, which gave us 6 different scenarios to test.
Each scenario has been simulated several times in order
to achieve a confidence interval of ±1% with a confidence
level of 95%.

All the simulations were seeded using the number
1299602291 and each repetition was done advancing the
run number [23].

Leaf nodes start with 150 Joules of energy. The trans-
mission power was set to 0.203 wats, the reception and
idle power to 0.024 wats and the sleep power to 3×10−6

watts. The transmission range of the nodes was limited
to 100 meters adjusting the model transmission power.
These values were extracted by A. Sanchez et al. from
their low-cost, low-power underwater acoustic modem
[24]. The transmission speed was set to 500 bps. This
speed could be increased, but we wanted to take into
account the speed reduction produced by the use of
CDMA spreading codes.

More specific parameters of the EDETA protocol are
the TSuperFrame which was set to 250 seconds and the
TConfig parameter which was set to 9000 seconds.

Each node woke up at its defined time interval and
sent one byte with its collected data to its CH. After
that, each CH had to aggregate these data and sent it
to its parent in the tree structure until the data reached
the sink.

Table 1 shows the difference in network lifetime for
each scenario. A confidence interval in which the speci-
fied average values will reside is given with a confidence
level of 95%. The average value of the network lifetime
for each scenario is fairly stable, varying at most between
±1.01%. A decrease of the network lifetime can be ob-
served with the increase of the scenario’s area. We believe
that this decrease is strongly related to the existing node
density.

This can be better observed at Figure 2, where a plot
of alive nodes over time for the six different scenarios
is given. Figure 2(a) depicts these values for the 100
nodes scenarios showing no significant differences be-
tween them.

Figure 2(b) shows the evolution of the alive nodes over
time for the 200 nodes scenarios and it provides more
interesting data to analyse. Although the simulation end
time for the three different scenarios is almost the same,
the evolution of the alive nodes over time is different.
It can be seen that, at the 100 × 100 meters scenario,
there are some nodes that deplete their energy almost at
the beginning of the simulation and as we increase the
scenario area the nodes start to die latter. This behaviour
is given by the node density of the scenario. When there

(a) 100 nodes scenarios

(b) 200 nodes scenarios

Fig. 2: Alive nodes vs. Time with (a) 100 nodes and (b)
200 nodes

is high density, some nodes will remain more time awake
at the configuration phase. This leads them to spend
more energy, hence they will die sooner than expected.

The optimum node density will vary for EDETA and
EDETA-e with the transmission range. Further studies
have to be conducted in order to give more insights in
the effect of this parameter. Furthermore, the increase of
the transmission range will lead to higher propagation
delays and will likely increase the collision probability
during the configuration phase.

Figure 3 depicts the accumulated spent energy by all
nodes over time for the first 40,000 seconds. Figure 3(a)
shows this spent energy for the 100 nodes scenarios. As
expected from Figure 2(a) there are no big differences
between scenarios. It can be observed that there is
one big slope from the beginning of the simulation to
4,000 seconds. Here the energy consumed increases really
fast. This part corresponds to the first sub-phase of the
initialization phase where normal nodes are trying to join
a CH, so there is huge activity in the network. After
this first sub-phase is done and the nodes have joined
their cluster, only the CHs will remain awake building
the tree schedule to send their data to the sink. So,
there is really low energy consumption until the end of
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Table 1: Network lifetime

Meters 100× 100 150× 150 200× 200

Nodes 100 200 100 200 100 200

Average 702400 sec. 704000 sec. 693250 sec. 689450 sec. 700550 sec. 693900 sec.

Confidence interval ±0.78% ±0.36% ±0.45% ±0.53% ±1.01% ±0.28%

the initialization phase. After the initialization phase,
the normal operation phase begins. In these scenarios it
corresponds to the period beginning at 18,000 seconds
until the end of the simulation.

At Figure 3(b) the same analysis was done for the 200
nodes scenarios. It depicts differences in the accumulated
energy spent by the nodes depending on the area size of
the scenario, corroborating the results given by Figure
2(b). As can be seen, the increase in energy consumption
happens at the initialization phase and after that, during
the normal operation phase, the slope is similar for
all the scenarios. This shows that node density is a
determining factor at the initialization phase but, it has
not a big influence on the normal operation phase.

This increase in the energy spent given by the node
density comes with an increase of packet collisions at the
initialization phase. New MAC protocols may avoid some
of these collisions and thus, increase EDETA network
lifetime.

When the network simulation is finished, no more
collisions appear, so 100% data packet delivery rate to
the sink is achieved.

Finally, at Figure 4 we study the effect of the
TSuperFrame parameter in the network lifetime. We per-
formed several simulations increasing its value from 250
seconds up to 800 seconds. As expected, network lifetime
grows linearly with this parameter. We calculated a
linear regression and obtained the expression given by
(3) with R2 = 0.999,

y = 2523.5TSuperFrame + 88841 (3)

Where R2 is the correlation coefficient and y the
estimated network lifetime. This predictable energy con-
sumption allows us to accurately anticipate the network
lifetime in absence of failures. For simplicity, just results
for 100 nodes and 100× 100 meters scenario are shown,
since results for the other five scenario behave in the
same way.

6. Conclusions
It has been presented an application of a novel rout-

ing protocol for underwater wireless sensor networks.
EDETA is a power-aware routing protocol which tries
to minimize the energy consumption organizing nodes in

(a) 100 nodes scenarios

(b) 200 nodes scenarios

Fig. 3: Energy spent vs. Time with (a) 100 nodes and
(b) 200 nodes

Fig. 4: Effect of the TSuperFrame on the network lifetime
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clusters and using low-power modes at the times in which
nodes have no need to be awake. In addition, as explained
at [7], [8] the protocol adds fault tolerant mechanisms
and has time-constrained properties.

The behaviour of EDETA-e has been studied in the
subaquatic medium by means of simulation in ns-3. The
results show high reliability with no data packet loss
and an optimal energy management during the normal
operation phase, allowing the nodes to remain in a low-
power state when they have no data to deliver to the
sink.

The performance evaluation of EDETA-e protocol
shows a stable and efficient behaviour of clusters and tree
structures. Moreover, paths can be dynamically adapted
to topology changes and node failures, offering the max-
imum energy saving without exact location information.

As a consequence of these studies and results, it can
be concluded that EDETA-e is a very suitable protocol
for subaquatic sensor networks, presenting, in addition,
new features in this field.

Future work will include a full implementation of the
EDETA protocol on a UWSN and a better optimization
of the initialization phase. Moreover, further study of
the influence of the node density and its relation with
the transmission rage has to be done. In addition, new
MAC protocols, aside the ALOHA protocol used in this
work, should be studied in order to try to reduce packet
collisions the initialization phase.
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Abstract— Wireless sensor network applications pose novel
challenges to networking and protocol design. Generally,
traditional wireless devices directly link to a base station
or beacon within their transmission range to facilitate en-
suring integrity and security of communication, only rarely
they make use of any multi-hop messaging. Wireless sensor
networks, in contrast, are often intrinsically based on a peer
to peer infrastructure, where messages inevitably traverse
long distances through the network, passing multiple nodes
to reach a certain destination.

With the sensitivity of the communicated data (e.g., in
safety or privacy critical areas such as hospitals or power
plants) the required level of security increases, making ef-
fective security mechanisms a prime concern of the protocol
design. This higher level of security, in the context of the
limited resources and the high distributivity of ad-hoc sensor
networks, gives raise to complex issues in communication
protocol design.

In this paper we present a novel security architecture
for wireless sensor networks. The focus of our protocol is
twofold: First, a cluster-based organization of the network
with few more powerful cluster nodes that implement re-
quired security features for a large number of simple sensor
nodes provides for confidentiality and integrity of sensi-
ble data. Second, a dynamic transmission range adaption
protocol substantially prolongs the lifetime of the nodes
through energy efficient communication without significantly
decreasing the node connectivity.

1. Introduction
The study of sensor networks, while being a research

field in and of itself, forms a basis for various areas where
the collection of environmental data through sensors is
essential (e.g., security, traffic control, ubiquitous computing,
etc.). The combination of sensing/sensoring, computational
aspects, and communication solutions provides for a broad
range of applications such as as smart hospitals, intelligent
battlefields, earthquake response systems, and learning en-
vironments [1] [2]. Generally, the term sensor network has
come to describe a dynamically self-organizing collabora-
tive network of widely distributed, tiny, low-cost, sensoring
nodes (“smart dust”) that are capable to cover an area and
automatically communicate the collected data to a beacon
or base station over multi-hop paths.

Sensor nodes are usually tiny, self contained, battery pow-
ered devices. Under normal circumstances it is impossible

to replace or recharge these batteries, therefore the lifetime
of a wireless sensor network is intrinsically restricted by the
initially available power in each individual node, making
power consumption considerations an essential part of any
new protocol design. Similarly, very small memory, low
processing power, and a limited communication bandwidth,
all in comparison to traditional wireless devices, further
restrict the options. Also, high failure rates, occasional
shutdowns, and sporadic communication interference force
continuous dynamic changes upon the topology. Finally,
the sheer number of individual sensing devices of a sen-
sor network, ranging from hundreds to thousands, make it
infeasible to rely on previous solutions of ad-hoc networking
protocols such as. For example flooding-based standard
routing schemes for ad hoc networks simply do not scale
adequately [3].

As in most communication systems security becomes
more and more important in wireless sensor networks. The
aim of a security architecture is to ensure confidentiality,
integrity and availability. Confidentiality is given if any
kind of unauthorized access to data is prevented. Integrity
means that data cannot be modified or deleted without being
detected. For a sensor network to serve its purpose, the data
must be available when it is needed. A security architecture
can never cover all types of threats simultaneously. The
application determines which attacks are probable in a
certain scenario. A comprehensive security architecture can
increase protection, but on the other hand this would lead to
undesirably high hardware costs. It also may increase energy
requirements of sensor nodes significantly due to several
successive protocols.

In [4] we proposed a security architecture for wireless
sensor networks called SecSens which fulfills security re-
quirements on multiple levels. SecSens focuses mainly on
three security aspects: key management, secure routing,
and verification of sensor data. The sensor network in
SecSens consists of clusters, each containing a number of
simple sensor nodes and one powerful node that acts as a
cluster-head. Sensor nodes connect directly to the cluster-
head, i.e. routing in clusters is not necessary. A node can
be a member of several clusters at the same time. All
cluster-heads form together an inter-cluster network used for
sending messages to base stations. We assume that sensor
nodes do not change their position once they are attached
to a location. SecSens works with multiple base stations in
order to avoid single-point-of-failures (see Figure 1). In the
first version of SecSens clusters were built in the initial
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phase and remained unmodified for the whole lifetime of
the network. Furthermore, all nodes used the same sending
configuration, i.e. transmission power and range were set to
maximum on each node. This paper describes an extension
of this approach with dynamic features. The new variable
ranges (VR) security protocol optimizes the communication
range of each cluster-head. This optimization results in
more efficient usage of energy throughout the overall sensor
network.

Base station

Cluster head

Marked Cluster heads

Simple sensor nodes

Cluster

Inter-cluster network

Fig. 1: Basic sensor network architecture

The next section describes related security and energy
efficient communication approaches for sensor networks.
Section 3 introduces the variable ranges security protocol.
We evaluated the new architecture in a wireless sensor
network simulator. Section 4 presents the evaluation results.
The paper ends with the conclusion.

2. Related Work
The proposed architecture in this paper combines security

relevant features with energy efficient communication. There
are several security architectures in the area of wireless
sensor networks that disregard energy concerns. And energy
efficient protocols are often not protected against a broad
range of attacks. We want to present here some security
architecture and as well as communication protocols for
wireless sensor networks with low energy consumption.

In [5] a security protocol for sensor networks called
SPINS was presented for hierarchical sensor networks with
one or more trustworthy base stations. SPINS consists of
two parts: a secure network encryption protocol (SNEP)
and authenticated broadcasts (µTESLA). SNEP provides the
security properties confidentiality, authenticity, integrity, and
timeliness. Each sensor node receives on a secure channel
an individual, symmetric master key, which is only known
by the base station and the node. Using this master key the
sensor node is able to generate all keys. The disadvantage
of SNEP is that secure communication can be built only
between a base station and nodes, and it is not possible

to protect the communication in or between clusters. The
second part of SPINS is µTESLA that provides sending of
authenticated broadcasts. For symmetric encryption, sender
and receiver must share the same secret. Consequently, a
compromised receiver is able to act as a designated sender
by transferring forged messages to all receivers. µTESLA
uses delayed disclosure of symmetric keys for generating an
asymmetry between a sender and a receiver. This approach
requires weak time synchronization of the sender and the
receiver in order to achieve time shifted key disclosure.
Storage cost increases because each node has to buffer
packets which can be only verified after receiving the key
in the future time-slots. Also, this causes new possibilities
for DoS-attacks. An attacker can force a buffer overflow by
sending planned broadcasts. Furthermore, µTESLA leads to
scalability problems, which are described in [6].

[7] suggests an adjusted key distribution for different
security requirements. For this reason, four different kinds
of keys are used. The individual key is similar to the master
key of SPINS. The second kind of key is a pair-wise shared
key, which is generated in the initial phase for each known
neighbor. Furthermore, the nodes have a cluster key for se-
cure communication between cluster members. The last key
is the group key that is used for secure broadcasting. This
approach provides more flexibility but contains a security
risk during the initial key distribution phase.

The Sensor-MAC (S-MAC) protocol [8] is an energy effi-
cient communication protocol for wireless sensor networks.
S-MAC is a slot-based protocol where each sensor node has
alternating sleep and awake phases. The network is divided
into clusters and all members of a cluster are awake or asleep
at the same time. All cluster nodes exchange schedules in
an initial phase. Within a cluster only one schedule is used,
i.e. the schedule of the first node that sent a schedule. If
a node receives multiple schedules it follows all of them.
Such nodes have a higher energy consumption. Within an
awake phase all cluster nodes contend with each other for
medium access. The contention mechanism of S-MAC is
the same as that in IEEE 802.11, i.e., using RTS (Request
To Send) and CTS (Clear To Send) packets. S-MAC needs
a strict timer synchronization in order to achieve correct
functionality. Periodic synchronization among neighboring
nodes is performed to correct their clock drift. An extension
of S-MAC by adaptive listening is described in [9]. If a node
A notices an ongoing communication of node B whom it
wants to send a message, it sleeps the time until B is ready.

A modification of S-MAC called Timeout-MAC or T-
MAC is introduced in [10]. In S-MAC all nodes need to be
awake in the contention phase even if they have nothing to
send or receive. T-MAC uses a specific timer TA to shorten
the awake phase if the node does not need to communicate.
Obviously the TA is smaller than the contention phase, thus
the energy consumption is reduced. But if the timer TA is
chosen too small, the node sleeps early missing possible
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message requests of other nodes. This early sleeping problem
could even lead to unfairness. In further extensions of T-
MAC this problem is solved by future request to send (FRTS)
messages, but this increases again the energy consumption.
Nevertheless T-MAC gains better energy results compared
to S-MAC.

The Wireless Token Ring Protocol (WTRP) [12] was de-
veloped for mobile ad-hoc networks. All nodes build a single
ring in the initial phase. The aim of WTRP is to maximize
the throughput and minimize the latency without restraining
the mobility. Energy efficiency is not considered in WTRP
because the nodes are mobile devices with strong energy
resources like Laptops or PDAs. A mapping of WTRP
on wireless sensor networks is E2WTRP that is described
in [13]. E2WTRP aims to enhance the energy balance by
dynamic adaptation of the token holding time. An active
node can send more messages if the token holding time is
increased. The frequency of token hand-over is decreased at
the same time that reflects in lower energy consumption.
ESTR [14] is an energy saving token ring protocol for
wireless sensor networks that introduces sleep periods for
nodes which does not need to send or receive messages.
This leads to a very good energy balance.

3. Variable Ranges Security Protocol
The energy consumption of sensor nodes that send with

maximum transmission power lies significantly higher than
with reduced power. Decreasing transmission power results
in exponentially decreased energy consumption. Therefore,
the Variable Ranges (VR) protocol saves energy by adjusting
and optimizing the signal strength to particular circum-
stances of the sensor network in order to extend the lifetime
of the sensor nodes. Additionally, the initial state of reduced
transmission power of the nodes ensures that complexity
of network is low. With high signal strength nodes are
confronted with frequent interferences and redundant paths
within the network. Low signal strength means that number
of neighboring nodes is less, i.e. probability for message
collisions decreases.

Fig. 2: Range adjustment in VR protocol

Regarding the security architecture, the number of neigh-
bors is also an important parameter. Each cluster-head has
to manage several keys with each other neighboring sen-
sor node and cluster-head for securing the communication
and ensuring authentication. More neighbors means higher

management effort and more storage space, as well as more
encryption and decryption processing. All of this result again
in increased energy consumption. Therefore, it is essential
that the security architecture works hand in hand with the
underlying communication protocol.

In the initial phase of the VR protocol, the nodes search
for neighboring nodes starting with a minimum signal
strength. For this reason, each node sends a DiscoverNodes
message containing its own range parameter and ID. Then
the node waits a certain time to get a response. The waiting
time is also dynamic, i.e. the time is low, if the range is low
and increases, if the range increases. The reason for this
is that a node with a low range will reach less neighbors.
Therefore, there is no need to wait a long time for a response.
The nodes increase stepwise their transceiver power and send
new discovery messages until a pre-configured number of
nodes is found. A node which receives a DiscoverNodes
message of an unknown node, extracts the range information
of its seeking new neighbor. In the next step, the node
compares the received range value with its own range. If the
own range is lower, the node increases its range and sends a
DiscoverNodesReply message back. Since the signal strength
of the nodes would increase in this way until all nodes
would settle at the range of the largest distance between two
nodes, the VR protocol performs only a temporary range
adjustment. This means that nodes discard the adaptation
after a certain time and return again to their previous values.

Figure 2 illustrates this adjustment scheme. Assuming a
maximum number of neighbors is set to three in this figure, it
would be unfavorable for node y to use the range parameter
of node x, since it can reach three neighbors with a much
lower signal strength. For this reason, y will only increase
range temporarily to answer node x and return to its previous
range, in order to proceed with its own search. Cluster-heads
find in this way a minimum number of other cluster-heads
and as well as sensor nodes.

Actually, the aim of each cluster-head is to be reachable
through the inter-cluster network by at least one base station.
After the initial phase, each base station sends a broadcast
through the new built network. This sink message is also
important to generate new keys for further authentication.
In [4] this key generation is described in detail. Therefore,
reachability of base stations is essential to establish the secu-
rity architecture in the sensor network. If a cluster-head does
not receive a broadcast message after a certain time, it starts
a new search phase to find new cluster-heads. The cluster-
head uses this time a different message DiscoverNewNodes.
It first uses the current range, since there could be cluster-
heads which are in range, but not discovered. Cluster-heads
who receive such a message, adjust their signal strength to
answer, but keep their new range value this time. If the node
does not get any answers, it increases its range and repeats
the procedure until it finds new connections. Figure 3 shows
the TryToConnect phase. You can see on the right side of the
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figure, that after the initial search phase, several local cluster
networks are established, but not all of them can reach a base
station marked here as green squares at the four corners.
On the left picture you can recognize that the connectivity
is enhanced after the TryToConnect phase, but nevertheless
there are still local clusters remaining unreachable by any
base station. The reason is that nodes are deployed randomly.
There is a small probability that some nodes cannot reach
a base station, even if transmission power is set to the
maximum or due to message collisions in the initial phase.

Fig. 3: Initial phases of VR protocol: a) neighbor search b)
TryToConnect

Cluster-heads check periodically their neighborhood for
node losses or new arriving nodes. During lifetime the
VR protocol ensures that nodes can dynamically adapt to
changes in their environment. This network adaptation goes
hand in hand with security adjustments. Basically, the se-
curity architecture contains four components, which interact
with each other: authenticated broadcasts, key management,
secure routing, and en-route filtering. Authenticated broad-
casts ensure that the stated sender is identified as the true
sender. Each message contains a Message Authentication
Code (MAC) generated by using a shared key. In case of
only one recipient knowing the shared key, the sender can
be easily authenticated. But if there are multiple recipients
with the same shared key, potentially each receiver could
be the sender, i.e. authentication is not possible. Therefore,
our security architecture uses an extension of the MAC
approach with key chains and delayed disclosure of keys (see
[4]). This ensures the authentication of several base stations
and cluster-heads. After each adaptation of VR protocol the
cluster-heads distribute group keys to own members used for
encryption of group messages and exchange pair-wise shared
keys with each member node for one-to-one messages. In
this way, every type of message exchange is secured in the
network.

Additionally, routing information is updated by cluster-
heads after each VR adjustment phase. Simple sensors do
not need routing capability, because they exclusively com-
municate with the cluster-head. Routing is used only within
the inter-cluster network established by cluster-heads. Our

security architecture uses probabilistic multi-path routing
based on the level values to forward messages from cluster-
heads on the way to the corresponding base station. Cluster-
heads build up a trust matrix, where each transmission to
its neighbors is recorded. Based on this trust information,
cluster-heads calculate a probability value and write it into
the packet header. This value is used to decide in which
direction the packet has to be send. Each cluster- head
modifies the probability value and sends the message over
the most trustworthy route. Furthermore, our architecture
provides passive participation, i.e. sensor nodes listen to
packet transmissions of their neighbors. If cluster-head u
detects a packet addressed to its neighbor v, and recognizes
that v is not forwarding the message, u takes responsibility
with a certain (low) probability. Also, if u assumes that v
forwards the message to a non-existent node, u takes care
of transferring.

Fig. 4: The Simulator GUI

Attacks like report fabrication or false data injection
threaten the network by manipulating and infiltrating sensor
data. The security architecture prevents such threats using
en-route filtering. Cluster-heads generate data reports con-
taining sensor information of cluster members for sending
them to base stations. These reports are verified during trans-
fer through the inter-cluster network. Sensor nodes belonging
to same cluster report events (sensor data) collectively by
generating MACs based on their en-route keys, whereas keys
must be chosen from different partitions of a global key pool.
These multiple MACs collectively act as the proof that a
report is legitimate. Finally, the cluster-head forwards the
report to the base station over the inter-cluster network. A
cluster-head receiving a report checks, if it has one of the
keys, that were used to generate the MACs in the report.
With a certain probability, it will be able to verify the
correctness of MACs. A report with an insufficient number
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of MACs will not be forwarded. A compromised node would
have access to keys from one partition and could generate
MACs of one category only. Since keys and indices of
distinct partitions must be present in a legitimate report,
the compromised node has to forge the other key indices
and corresponding MACs. This can be easily detected by
cluster-heads possessing these keys. If cluster-head has none
of the keys and the number of MACs is correct, it forwards
the report to the next cluster-head. Even if a forged report
receives a base station, it can be detected, because base
stations know all global keys.

4. Evaluation
To evaluate the efficiency of our variable ranges security

architecture we implemented a simulation tool where it
is possible to establish different sizes of sensor networks.
Figure 4 shows the GUI of the simulator. The simulation is
divided into three phases: node distribution, initialization of
network, and report sending. In the first phase, a predefined
number of nodes is distributed randomly over a given area.
Sensor nodes and as well as cluster-heads are deployed
setting for each a maximum transceiver range.

Fig. 5: Traffic load in relation to signal strength

Basic parameters for the network are total number of
nodes, initial node range, initial node energy, and network
density. Type, range, and position of nodes can be changed
easily using the simulator GUI. Furthermore, new nodes
can be added or existing nodes can be deleted before the
next phase of the simulation is started. Figure 4 shows a
screenshot after the first phase. Dark circles are cluster-
heads whereas light dots are simple sensor nodes. The
squares at the corners represent again four base stations. In
this case one cluster-head is selected and you can see the
communication range of the current node.

The second phase initializes the network based on a com-
munication protocol. We implemented three protocols that
can be selected by the user in the beginning of this phase.
These are the SMAC protocol, the energy saving token ring
protocol (ESTR), and the variable ranges (VR) protocol.

The user can change a set of parameters depending on
the selected communication protocol, e.g. cluster size, timer
settings, update periods. In this phase security and routing
information is exchanged too. At the end of initialization,
the network is established and nodes can start to exchange
secured messages. This is simulated in the last phase by
randomly generated reports that are sent to base stations. The
user can halt the simulation at any time, in order to change
parameters for nodes. For example, one can turn off a node
to simulate a node loss. It is also possible to simulate a
compromised node that sends false reports into the network.

Fig. 6: Network complexity without (left) and with VR
protocol (right)

Nodes consume energy for processing data, like encryp-
tion and decryption, and sending or receiving messages. For
some communication protocols nodes can switch to a sleep
mode, where energy consumption is minimal. Our simulator
bases on an energy model that uses specifications of real
sensor boards: ESB 430/1 and MSB-430 of Freie University
Berlin [15].

In a first evaluation we measured the number of message
sent in the initialization phase using the VR protocol.
We performed several simulations where we modified the
maximum range of nodes in order to get average number of
sent packets, collisions, and lost packets. Figure 5 shows the
results of a network with 500 nodes. Traffic load increase
with higher range of single nodes, because nodes can reach
more neighbors to exchange messages with.

As mentioned in the previous section, the complexity
of sensor network is much lower using VR protocol. On
the left side of Figure 6 the network was established with
maximum node range. It is clearly seen that in dense areas
of the network, the number of different connections is rather
high. In a second simulation, we used the VR protocol to
establish the network. Each node increased range starting
from minimum until at least three cluster-head neighbors
and three sensor neighbors were found, denoted by the
annotation VR 3-3. As seen on the right part of Figure 6
using the VR protocol lowers the complexity of the network.

An important value for the network is connectivity, i.e. the
percentage of nodes that can be reached by at least one base
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station. A %100 connectivity means that every sensor node
can send its data to at least one base station. In Figure 7 we
measured the connectivity of a network with 500 nodes in
relation to maximum signal strength. If the signal strength
is set to lower than %50, only a small part of network is
connected. Actually, only clusters near to a base station get
connected. But the connectivity increases considerably with
higher signal strength and reaches nearly full connectivity
after %70 transmission power.

Fig. 7: Network connectivity in relation to signal strength

The optimal usage of signal strength in VR protocol
shows its advantages also in energy consumption. Figure 8
illustrates the energy consumption for sending reports from
a sensor node to the base station. Level represents here
the distance between sending node and nearest base station,
e.g. level 6 means that messages traverse six intermediate
cluster-heads until they reach the base station. We performed
the energy measurement in four different networks with
the same size. For the first three networks the maximum
range parameter of each node was set to a fixed value, i.e.
range 6 stands for %60 maximum signal strength. The last
network used the VR protocol with at least three cluster-head
and three sensor node neighbors and a further optimization
step to increase the connectivity (VR 3-3 ExtCon). One can
clearly see that the VR protocol has the best energy balance
leading to a longer lifetime of the network.

5. Conclusion
This paper presented the variable ranges security protocol

for wireless sensor networks. By dynamically adapting the
range of each node, the network can be established with
low complexity, but still with high connectivity. Since nodes
do not sent messages with full transmission power, the
energy consumption decreases considerably. This results in
an extended lifetime of the overall sensor network. The
security architecture consists of four components, which
interact with each other: authenticated broadcasts, key man-
agement, secure routing, and en-route filtering. The VR

Fig. 8: Energy consumption for reporting

protocol positively influences security functions, since nodes
have fewer communication partners to deal with.
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ABSTRACT 

 
    To design an efficient and effective MAC layer 

protocol for Mobile Ad-Hoc networks is a challenging 

task. IEEE 802.11 MAC protocol, which supports ad hoc 

network mode, provides a good reference for research 

work in this area. In the recent years, many researchers 

have investigated the performance of IEEE 802.11 on 

MANET both theoretically and empirically.  However, 

the impact of the mobility on MAC layer design has not 

been evaluated thoroughly. In our research, we used 

OPNET simulator to analyze the performance of IEEE 

802.11 MAC protocol under various mobility patterns 

for different network topologies.  The findings revealed 

interesting correlation between the speed of movement/ 

the mobility pattern and key network performance 

parameters including delay and throughput. We also 

investigated the impact of mobility on fairness issues in 

media access. The empirical study presented in this 

paper will be useful to enhance the MAC design of 

MANET with median or high mobility nodes.  

 

Keywords:  MANET (Mobile Ad-Hoc Networks), Mobility, 

(Medium Access Control) MAC, IEEE 802.11, OPNET 

 

1. INTRODUCTION 

 

    Mobile Ad Hoc Networks (MANET) are becoming more 

and more popular due to its ability to offer convenient, 

flexible and low cost network service for many non-

traditional applications. Unlike the widely used Wi-Fi 

network which relies on the access point to attach to the 

existing networking infrastructure, MANET is 

infrastructure-less, where each node acts as a sender, 

receiver, and router. While the freedom to deploy a mobile 

ad hoc network at anytime anywhere is very attractive, to 

make such network function properly presents a lot of 

technical challenges. For MAC layer protocols, the well-

known challenges are imposed by hidden and exposed 

terminal problems, fairness access issues, limited 

bandwidth, limited power supply, as well as limited 

transmission range and mobility.  

    

     IEEE802.11was primarily designed for WLAN, but it 

also supports ad hoc network mode. The MAC layer 

protocol in IEEE 802.11 laid the foundation for many 

proposed MAC layer protocols for MANET. Therefore, it is 

worthwhile to evaluate the performance of IEEE 802.11 on 

MANET to see how to improve the design. Many existing 

research [1-3] focused on the effectiveness on handling 

hidden and exposed terminal problem, and some addressed 

fairness issues. Mobility, although an important design 

factor of MANET, its impact on MAC layer performance 

has not been fully analyzed yet. Most of the current 

researches that investigated the mobility effect are focused 

on the network layer since it is a major concern in routing 

[4-5]. In [6], the authors briefly compared the performance 

IEEE 802.11 and other MAC protocols under network 

scenarios with mobility. However, to develop a full 

understanding of the mobility effect on MAC layer 

performance including delay and throughput, fairness, 

collision probability, a more comprehensive and in-depth 

study is necessary. The objective of our research is to 

conduct such study using OPNET [7] to show how mobility 

impacts the key MAC layer performance parameters. 

   

  In this paper, we will present our findings of the empirical 

study using OPNET simulation. Due to the nice property of 

OPNET, it is possible to set up different network scenarios 

with different mobility patterns, which allowed us to better 

study the impact of various factors including speed, 

transmission range, and moving trajectory. The network 

parameters that were taken into account in our study 

includes delay, throughput, collision count, overhead of 

control traffic, and backoff time. The documented results 

will be useful to enhance the MAC design of MANET with 

different mobility.   

     

    The paper is organized as follows. Section 2 provides a 

brief overview of IEEE 802.11 and highlights the important 
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design issues. The empirical study exploring the mobility 

effect using the OPNET software is presented in section 3.  

Experimental results are described in this section as well. 

Finally, we will conclude our findings in Section 4. 

 

 

 2.  OVERVIEW OF IEEE 802.11 MAC PROTOCOL 

 

    IEEE 802.11 MAC layer protocol is referred to as 

Distributed Coordination function “DCF” which was based 

on virtual carrier sensing and the physical carrier sensing 

[8]. IEEE 802.11 DCF uses RTS/CTS/DATA/ACK when 

the size of the data frame is large enough; it may just use 

carrier sense or it may use both methods referred to as 

CSMA/CA with RTS/CTS as a MAC protocol.  The three 

major issues related to MAC layer protocol over MANET 

are the ability to handle hidden and exposed terminal 

problems, the ability to ensure fair access of multiple 

stations, and the ability to cope with mobility.  

 

2.1. Hidden and Exposed Terminal Problems 
 

    These two problems have become a major issue in 

MANET. Hidden terminal problem [3] occurs when two 

stations are out of the range of each other and trying to send 

to the same receiver. As a result, the effect significantly 

decreases the throughput and makes the delay longer.  

Exposed terminal problem, on the other hand, is when a 

node is blocked from transmission to the other stations due 

to the transmission of the adjacent node. This will cause 

collision and bandwidth waste (less spatial reuse) and will 

bring up the starvation problem of the unlucky node. IEEE 

802.11 DCF proposed the RTS/CTS handshaking method in 

order to alleviate the negative impact of these issues on the 

whole network. In the literature, several schemes have been 

proposed to solve the hidden and exposed terminal problems 

using different mechanism. In [9], the authors explored the 

IEEE 802.11 MAC protocol with and without using 

RTS/CTS handshaking method. The total WLAN 

retransmissions, data traffic sent/received, WLAN Delay 

factors of the whole network was investigated using both 

methods. They demonstrated that in the scenarios that the 

Hidden terminal problem exists, it will be a good idea to use 

this option as it decreases the delay of the network 

dramatically. They also mentioned that this handshaking 

method is not necessary to be used where the hidden nodes 

are not present due to the overhead that it adds to the 

network. The mobility factor was investigated when the 

hidden nodes exist. However, the speed of the nodes and the 

location of them have not been studied in this paper.  

MACA [10] on the other hand, did not use the carrier 

sensing option and instead, it used the RTS/CTS/DATA 

handshake to reserve and use the channel. Although this 

protocol was a simple design, the control channel collisions 

made the scheme not effective in the MAC layer. Moreover, 

in these papers, they never spoke of the effect of the 

Mobility of the performance of the whole network. 

 

2.2. Fairness issue 

 

    Another important factor that should be considered in 

designing MAC protocols is to make sure that all nodes 

have fair access to the channel in order to transmit their 

data. So far most of the single channel MAC schemes rely 

on the back-off procedure. Upon collision, the mobile nodes 

will go through the back-off procedure and will try to 

retransmit after a certain amount of time. Because the 

backoff time is different for different nodes, some nodes 

may have more chance to transmit than the others and they 

are favored in data transmission. This will result in starving 

problem of the unlucky nodes with long contention window 

size. Therefore, designing good strategies for back-off 

procedures and providing fair chances among nodes to 

access the channel is one of the important aspects in 

MANET. MACAW [11] for wireless LANs is another 

single channel schemes which tried to improve the 

performance of MACA protocol. A five handshake 

RTS/CTS/DS/DATA/ACK has been used in this protocol 

which leads to alleviation of the hidden and exposed 

terminal problem and better fairness among nodes. By using 

a different back-off approach (MILD), this protocol allowed 

the nodes to access the channel in a fair manner which is 

more desirable in ad hoc networks. However, the effect of 

mobility on fairness issue using this protocol has not been 

investigated. 
 

2.3. Mobility issue 

 

   For the infrastructure-based networks, the access point has 

the major influence on the delivery of the data to the 

destination. Within a Basic Service Set (BSS), the stations 

have to share information using the access point and 

therefore their position towards each other is not that 

important. Hence, the mobility of nodes does not have a 

major effect on the MAC layer protocol [9]. For 

infrastructure-less network as MANET, the mobile nodes 

are in direct contact with each other. Since they can be 

sender, receiver and router, mobility has a significant impact 

on the performance of their data delivery. One may wonder 

what influence may the mobility of the nodes cause on the 

performance of the network. Will mobile nodes be treated 

the same way as they move? Will the efficiency of the 

transmission stays the same as the mobility varies? How 

will the delay and overall throughput be affected via 

different mobility pattern? Can we enhance the network 

performance using the handshaking RTS/CTS method under 

high mobility? Most of the questions do not have a solid 

answer yet. In our research, we will explore the relationship 

between mobility and all these factors using OPENT 

simulation. The results presented in this paper will shed 
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some light to answer some of the questions related to the 

impact of the mobility on MANET networks. 

       3. EMPIRICAL STUDY USING OPNET  
 

3.1. OPNET Simulator 

 

    OPNET modeler is one of the powerful simulation 

software allowing the users to implement different network 

topologies using a friendly graphic user interface. As lots of 

research papers in networking field used NS-2 simulator 

[12], OPNET makes it easier to use as it provides ready-to-

use components without the need of writing codes to create 

real time network simulations. It also provides the flexibility 

for advanced users to create their own network node and 

link by hard coding. For our research, OPNET is selected 

since its Wireless Modeler includes a rich library of detailed 

mobile protocols and application models that can be utilized 

to create MANET with various mobility patterns. 

 

3.1.1. MANET and Mobility in OPNET 

 

    OPNET [1] uses the IEEE 802.11 MAC protocol with 

DCF for Mobile Ad-Hoc Networks. RTS/CTS handshaking 

option is also included in case a user decides to implement 

it. The software has different objects for MANET networks 

such as the MANET station, MANET work station, and 

Mobility configuration options in order to set up the 

movement of the nodes. In fact, Mobility is one of the most 

valuable options that are included in the simulator so that 

the users can easily define the way the stations move. The 

speed of the stations can also be easily defined for various 

applications. This option makes it simpler in real time 

simulations in comparison to the other simulators where the 

mobility is a difficult task to define and implement. Figure 1 

illustrates a MANET scenario with pre-defined node 

mobility. The statistics that are related to this work are 

explained briefly as follows: 

 

1) MANET delay: the end to end delay of MANET 

packets for the whole network (seconds). 

2) Throughput: the total number MANET traffic 

which is received in bits per second by all the 

MANET receivers. 

3) Media Access delay: The global statistic for the 

total of queuing and contention delays of the data, 

management, delayed block-ACK and Block-ACK 

frames transmitted by all WLAN MACs in the 

network (seconds). 

4) Back off slots: the number of slots that a stations 

needs to back off before transmission while 

contenting for the medium, and the number of slots 

in the contention window after the successful 

transmission of the station. 

5) Retransmission attempts: the total number of 

retransmissions by all the WLAN MACs in the 

whole network until the delivery of the packet or 

being discarded as a result of reaching the short or 

long retry limits. We used this factor to study the 

impact of mobility on the collision counts as well 

as the effectiveness of RTS/CTS handshake. 

                         

                       

              Fig.1. Mobility of the Mobile Ad-Hoc Networks 

 

3.1.2. Simulation environment 

 

    In our study, two different network topologies were 

created and analyzed to evaluate the mobility effect  on the 

node’s behavior and the network performance. Different 

settings have been applied to the two topologies based on 

the needs of the network simulations.  

    In the first topology, the relationship between mobility, 

transmission range and the overall throughput and delay of 

the network is investigated. As Figure 2 illustrates, one 

subnet consists of eight nodes around each other. Another 

single node is approaching this sub network with a constant 

speed. To study the impact of mobility among the nodes 

inside the sub network, different scenarios were created to 

compare the delay and throughput where the nodes are 

either static or moving randomly. We also changed the 

speed of the nodes in different steps to see the influence of 

this factor on the network. To evaluate the effect of the 

transmission range, we also varied the transmission range in 

different scenarios according to the distance and the area 

that were used in the simulation. In addition, the mobility 

impact on this network with different traffic loads was also 

studied. 

    Table 1 shows the setting used for the first topology. 

 

 
Fig.2. First topology where a node is approaching a static network 
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Attribute Value 

Transmission power (W) Varies per scenario 

Data Rate (bps) 11 Mbps 

Physical Layer Method Direct Sequence 

Buffer Size (bits) 256000 

Packet Size (bits) Exponential (1024) 

Traffic generated per node Varies per scenario 

Node’s Speed Varies per scenario 

Nodes movement method Defined/Vector trajectory 

Simulation time (min) 60 

 
                       Table.1. Topology 1 configurations 
 

    For the second topology, two similar subnets are created 

and each consists of 7 nodes. One of the nodes is static and 

it transmits to the other static node in the second subnet. The 

other nodes inside the subnet are either static or moving 

while trying to transmit data to the static station inside their 

subnet. The two subnets are moving towards each other with 

a constant speed. The internal nodes are located with 

different distances from the static receiver in order to study 

the effect of different movement trajectories on the fairness 

among nodes. Note that the internal nodes are in the 

transmission range of each other. That is, each subnet allows 

their nodes to transmit inside the region of the subnet. The 

transmission range for the static receiver is higher than the 

others due to the fact that the receiver will need to transmit 

to the other static receiver located at the second subnet.  In 

this topology, we not only look into the delay and 

throughput factors, but also check the fairness among nodes 

and the effect of RTS/CTS. Table 2 shows the setting we 

used for the second topology. 

 

 
 

 
 

Fig.3. Second topology where the mobile nodes are moving around the 

static receiver inside the two subnets 
 

 

 

 

Attribute Value 

Transmission power of the 

static receiver (W) 

0.001 

Mobile Nodes Transmission 

power (W) 

0.0003 

Data Rate (bps) 11 Mbps 

Physical Layer Method Direct Sequence 

Buffer Size (bits) 256000 

Packet Size (bits) Varies per scenario 

Traffic generated per node Varies per scenario 

Internal Node’s Speed (m/s) 0.2 

Subnet speed (m/s) 1 

Nodes movement method Defined trajectory 

Simulation time (min) 30 

 
                               Table.2. Topology 2 configurations 
 

3.2. Experimental results 

  

3.2.1. Impact of mobility on delay and throughput 

 

A) The impact of mobility with lower transmission 

range 

 

    To evaluate the impact of mobility with lower 

transmission range, three scenarios were created under the 

first topology (figure 2). The transmission range and traffic 

load for these scenarios are the same, while the mobility 

inside the subnet is different: 

1) Scenario 1: inside nodes are static 

2) Scenario 2: inside nodes move with speed 0.2m/s 

3) Scenario 3: inside nodes move with speed 1m/s 

For all these scenarios, the single node in approaching the 

sub-network with a constant speed 0.2m/s. Table 3 shows 

the configuration of transmission power and traffic load of 

these scenarios.  The Domain which covers an area of 120 × 

120 square meter allows the nodes to move inside this 

region. A lower transmission range is defined so that the 

nodes can sense each other at a maximum of 80 meters 

distance. That is, the nodes will not be able to sense each 

other at some parts of the Domain.  This will allow us to see 

the effect of lower transmission region on the networks 

using the mobility feature. 

 

Attribute Value 

Transmission power (W) 3E-005 

Packet Size (bits) Exponential (1024) 

External Node’s Speed (m/s) 0.2 

Traffic generated per node Exponential (0.1) 

 

Table 3: Common parameters  
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Fig.4. Comparison of average Delay and Throughput for static and moving 

inside nodes with speed 0.2m/s with lower transmission range 
 

    Figure 4 compares the results for scenario 1(static) and 2 

(node moving with low speed 0.2/m). Results show that 

when the nodes are not moving inside the domain, the 

network has higher throughput and lower delay. This seems 

be to due to the fact that when the nodes move around, the 

transmission range decreases and the connection 

establishment among nodes becomes weaker. Hence, the 

overall throughput decreases coming up with higher delay. 

 

   Figure 5 compares the results for scenarios 2 (low 

movement speed) and 3 (high movement speed. Results 

demonstrate a higher delay and lower traffic being received 

as a result of an increase in the speed of the mobile nodes. 

Higher speed will make the node to move further from the 

receiver in a shorter amount of time and therefore, less 

chance to deliver their data to the destination. Higher delay 

is due to the fact the nodes are having more problem in 

delivering their data to the receiver and experiencing a 

higher back off time and retransmissions of the data. It also 

contributes to the internal collision or packet loss which 

prevents the delivery of the data.   

  

 
 

 

 
    
Fig.5. Comparison of average Delay and Throughput for the networks with 

low movement speed (0.2m/s) and high movement speed (1 m/s) with low 

transmission range.   

 

B) The impact of mobility with higher transmission 

range 

 

 

Attribute Value 

Transmission power (W) 0.0001 

Packet Size (bits) Exponential (1024) 

Internal Node’s Speed (m/s) 1 

Traffic generated per node Exponential (0.005) 

 

Table 4: Common parameters  

 

    In this case, we increased the transmission range (0.0001 

W) so that the range covers the whole area of the movement. 

We also increased the Traffic generated by each node to see 

how the mobile stations behave while generating more 

traffic. Figure 6 shows the comparison results for the two 

network scenario with static inside nodes and moving inside 

notes (speed 0.2m/s). It is interesting to see that in this case, 

the mobility will have a positive impact which leads to a 

little higher throughput and lower delay for the entire 

network.  
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Fig.6. Comparison of average Delay and Throughput for static and moving 

inside nodes with speed 0.2m/s with higher transmission range  

 

    We also found out that increasing the speed of a network 

with high transmission range will slightly improve the 

performance of the network in case of throughput and delay. 

The reason may be due to the fact that all nodes are within 

the transmission range of each other no matter how they 

move. Therefore, the random movement pattern of the 

inside nodes may lead to a more even distribution of the 

nodes that helps with channel access.  

 

C)     Impact of group mobility on delay and 

throughput  

 

    Starting from this subsection, we will describe our 

findings on the impact of group mobility pattern. The 

simulations were created using the second topology as 

discussed earlier (Figure 3).  The two subnets are moving 

towards each other with a speed of 1 m/s. The internal nodes 

inside each subnet are moving with the speed of 0.2 m/s. 

The nodes have different distances to the fixed receiver. In 

the case where the nodes are moving, they move around the 

receiver based on their location and distance with regards to 

the receiver. Besides the delay and throughput factors, the 

fairness among nodes and the effect of RTS/CST method is 

investigated in the following section. 

 

 

 

Attribute Value 

Transmission power (W) 0.0003 

Packet Size (bits) Exponential (8192) 

Internal Node’s Speed (m/s) 0.2 

Traffic generated per node Exponential (0.0008) 

 

Table 5: Common parameters  

 

    In this scenario, we investigated the effect of mobility on 

a network with stations generating a relatively larger traffic 

inside the network. We also increased the packet size per 

station. Similar to the first topology, results demonstrate a 

better performance of the network with mobility in 

comparison to the static one when the transmission ranges 

covers the movement paths. 

 

  

 
 

 

 
 

 
Fig.7. Comparison of average Delay and Throughput for static and moving 

inside nodes with speed 0.2m/s for group mobility  

 

 

3.2.2. Impact of mobility on Fairness 

 

A) The fairness issue without RTS/CTS 
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    To evaluate the fairness of IEEE 802.11 MAC layer 

protocol for mobile network, we used the back off slot time 

which is the number of slots that a stations needs to back off 

before transmission while contenting for the medium, and 

the contention window size after the successful transmission 

of the station as the measurements. . Moreover, the 

retransmission attempt is a good factor to analyze the 

delivery efficiency of the packets per node when the stations 

are moving around the receiver. This factor reflects the 

impact of both the internal collision and the transmission 

errors including the loss of acknowledgment or an error 

occurred in the packet. The effect of the amount of traffic 

generated by each node on the fairness issues has also been 

investigated in this part. Node 3 and Node 6 are selected for 

our results. As mentioned before, the reason for this 

selection is the distance difference between the nodes and 

the receiver on their moving paths. Therefore, we can 

clearly see the effect of the different distances caused by 

mobility on the fairness among these nodes.  

  

 

 
 

 

 
 
Fig.8. Average Back off slot time and retransmission attempts for the two 

selected nodes with low traffic load 

  

    Figures 8 and 9 present our simulation results for 

CSMA/CA without RTS/CTS. For the low load generated 

by each station, the two nodes have almost the same back 

off slot time (as shown in Figure 8) demonstrating that they 

have the same chance to access the channel. On the other 

hand, the retransmission attempts per node are much more 

less for the closer node to the receiver (Node 3). This might 

be due to the internal collision or the error inside the packets 

resulting in the failure of the delivery of the packets. 

 

    We repeated the same procedure but changing the amount 

of traffic generated by each station to a higher level 

(exponential (0.0008)). We also increase the packet size up 

to eight times (exponential (8192)). 

 

 
 

 

 
 

Fig.9. Average Back off slot time and retransmission attempts for the two 

selected nodes with higher traffic 

 

    As shown in Figure 9, the results illustrate that the back 

off slot time has increased dramatically for both nodes and 

that the difference becomes obvious as the distance to the 

receiver increases. This can be due to higher collision and 

more competition for accessing the channel resulting in 

higher back off’s and retransmission attempts for both 

nodes. The closer the node is to the receiver, the higher 

chance it has to access the channel while moving around the 

receiver. 

 

B) The fairness issue using RTS/CTS 

 

Attribute Value 

Transmission power (W) 0.0003 

Packet Size (bits) Exponential (1024) 

Internal Node’s Speed (m/s) 0.2 
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Traffic generated per node Exponential (0.1) 

RTS threshold (bytes) 256 

Internal Node’s Speed (m/s) 1 

Subnet speed (m/s) 1 

  

Table 6: Common parameters  

    In this case, we added the RTS/CTS option to each node 

to see the efficiency of this method on the network. Low 

traffic has been used in this scenario. From Figure 10, we 

can see that the retransmission attempts have been decreased 

for Node 3, which demonstrated the effectiveness of the 

handshaking method. Same results occurred for other nodes 

inside the network showing the good efficiency of the 

handshaking method. 

 

 

 
 
Fig.10. Comparison of the average retransmission attempts for 

Node 3 using CSMA/CA only (RED); and using CSMA/CA 

with RTS/CTS (BLUE) 

 

C) The  network performance using RTS/CTS 

 

    We also studied the performance of whole network using 

the RTS/CTS access mechanism. The same configurations 

were used as the above simulation.  Results depict that the 

delay of the whole network decreases due to the prevention 

of the collisions and allowing the nodes to have their data 

delivered in a shorter amount of time. 

 

 
 

Fig.11. Comparison of average network delay: Red plot—

without RTS/CTS; Blue plot-- with RTS/CTS 

4. CONCLUSION 

 

    In this paper, the performance of the Mobile Ad-hoc 

networks is investigated using the IEEE 802.11 MAC 

protocol. We have shown that Mobility can affect the 

network based on different factors. We studied the effect of 

varying the speed of the nodes, and their location on the 

network. We have also studied the fairness and the effect of 

the RTS/CTS handshaking process on the performance of 

the nodes inside the network. Our results show that the 

performance of the network varies as the mobile nodes 

move inside the network. We illustrated that the 

performance of the network improves as the traffic increases 

when a sufficient transmission ranges of nodes is provided. 

We have also shown that Mobility will cause the nodes to 

have longer back off times and retransmission attempts in 

order to deliver their information to the destination. The 

RTS/CTS handshaking method demonstrated its efficiency 

on the mobile nodes when the number of collisions becomes 

more and more.  
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Abstract - Vehicular Ad hoc Networks (VANETs) are special 
case of Mobile Ad hoc Networks (MANETs). The design of 
routing protocols in VANETs is an important and necessary 
issue. In this paper, DSDV, DSR and AODV routing protocols 
are simulated when the connection sessions are increased. 
Finding indicates utilization of DSR protocol is more 
applicable for environment that number of connection sessions 
is high. The simulation results of DSDV are not desirable in 
comparison with other two reactive routing protocols.          

Keywords: DSR; AODV; DSDV; MANETs; VANETs; 
routing protocols 

 

1 Introduction 
  Vehicular Ad hoc Networks are special case of Mobile 
Ad hoc Networks. According to this definition, some 
characteristics of MANETs can be used for VANETs. In 
many ways VANETs are also similar to MANETs. As an 
illustration, both networks are multi-hop mobile networks 
having dynamic topology. There is no central entity, and 
nodes themselves route data across the network. Both 
MANETs and VANETs are rapidly deployable without need 
of any infrastructure.   
          MANETs and VANETs, both are mobile networks. 
However, the mobility pattern of VANET nodes is restricted 
to move on specific paths such as roads and hence not in 
random direction. This gives VANETs some advantage over 
MANETs as the mobility pattern of VANET nodes is 
predictable. MANETs are often characterized by limited 
storage capacity, low battery and processing power. 
VANETs, on the other hand, do not have such limitations. 
Sufficient storage capacity and high processing power can be 
easily made available in vehicles. Moreover, vehicles also 
have enough battery power to allow for long range 
communication. Another difference is highly dynamic 
topology of VANETs because vehicles may move at high 
velocities. This makes the lifetime of communication links 
between nodes quite short. Node density is also 
unpredictable; during rush hours the roads are crowded with 
vehicles, whereas at other times lesser vehicles are there. 
          VANETs consist of two basic components: vehicles 
and infrastructures. According to this, communication 
between components divides into Vehicle to Vehicle (V2V) 
and Vehicle to Infrastructure (V2I). Different types of 
vehicular communication cause diverse type of vehicular 
applications. The applications in VANET consist of safety-
oriented application, traffic management applications, traffic 

coordination and traffic assistance, traveler information 
support, and comfort applications [1,13]. Public safety 
applications are very important application in VANET. The 
main purpose of safety applications is to avoid the accident of 
vehicles in the road and survive drivers’ life. In safety 
applications, vehicle create warning message and send it to 
other drivers for informing the dangerous event in the road. 
The safety applications divide into passive safety, active 
safety as well as proactive safety and warning applications. 
Traffic management applications are focused on improving 
traffic flow, thus reducing both congestion as well as 
accidents resulting from congestion, and reducing travel time. 
Traffic management applications include traffic monitoring, 
traffic light scheduling, and emergency vehicles. Traffic 
coordination and traffic assistance have been the main 
research topics of many Inter Vehicle Communication (IVC) 
projects. Clearly these applications require close-range IVC 
with tight real-time constraints and can be implemented with 
either Sparse Roadside to Vehicle Communication (SRVC) or 
Ubiquitous Roadside to Vehicle Communication (URVC) 
system. Traveler information support applications provide 
updated local information, maps, and in general messages of 
relevance limited in space and time. These messages mainly 
focus on the local information and road warnings. Local 
information including local updated maps, the location of gas 
stations, parking areas, and schedules of local museums can 
be downloaded from selected infrastructure places or from 
other local vehicles. Road warnings comprise of many types 
such as ice, oil, or water on the road, low bridges, or bumps. 
In fact, traveler information support applications are the 
mixture of V2V and V2I communication. The last type of 
vehicular application is comfort applications. The main focus 
of comfort applications is to make travel more pleasant. This 
class of applications may be motivated by the desire of 
passengers to communicate with either other vehicles or 
ground-based destinations such as Internet hosts or the public 
service telephone network. Actually comfort application is an 
infotainment for passenger [2]. 
          Nodes in VANETs are vehicles and infrastructures. 
Nodes can communicate with each other at any time and 
without any restriction, except for connectivity limitations 
and subject to security provisions. VANETs have two kinds 
of routing: unicast and multicast routing. If two nodes are 
adjacent, unicast routing is used. Under other circumstances, 
if there is no direct link between the source and the 
destination, multicast routing is used. Multicast routing 
approaches have further divided into six categories: flooding, 
tree-based, mesh based, overlay-based, backbone-based and 
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stateless [14]. This paper review some flooding (broadcast) 
based routing protocols. Researchers attempt to adapt 
MANETs routing in VANETs environment because VANET 
is similar to MANET in many aspects. Routing protocols in 
mobile ad hoc network are mainly classified into topology-
based and position-based approaches.  
          Topology-based routing protocols, which can be further 
divided into proactive, reactive and hybrid approaches, use 
the information about the links that exists in the network to 
perform packet forwarding. Proactive routing protocols utilize 
some traditional routing strategies such as DSDV [3], OLSR 
[4], and TBRPF [5]. They maintain and update information 
on routing between all nodes in a given network at all times. 
Route updates are periodically performed regardless of 
network load, bandwidth constraints, and network size. The 
main drawback of these protocols is that the maintenance of 
unused paths may occupy a significant part of the available 
bandwidth if the topology of the network changes frequently 
[6]. Reactive routing protocols, including AODV [7], DSR 
[8], and TORA [9], maintain only the routes that are currently 
in use, thereby reducing the burden on the network when only 
a small subset of all available routes is in use at any time. 
Hybrid routing protocols combine local proactive routing and 
global reactive routing strategy in order to achieve a higher 
level of efficiency and scalability. The salient example of 
hybrid routing protocols is ZRP [10]. 
          Position-based routing protocols require additional 
information about the geographical position of the 
participating nodes. Each node determines its own position 
through the use of GPS or other type of positioning services. 
These type of routing protocols has two parts; location service 
which is used by the sender of a packet to determine the 
position of the destination and to include it in the packet's 
destination address. The second part is forwarding strategy 
sending packet to one or more one hop neighbors. Position-
based routing protocols are suitable for networks that are 
highly dynamic and their topology may change frequently. 
Position-based routing algorithms do not require 
establishment or maintenance of routes, which means that 
nodes have neither to store routing tables nor to transmit 
messages to keep routing tables up to date. The prominent 
examples of position-based routing are LAR [11] and GPSR 
[12]. 
          Feiz and Movaghar simulated AODV, DSR and DSDV 
routing protocols based on the effects of mobile speed and 
number of connection [2]. The objective of this paper is to 
extend the simulation of them by increasing the number of 
connection sessions. The simulation performance parameters 
are similar to the original paper. 
          The rest of this paper is organized as follows. In section 
2, we describe the simulation environment and performance 
parameters. Section 3 presents the simulation results of 

routing protocols based on four performance parameters. 
Finally, we conclude our study in section 4. 

2 Simulation environment  
   The simulation environment is described as follows.The 

simulator which is used a network simulator version 2 (ns2). 
Simulation area of this study is a partial part of the road. The 
pause time of the nodes is zero to stress the mobility of nodes.  

    The routing protocols are compared according to four 
metrics: packet delivery ratio, normalized routing load (NRL), 
packet loss ratio and end to end delay.  
 

TABLE 1 Simulation environment for AODV, DSDV and DSR 

Simulator NS2 

Simulation Area 500m × 200m 

Number of Nodes 50 

Pause Time 0.0 s 

Maximum Speed of Node 30 m/s 

Simulation Time 200 s 

Maximum Connections 10, 20, 30, 40, 50 

Traffic Type CBR 

Rate 4 packets/s 

3 Simulation results 
 We performed analysis with respect to the number of 
nodes connected together. We ran our simulation with speed 
fixed at 30 m/s, pause time at zero, and the number of nodes 
at 50. We varied the number of connection sessions between 
10 and 50.  
          The simulation results are shown in Fig. 1 through Fig. 
4. Fig. 1 illustrates the packet delivery ratio of three routing 
protocols when the number of connection sessions is 
increased. Packet delivery ratio is the ratio of the data packets 
delivered to the destinations and the data packets generated 
by the CBR source. AODV and DSR have similar results 
until the number of connection sessions is 30. In 40, the 
packet delivery ratio of two protocols decreases steeply. The 
decline of AODV is more than DSR. It is due to use of 
different approaches for maintaining route [2]. The packet 
delivery ratio of AODV and DSR is increased again when the 
number of connection sessions is reached to 50. DSDV has 
lower packet delivery ratio in comparison with AODV and 
DSR. However, the packet delivery ratio of DSDV is higher 
than other two routing protocols in 40. It is due to the nature 
of proactive routing protocols. When the number of 
connection sessions is increased, routing table has various 
alternatives for selecting the route towards destination. 
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   Figure 1 Effect of connection sessions on ratio of packet delivered  

          Fig. 2 depicts the normalized routing load when the 
connection sessions are increased. Normalized routing load 
(NRL) is the ratio of the total number of routing packets 
transmitted or forwarded at the network layer to the total 
number of CBR packets received at the destination at the 
application layer. DSR has the best result in comparison with 
other routing protocols. For example, the normalized routing 
load of DSR falls into zero when the number of connection 
sessions reaches to 50. DSDV has downward trend in 
normalized routing load when the number of connection 
sessions is increased. The result of AODV is between DSR 
and DSDV. The NRL of AODV and DSR, reactive routing 
protocols, reach at a peak when the connection sessions are 
40. Consequently, DSR has lower NRL than other routing 
protocols.  

Figure 2 Effect of connections on normalized routing load  

           Fig. 3 shows the packet loss ratio of three routing 
protocols when the number of connection sessions is 
increased. Packet loss ratio is the ratio of packets loses due to 
reject or drop in the network. Packet loss can be caused by a 
number of factors including signal degradation over the 
network medium, oversaturated network links, corrupted 
packets rejected in transit, faulty networking hardware, faulty 
network drivers or normal routing routines. DSDV has 
undesired results in comparison with AODV and DSR.  The 
results show that new proactive routing protocols can be 
suitable for environments which the connections are high. 
The discrepancy in the results of reactive routing protocols is 

use of various approaches for maintaining the routes. 
Consequently, DSR is a better choice for scenario which the 
connection sessions of nodes are high.  

Figure 3 Effect of connections on packet loss ratio 

           Fig. 4 depicts the end to end delay of routing protocols 
when the connection sessions are increased. The diagrams of 
delay of three routing protocols are close together until the 
number of connections reach to 20. Since then, the delay of 
AODV and DSR is increased and reached a peak in 40. The 
delay of DSDV, proactive routing protocol, is gradually. 
Consequently, the delay of proactive routing protocols is 
lower than reactive routing protocols when the connection 
sessions are increased.   

Figure 4 Effect of connections on end to end delay 

4 Conclusion  
           This paper compares reactive and proactive routing 
protocols in the environment which the connection sessions 
are so high. DSR and AODV, reactive routing protocols, have 
some similarity such as these are an on demand protocols. The 
main deference of these routing protocols is two aspects. First 
of all, DSR is a source routing protocol but AODV is a 
distance vector routing protocol. The second difference is the 
approach of storing routes. AODV uses routing table but DSR 
uses cache. The discrepancy of results between AODV and 
DSR is originated from different approach of storing route. 
DSR has had desirable results in comparison with AODV. 
DSDV, traditional proactive routing protocol, shows some 
optimization when the number of connection sessions is 
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increased. New proactive routing protocols may be had 
favorable results for VANET with number of connection is so 
high. The variation of results in DSDV is very low in four 
performance parameters. Sudden increase of performance 
parameters in reactive protocols is due to the time for 
achieving to the stable state in route maintaining approaches. 
Afterwards, the performance parameters are decreased when 
the maintaining approach reaches to the stable state. The 
simulation results show that MANETs routing protocols are 
not completely satisfied specifications of VANETs. The 
design of new routing protocols is an emerging issue for 
VANETs.  
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Abstract – In several ubiquitous sensor networks, sensor 
nodes often face contention for medium access and service. 
Unfortunately, traditional carrier sense multiple access with 
collision avoidance (CSMA/CA) protocols such as the IEEE 
802.11 Distributed Coordination Function (DCF) do not 
handle such constraints adequately, and this weakness finally 
leads to an increase in the latency and degradation of the 
throughput as the scale of a network is increased. Therefore, 
we present a more efficient method for medium access in a 
real-time ubiquitous sensor network. The proposed MAC 
protocol is similar to conventional CSMA/CA protocols, 
except that it does not use a time-varying contention window 
from which a node randomly selects a transmission slot. To 
reduce the latency for the delivery of event data from sensor 
nodes, a fixed-size contention window with a non-uniform 
probability distribution of transmitting in each slot is 
selected. Through a simulation using ns-2, a widely used 
network simulation package, it is shown that the proposed 
method can reduce the latency considerably as compared to 
conventional IEEE 802.11 MAC protocols for a sensor 
network with up to 256 nodes. It is also shown that the 
proposed MAC scheme realizes a latency similar to that 
realized by a decentralized CSMA-based MAC protocol for 
real-time ubiquitous sensor networks that are sensitive to 
latency. 

Keywords: Sensor Network, Contention Window, 
CSMA/CA, DCF, 802.11, MAC 

 

1 Introduction 
 In wireless networks, multiple wireless nodes share a 
channel to transmit data; however, this can lead to 
contention for channel access. Therefore, the medium access 
control (MAC) protocol, which is commonly used in 
networks to provide channel access control mechanisms, is 
essential for arbitrating this problem. This paper thoroughly 
analyzes the operating mechanism and characteristics of 
ubiquitous sensor networks from the viewpoint of 
developing a more suitable MAC protocol. One of the most 
important issues in sensor networks is improving the battery 
life; in fact, several researches have focused on this issue 
over the last few years [1-4].  

The MAC protocol for ubiquitous sensor networks differs 
from conventional MAC protocols in the following respects. 

● Most sensor nodes are event-driven, and they contend with 
other nodes to share a transmission channel.  

● Because all sensor nodes do not simultaneously respond to 
an event, the number of responding nodes in the sensor 
network is time-variant. 

● Frequent occurrences of data transmission delays 
increase the energy consumption of a sensor node and 
simultaneously reduce the overall performance of the sensor 
network. 

Therefore, this research focuses on designing a method that 
can effectively decrease the data transmission delay in a 
sensor network to the greatest extent possible. This is 
realized by developing a new MAC protocol by taking into 
account the three issues listed above. It is demonstrated that 
with a suitably modeled and simulated sensor network, the 
proposed protocol reduces the energy consumption of 
wireless sensors and effectively improves the performance 
of real-time data transmission. 

When several nodes (N) that are requested to transmit 
sensing data by the base station are concurrently competing 
to occupy the transmission channel, the nodes attempt to 
transmit the requested data (R) to the destination node by 
avoiding collisions to the greatest extent possible. Whereas 
conventional MAC protocols solve this problem by 
optimizing the throughput for the case in which all the nodes 
transmit the report data (R = N), the MAC protocol proposed 
in this paper realizes optimized performance of the 
ubiquitous sensor networks for the case in which only some 
nodes transmit the report data (R < N). Each node in the 
conventional carrier sense multiple access (CSMA) protocol 
chooses a slot randomly based on the probability of the 
uniform distribution in the current contention window (CW) 
in order to perform the back-off process, which decreases 
the value of the chosen slot every constant time; the node 
finally transmits data when this value becomes zero. This 
method can effectively prevent collisions; however, if the 
number of nodes is very high, collisions start to occur 
between nodes. In such a situation, the network cannot 
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function normally because unavoidable transmission delays 
are caused.  

In ubiquitous sensor networks, the amount of initially 
generated report data is generally quite less, and therefore, 
the initial slots selected at this time are in a low-contention 
state. As a result, hardly any collisions occur between slots, 
and the network latency is low. Considering the 
abovementioned factors, the MAC protocol proposed in this 
research differs from conventional ones in the following 
respects. The contention window size is regularly optimized 
so as to minimize the latency. In addition, the geometric 
probability distribution is specifically designed to replace the 
uniform probability distribution that is conventionally used 
in order to differentiate the selection probability during the 
process of selecting the transmission slot. 

2 Modified MAC protocol 
Whenever a collision occurs between nodes in CSMA-based 
protocols such as 802.11 [5-6], BMAC [7], SMAC [8-9], 
and MACAW [10], the binary exponential back-off (BEB) 
method is used to increase the size of the contention window 
of the colliding nodes twice. In other words, this method 
increases the size of the contention window of colliding 
nodes to a size that is sufficiently adapted to the value of the 
current active nodes in order to minimize collisions between 
the nodes. However, this method involves the following 
problems. First, if the number of active nodes (N ) that are 
ready to transmit sensed data increases, say, in a situation in 
which several sensors simultaneously wait for an idle period, 
considerable time is required to increase the contention 
window to a size that is sufficient to accept all of them. 
Second, if the size of the contention window is increased 
more than necessary due to previous traffic collisions despite 
there being only a few active nodes, the bandwidth used in 
succeeding back-off procedures is dissipated unnecessarily. 
Therefore, most CSMA protocols can be considered to be 
inefficient because they focus only on enabling all active 
nodes to transfer the data by avoiding collisions. 

Therefore, this paper proposes a more efficient dynamic 
collision avoidance scheme with a contention slot selection 
system that sets the size of the contention window to the 
minimum (32 slots) in order to avoid the problems caused in 
conventional protocols by a collision between nodes; this 
scheme is based on a non-uniform probability distribution so 
that it can actively respond to the number of active nodes. In 
the proposed protocol, the method for selecting a 
transmission slot differs most significantly from that in 
conventional CSMA-based wireless MAC protocols in that it 
minimizes the overlapped selection rate of a slot by 
fundamentally selecting a slot according to the differentiated 
probability. 

2.1 Problem involved in conventional method 
to select a contention slot 

All slots in a contention window are selected with the same 
probability in the conventional 802.11 MAC protocol. 
Therefore, in a competing state in which several sensor 
nodes attempt to access the medium, nodes that are newly 
participating in the current contention cycle or nodes that are 
participating again due to a collision in the previous cycle 
select a slot with the same probability in a contention 
window having a changed size. Such a slot selection 
mechanism gradually lowers the selection probability of an 
empty slot with time despite the change in the size of the 
contention window. 

 

Fig. 1 Variation of slot selection probability in general BEB method 

If the back-off procedure is assumed as shown in Fig. 1 first, 
the slot of the smallest number (WinSloti-1) is assigned a 
channel to successfully perform data transmission. The 
remaining slots after this slot are forced to participate again 
in the next back-off procedure because they do not complete 
the back-off procedure; in this case, these slots naturally 
move to the first half of the contention window. However, 
because the nodes that are newly participating in the back-
off procedure and those that are performing the back-off 
procedure again due to collision in the previous contention 
both enter this part of the contention window, the contention 
inevitably increases. Therefore, if the conventional random 
scheme that selects a transmission slot among several 
competing slots according to a uniform probability 
distribution is used, the probability of collision between 
nodes can increase considerably. 

As a result, if a ubiquitous sensor network is intermittently 
in a high-load state, the overlapped selection rate of 
competing slots will generally increase due to the limitation 
of the size of the contention window and the uniform slot 
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selection probability. In particular, the phenomenon in which 
competing slots are concentrated in the first half of the 
contention window will be caused as the back-off procedure 
is proceeding; as a result, collisions will occur frequently 
between nodes, and this is the most significant cause of the 
repeated increase in the size of the contention window. 
Because of such a structural problem, the back-off time of 
sensor nodes competing to access the medium generally 
increases, and the transmission delay time and power 
consumption rate of each sensor rapidly increases; this 
results in the overall performance of the sensor network 
deteriorating rapidly. 

2.2 Modification of method to select contention 
slot 

In order to solve the abovementioned problem, this paper 
proposes a method that differentiates the probability 
distribution for selecting a slot. The fundamental concept for 
solving this problem is that not only is the number of 
collisions reduced to the greatest extent possible but also the 
probability of selecting a slot in order to minimize the back-
off time is relatively increased depending on the location in 
the contention window. 

For this purpose, we first consider a method that finds an 
empty slot that other sensor nodes do not select in a state in 
which the size of the contention window is fixed. As shown 
in Fig. 2, if an arbitrary slot succeeds in transmitting in the 
contention window used for back-off, slots in the preceding 
locations should never be selected. In other words, the 
probability distribution function must be designed such that 
only those slots that are located after the slot that has 
successfully transmitted can be intentionally selected. The 
probability distribution function of such a property can be 
derived by multiplying the probability with which preceding 
slots cannot be selected by that with which succeeding slots 
can be selected based on an arbitrary slot for all slots, as 
shown in Fig. 2. 

 

Fig. 2 Probability of selecting a slot to minimize contention between 
nodes 

 Investigating the designed probability distribution function 
in greater detail indicates that the best performance can be 
obtained if the  slot is selected when there is no 
contention in the current contention window (first stream in 
figure, ). It may be preferable to select the  
slot if the  slot has already been selected by another 
node. The fact that the  slot is selected in such a slot 
selection scheme implies that all the slots located before it 
have already been selected by other nodes. Therefore, the 

 slot is selected in order to transmit data without a 
collision for the minimum delay time.  

In order to maintain such an optimum selection method, if 
the probability distribution function is derived using the 
probability with which preceding slots are not selected and 
that with which succeeding slots are selected based on an 
arbitrary slot, it could be said that the probability ) with 
which each sensor node selects the  slot within the 
range of the contention window  follows a 
geometric distribution with a parameter p, and therefore, the 
probability mass function can be given by the following 
equation.   

  ⑴ 

As a result, the proposed probability mass function  
represents a form that increases geometrically with in the 
range of , as shown in Fig. 3, implying that the 
probability with which a certain slot is selected by nodes is 
relatively higher in the first half of the contention window 
than in the second half. 

 

Fig. 3 Probability distribution depending on slot number in 
contention window 
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Here, p is a distribution parameter that indirectly represents 
the probability that the slot is empty; this parameter is 
determined by the number of active nodes (N).  

Here, calculate the probability Si with which the  slot is 
selected through a virtual decision process. Suppose that the 
number of active nodes at the first stage is N1 and a node 
among these selects the  slot. If no node selects the 

 slot, the second stage reduces N1 to N2 and selects the 
 slot. If the  slot is not continually selected, the 

third stage decreases N2 to N2; in this manner, this process is 
repeated for each stage. If all slots  are not 
empty in the entire process, it can be assumed that N is 
finally decreased to Ni.  

In summary, the selection probability at the  slot is the 
highest when Ni = N1, and Ni has the property that it is 
constantly reduced from N1 to 1 as the stages proceed. 
Therefore, when Ni is relatively large and Si is small, the 
probability with which a sensor only selects the  slot in 
the condition in which all the slots prior to this slot are not 
empty can be given as follows. 

      (2) 

If  is assumed to be constant in the above equation, the 
probability with which the  slot is selected ( ) 
gradually decreases as we proceed toward the last slot. In 
other words, in order to efficiently deal with several nodes 
(N) that are competing to access the medium using a small 
contention window that has a fixed size, it is necessary to 
select a scheme in which the number of nodes accessing the 
medium reduces at a constant rate (∆).  

                        (3) 

The following condition is satisfied if p = ∆ in equations (1) 
and (3).  

                       (4) 

Here, if it is considered that each sensor independently 
selects a slot and the selected slots compete continuously 
until the sensor that selects the slot with the smallest number 
succeeds in transmitting through the back-off process, the 
probability of selecting a slot for each sensor can be derived 
from equation (1) as follows.  

                           (5)   

This could be developed for the slots before 
 by the following equation. 

                   (6) 

The result given below can finally be obtained by applying 
this equation to equation (4) and perform the following 
procedure. 

    

                            (7) 

As mentioned above, if it is established that  for 
the  slot to be selected by only an active sensor, then 

.  This is finally given by the equation below. 

          (8) 

Then, if it is assumed that N = N1 using equation (8), the 
optimum probability of selecting a slot, p, can be calculated. 
In other words, if a medium is accessed by using a 
contention window having 32 slots in a network consisting 
of 256 sensor nodes, the value of p is determined to be 

approximately 0.8 ( ).  

2.3 Comparison of properties of modified 
MAC protocol 

The MAC layer of TinyOS, B-MAC [7], is a type of CSMA 
protocol that uniformly selects fixed-window-based 
contention slots. The MAC protocol for the sensor network 
is designed based on a contention window of fixed size 
because relatively good performance is maintained in an 
actual environment despite the simplicity of the design. On 
the other hand, there is a disadvantage in that the scalability 
to a sensor network that is intermittently in a high-load state 
is low.  

MACAW [10], a MAC protocol for wireless LANs, exploits 
the BEB method but does not share channel state 
information. This protocol restarts contention for the next 
transmission because the size of the contention window is 
initialized to the minimum value if one of the nodes 
succeeds in transmitting. However, an overhead is incurred 
when the medium is accessed because the sensor nodes 
competing to access the medium are concentrated in a 
certain interval and the size of the contention window 
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changes considerably. MACAW solves this problem using a 
learning method that does not newly reset the size of the 
contention window and instead decreases the size of the 
contention window used in the previous contention as a size 
for the next contention if a packet is successfully transmitted 
(MILD: multiplicative increase, linear decrease). 

The 802.11 specification solves the fairness problem of 
service using a memory technique. A sensor node 
participates in a contention, where one of the slots in the 
contention window is randomly selected with uniform 
probability, and the value of the selected slot is set in a 
countdown timer. The countdown is stopped when the 
medium is busy, and it is continued when the medium is idle. 
If the value of the countdown timer becomes zero (i.e., the 
timer expires), the corresponding sensor node starts to 
transmit. When the transmission is completed, the size of the 
contention window is initialized to the decided minimum 
value. As a result, the bandwidth dissipates because the 
sensor node needs to determine an adequate size for the 
contention window. 

In order to solve such a problem, this paper proposes 
differential probability of selection MAC (DPSMAC), a 
novel MAC protocol that exploits the fixed size of a 
contention window and the random slot selection technique 
with non-uniform probability. The proposed DPSMAC 
protocol is advantageous in that it minimizes collisions 
between nodes and reduces the delay time, and it also 
maintains the fairness of service relatively and constantly 
despite the simplicity of the protocol’s structure as compared 
to conventional 802.11 MAC protocols. <Table 1> shows a 
comparison of the properties of contention-based MAC 
protocols when applied to a ubiquitous sensor network. 

<Table 1> Comparison of contention-based CSMA protocols 

Protocol 
Learning 
technique 

Memory 
technique

Contentio
n window 

Probability 
distribution

802.11 ○ × Variable 
Uniform 

distribution

MACAW × ○ Variable 
Uniform 

distribution

BMAC, 
SMAC 

× × Fixed 
Uniform 

distribution

Proposed 
DPSMAC 

× × Fixed 
Geometrical 
distribution

3 Simulation Results 

In this section, we show the simulation results for the 
proposed DPSMAC protocol using ns-2 version 2.30 [11], a 
network simulator. In the simulation, all sensor nodes are 
considered to be located within a flat area served by a 
common base station, and a sensor node responding to a 
certain event among them transmits a small-sized report 
packet via the base station.  

The experiment compared the total delay time of the 
DPSMAC protocol redesigned under the p = 0.8 condition 
when the number of contention slots is 32 with those in the 
SMAC and MACAW protocols [7-9][12]. The performance 
evaluation to measure the delay time and throughput was 
carried out around 20 times on average after setting different 
random initial values in a condition in which RTS/CTS was 
deactivated and the data packet of the sensor nodes was set 
to have a size of 40 bytes.  

3.1 Packet throughput of proposed DPSMAC 
protocol 

First, an experiment was carried out to measure the packet 
throughputs of the proposed scheme, SMAC, and MACAW, 
after saturating the wireless medium by varying the network 
load. In addition, in order to show that the proposed protocol 
functions normally even in an event-driven network 
environment, the experiment modeled the constant bit rate 
(CBR) flows that were simultaneously generated by 32 
sending nodes in an ad-hoc steady state network 
environment, and the packet throughputs were measured.  

Fig. 4 Packet transmission rates of sensor nodes for CBR traffic 

Fig. 4 shows that the packet throughput of the proposed 
protocol is superior to those of the other MAC protocols 
being compared as the CBR traffic is increased. It also 
indicates that the packet throughput of the protocols reduces 
slightly as the traffic is increased. It is considered that this 
reduction is not because of collision between transmitted 
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packets but because the time required for the back-off 
procedure is comparatively increased because the slot 
selected in the contention window is relatively located 
toward the rear side. 

First, in the proposed protocol, it might be known that 
packets collide to a comparatively lesser extent, and the 
location of a slot that succeeds one that transmits data in the 
contention window is moved toward the first half of the 
contention window due to the optimization of the slot 
selection probability distribution despite the increase in the 
number of sensors participating in the transmission. Such a 
fact can generally be considered to result in a reduction in 
bandwidth concentration when a transmission medium is 
accessed. 

3.2 Transmission delay time of proposed 
DPSMAC protocol 

An experiment was carried out to measure the transmission 
delay time of the proposed protocol for an event load 
generated at constant intervals. Then, the delay caused by 
the software system installed on the sensor node or the 
deviation caused by the electronic properties of the sensors 
is considered to the greatest extent possible in order to more 
accurately measure the variations in the delay time. In order 
to reflect this, the experiment added a random time of 0~1ms 
to the time at which each sensor sent its own event 
information.  

The result of the transmission delay time measured in the 
experiment depending on the change in the number of sensor 
nodes is shown in Fig. 5. 

Fig. 5 Transmission delay times depending on number of sensor 
nodes 

In Fig. 5, after arranging the packets sent from each sensor 
node by the order of arrival at the base station in terms of the 
percentile, the transmission delay time of the packets is 
respectively extracted at the first, middle, and last 90% 
locations to obtain the bottom, middle, and top points of the 
error bar, respectively.  

The bottom of the error bar indicates that the minimum 
contention window size of SMAC and BMAC is sufficiently 
large to quickly solve the contention problem between nodes 
when there exist only a few sensors; however, it can be 
inferred that their contention window size should be 
continuously increased in advance as the number of sensors 
is increased in order to realize successful initial data 
transmission.  

On the other hand, it can be confirmed that the proposed 
protocol requires constant time to solve the contention 
problem because the contention window size is fixed 
irrespective of the number of sensor nodes. In addition, the 
proposed protocol exhibits improved performance in that the 
total delay time required for data transmission for all sensor 
nodes is independent of the number of sensor nodes. 
Although the result measured the total transmission delay 
time when the sensor nodes were sending data, it is 
demonstrated that the proposed protocol maintains a 
performance that is at least equal to those of other 
contention-based MAC protocols for sensor networks. 

3.3 Fairness test for medium access 

Finally, it is considered whether or not the MAC protocol 
proposed in this paper fairly assigns bandwidth for sensor 
nodes to access the station in order to effectively solve the 
problem of starvation of service that can occur when some 
sensor nodes collide. The corresponding experiment 
simulated an even number of sensor nodes that could 
perform the role of both traffic sources and sinks within the 
range of wireless propagation. The size of the data packet of 
a sensor node was set to 1500 bytes, and RTS/CTS was 
activated for data exchange between nodes. To simulate a 
load environment in which the capacity of the wireless 
sensor network was exceeded, the congestion of packets 
transmitted from each sensor was also considered. Fig. 6 
shows the throughput of each sensor node measured for 10 s.  

Fig. 6 Fairness comparison depending on medium access 

As shown in the figure, the fact that the throughput of the 
proposed scheme is not concentrated in any certain sensor 
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node but is generally evenly distributed indicates that it 
maintains relatively fair medium access as compared to 
conventional sensor MAC protocols.  

Because practical ubiquitous sensor networks contain nodes 
sending redundant information, it can be considered that the 
proposed MAC protocol realizes an efficient network that is 
comparable to the distributed fair scheduling scheme despite 
the simplicity of the protocol’s structure. 

4 Conclusion 
This paper proposed an efficient medium access technique 
suitable for a large-scale ubiquitous sensor network 
environment with high spatial density that can enable sensor 
nodes to effectively transmit information; this technique 
employs a modification of the conventional contention 
window technique. The proposed MAC protocol is highly 
adaptable in that it can constantly maintain the transmission 
rate to the greatest extent possible even if the environment 
changes frequently and unexpectedly. A simulation 
confirmed that the proposed MAC protocol functions 
normally even in practical conditions in which only some 
sensors transmit in response to a request to transmit data 
from the base station of a ubiquitous sensor network, 
whereas the other nodes are inhibited from transmitting. 

First, the main concept of the proposed protocol is that the 
probability of selecting a slot is fundamentally differentiated 
to choose the distribution function with a geometrical 
probability that increases depending on the slot’s location in 
order to select a slot located at the front part if possible when 
the sensor nodes select the transmission slot in a contention 
window. In addition, whereas most conventional CSMA/CA 
[13] based MAC protocols exploit a variable contention 
window technique, the proposed protocol exploits a fixed-
size contention window to reduce the delay time. 

In the future, the proposed MAC protocol should be applied 
to an actual event-based ubiquitous sensor network 
environment for a more practical performance evaluation, 
and the results of the performance should be analyzed and 
compared with those obtained through simulation. 
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Abstract - Dynamic key distribution has been proposed as an 
alternative for the pre-deployment of keys in wireless sensor 
networks. The keys are generated through the collaboration of 
the nodes in the network. Each participating node sends a 
partial key to a Head Cluster Head that later calculates the 
sub-network key and distributes it. The advantage of this 
approach is that the keys change frequently and adapt to the 
changes in the created clusters within the network. 
Furthermore, the malicious disclosure of a key will have 
limited effect. In previous work, Energy-efficient Hybrid Key 
Management (EHKM) was proposed for dynamic key 
distribution. The protocol’s validity was shown through 
simulation. In this work, we implemented EHKM and an 
extended version of it Extended EHKM (EEHKM) on the 
UMR/SLU motes to get a better understanding of how the 
protocol would behave under the actual constraints of 
hardware that are not shown by simulation. 

Keywords: Energy, Delay, Security, Key Distribution 

 

1 Introduction 
  The numerous applications of Wireless Sensor 
Networks (WSN) have encouraged the research in this 
promising field. Some examples of such applications are 
military operations, humanitarian relief, and medical services. 
A WSN consists of a set of nodes that collaborate with each 
other to guarantee proper communication between any node 
in the network and the Base Station (BS).  

Unlike wired networks, the nodes in a sensor network have 
no fixed infrastructure and are limited in communication 
range. Moreover, they lack the abundant resources available 
in wired networks. This dictates the use of energy efficient 
and resource friendly routing algorithms. 

The information in WSN is transmitted using RF channels 
which may pose a security threat. This calls for security 
features to guarantee the confidentiality and authenticity of 
the data delivered to the BS. This is especially needed in 
situations where the nodes are deployed in hostile 
environments. 

The corner stone of security is the proper distribution and 
safe handling of the cryptographic keys. Any compromise of 
a node or the way the keys are distributed can affect part or 
the whole network. One approach for key distribution is to 
use public/private key pairs. Although this option would 
provide reasonable security, it does not serve well in WSN 
due to the lack of a trusted certification authority, the high 
energy consumption, and computational expensiveness. 

The use of shared keys can provide the needed security while 
maintaining the limited energy and computational resources. 
One approach is to load the encryption keys into the nodes’ 
memory before deployment. This may be done by using a 
global key shared by all the nodes in the network  [4],  [5]. 
Alternatively, the nodes can be pre-deployed with unique key 
pairs for every pair of nodes in the network. The former 
approach may be defeated if one or more nodes are 
compromised which gives the attacker access to the global 
key. The latter, on the other hand, is not susceptible to such a 
threat (a node compromise can only affect the traffic of that 
node) but it is resource consuming. Each node in a network of 
N nodes should store (N-1) keys for the pair-wise 
communications. In  [7], it was shown that the number of keys 
increases exponentially with the size of the network. A 
tradeoff between the two approaches is to load the nodes with 
key rings consisting of sets of random keys selected from a 
larger pool of keys. The ides is that any two nodes in the 
network will share the same key with a certain probability p 
that depends on the number of keys in the key ring and the 
total keys in the pool  [6],  [8]. 

The use of dynamic key agreement is also proposed in the 
literature  [1],  [13]. Dynamic keys have the advantage of 
reduced storage requirements compared to pre-deployed keys. 
Moreover, the frequent changes of the keys limit the access of 
an intruder to them. In  [13], a protocol for dynamic key 
generation is presented in which a cluster key is computed 
starting from the leaf nodes up to the Cluster Head (CH). 
Every node in the group uses the partial keys of its children 
as inputs of a function ( 1 2 modk k pα ⊕ ) where p is a prime 
number, α is the primitive root of p and k1, k2 are the partial 
input keys of the function. The CH computes the cluster key 
and securely broadcasts it to the group.  
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In  [1], a mechanism called Energy-efficient Hybrid Key 
Management (EHKM) is given in which separate keys with 
different purposes are maintained by each node. These keys 
are either pre-deployed or dynamically generated using a 
method similar to that given in  [13]. The goal of EHKM is to 
diversify the levels of security in the network since not all the 
data on the network need to be handled with the same level of 
security. EHKM enables the nodes in the network to operate 
in a low-security energy-efficient mode using static keys, 
while dynamically creating keys for high security sub-
networks. 

Most of the key management approaches mentioned above 
rely on simulations using NS2 or GloMoSim. This may be 
useful in cases where the performance metrics of two 
protocols are compared against each other. Nevertheless, 
these simulations do not give a fair assessment of the 
behavior of the protocols when run on hardware. Energy 
consumption, memory constraints, collisions and topology 
can be modeled in a simulator but the value of simulating 
them would be only as good as the model given to the 
simulator. The motivation of this research is to implement 
and evaluate the performance of EHKM and Extended-
EHKM (EEHKM) on hardware. This study serves two 
purposes. First, it identifies the effects of hardware 
constraints on the overall performance of the protocol. 
Secondly, it gives a foundation for the improvement of the 
simulators. The actual testing results can be fedback into the 
simulator through a modified network model that closely 
resembles that of the hardware in terms of energy 
consumption and delay.  

2 Overview of EHKM 
 The hybrid nature of EHKM is a result of running two 
different key management schemes to handle the different 
keys along with their varying levels of security requirements. 
Both dynamic and group wide distribution approaches are 
used.  

EHKM assumes that the nodes will be safe from being 
compromised for a time Tmin after deployment. Furthermore, 
it is assumed that the nodes form a sub-network whenever a 
sensing event occurs and that the nodes know the number of 
nodes that are members of the same sub-tree or the same level 
in the tree. Finally, it is assumed that the nodes employ a self-
organizing protocol for selecting the CH nodes such as 
OEDSR  [3]. 

In EHKM, three different types of keys are used to support 
the various levels of security and network applications. 

Group-wide keys: Two group-wide keys are pre-deployed 
into each node. One key is used for group wide 
communication between nodes that are not involved in the 
sub-network (K1). The other key, K2, is used for the exchange 
of pair-wise keys as will be explained later. 

Individual key: This is a unique key shared between the node 
and the BS for private communications (K3). This key is also 
pre-deployed. 

Sub-network key: This key is dynamically calculated 
whenever the nodes in the network form a sub-network. 

At the beginning of the operation of the network, the nodes 
start the process of sharing a new random pair-wise key (Kr) 
to be used instead of K2 that is common to all nodes. This 
needs to be replaced since the whole network may be 
compromised if a successful attack on at least one node takes 
place. 

To share Kr, the nodes transmit KEY_HELLO messages that 
contain the node ID, the new key encrypted using K2 and a 
MAC of <node ID, kr>. Upon reception of the KEY_HELLO 
message, a node stores the node ID and the new key in a table 
for future use. Thus, at the end of this process each node will 
hold the key to be used to encrypt the packets by simply 
referring to the key table using the destination node ID. After 
the period of Tmin each node must clear K2 from its memory.   

The sub-network key management protocol of EHKM is 
designed in a way to maximize the efficiency of the energy 
consumption in the network. Here, the nodes collaborate with 
each other to calculate a sub-network key. The main idea is 
that all the CH nodes collaborate to select the CH with the 
highest average energy reserves in its cluster, i.e, each CH 
calculates the average energy of all the nodes that belong to 
its sub-tree according to  

ij iavg_energy(i) = (E ) / n∑          (1) 

Where i is the cluster index and j is the node index within 
cluster i. 

These values are advertised to all other CHs to select the one 
with the highest average energy as the Head Cluster Head 
(HCH) according to  

HCH = CH( max(avg_energy(i)))   (2) 

The HCH in cooperation with the other CHs generates a 
dynamic key using partial keys from the nodes in the 
network. The HCH checks whether there are sufficient nodes 
in its sub-tree to generate the desired key. In case there are 
less than m nodes then the HCH has to use keys produced by 
the members in the sub-tree of the CH with the second 
highest average energy. This process is repeated until m 
nodes are chosen to provide the needed partial keys. 

The next step is to initiate the creation of the partial keys 
using a START_ALGORITHM message sent from the CH to 
the nodes in the sub-tree. The message contains the cluster ID 
and the depth metric which dictates the level that the message 
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should reach within the sub-tree before a partial key is 
created. If all the nodes in the sub-tree are required to 
generate a partial key then the CH sets the depth field to -1. 
This is actually done in all sub-trees contributing the m keys 
except for the last one in which the depth field is set to 

      (3) _other clustersd m n= −∑
Each node that receives the START_ALGORITHM message 
checks whether the depth field is -1 or not. If it is -1, then it 
sends the packet to the leaf nodes. Once the leaf nodes 
receive the message, they generate their partial keys and send 
them up the hierarchy to finally reach the HCH. For the nodes 
in the last sub-tree in which the depth (d) is set to some 
positive value, the node checks how many other nodes are at 
the same level within the cluster and subtracts that number 
from d. If new value of d is negative then it does not need any 
more contributions from the nodes below in the hierarchy and 
sends its partial key. Otherwise, it updates the value of d in 
the START_ALGORITHM message and forwards it. 

After the HCH gets all the m partial keys from the 
participating clusters, it calculates the sub-network key and 
sends it out to the nodes after encrypting it using the new key 
(Kr) of the destination node. This key will be transmitted m 
times and in each time it will be encrypted with the key Kr of 
one of the nodes that participated with a partial key. 

Following is a pseudo-code of the dynamic key calculation 
 [1]

I. After creation of a sub-network 
 

Set cluster_heads = {Each cluster head} 
For each cluster head 
   Set avg_energy(cluster)= 
average(energy_in_nodes_cluster) 
   Set ncluster = number of nodes in cluster 
   Set HCH ={Cluster head: max(avg_energy(cluster_heads)} 
   Set chosen_HCH = {HCH} 
   cluster_heads = {cluster_heads} – {HCH} 
   Set m_temp = m - nHCH 
   while m_temp ≥ 0 
   CH_temp={cluster head:max(avg_energy(cluster_heads)} 
   chosen_HCH = {chosen cluster heads}∪{CH_temp} 
   m_temp = m_temp – nCH_temp 
   Set n_chosen = 0 
   Set depth = -1  
while |chosen_HCH| > 1 
   CH_temp = first_element(chosen_HCH) 
   CH_temp broadcasts start_algorithm {Cluster_ID || depth} 

n_chosen = n_chosen + nCH_temp 
   chosen_HCH = {chosen_HCH} – {CH_temp} 
   depth = m – n_chosen 
   CH_temp = only_element(chosen_HCH) 
   CH_temp broadcasts start_algorithm{Cluster_ID || depth} 

 
II. After hearing a start_algorithm message 
If node is a leaf 

Start_algorithm( ); return 
Else 

depth = received_depth – nij (nij is the number of nodes in 
cluster i on level j) 
If depth ≤ 0 

Start_algorithm( ); return 
Else 

Broadcast start_algorithm{Cluster_ID || depth} 
 

3 Hardware implementation of EHKM 
 This section gives an overview of the hardware 
implementation of EHKM. We present a description of the 
capabilities, limitations and support for networking 
applications as well as the actual implementation details on 
the BS and the UMR/SLU motes.  

3.1 Overview of hardware and associated 
limitations 

 The hardware used was chosen to be energy-
conservative, performance-oriented and of small form-factor. 
For a low-power consumption, fast 8-bit processing and ease 
of interface to peripheral hardware components, the Silicon 
Laboratories® 8051 variant was chosen with the external 
RAM, UART interface and A/D sensing, the microcontroller 
is capable of performing various tasks done by sensor nodes. 
The Maxstream XBeeTM RF module was used for 
communication. 

To implement the algorithm on hardware, many limitations 
had to be taken into consideration. The speed, precision and 
storage requirement all became factors in making a decision 
on which microcontroller to use. For EHKM, the initial 
design goals were to limit the energy consumption while 
providing a reasonable level of security. This was a factor in 
our hardware implementation as the options of low-power 
consumption and powerful 8-bit processor architectures were 
limited. Other factors that were considered are the limitations 
on the available memory (since EHKM stores different types 
of keys) and processing speed (encryption/decryption can be 
time consuming in some cases). 

3.2 Sensor node hardware 

 The Generation-4 Smart Sensor Node (G4-SSN) was 
used to perform the functionality of the sensor nodes in our 
hardware model. G4-SSN was originally developed at the 
University of Missouri – Rolla (UMR) and updated 
afterwards at St. Louis University (shown in Figure 1). This 
node has several abilities for sensing such as strain gauges, 
accelerometers, thermocouples, and general A/D sensing. It is 
also capable of performing processing tasks such as analog 
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filtering, Compact Flash memory interfacing and 8-bit data 
processing at a maximum of 100 MIPS. Table 1 gives a 
summary of the specifications of the G4-SSN  [2] [3]. 

 
Figure 1. UMR/SLU G4-SSN 

Table 1. G4-SSN specifications 
 G4-SSN 

I@ 3.3 V [mA] 35 
Flash Memory [bytes] 128k 

RAM [bytes] 8448 bytes 
ADC Sampling Rate [kHz] 100@ 10/12-bit 

Form-Factor 100-pin LQFP 
MIPS 100 

 

3.3 Implementation details 

 EHKM extends the software architecture that was 
developed in  [3] by modifying the behavior of the nodes and 
the control packets they receive from the BS. 

Figure 2 shows the software architecture of our hardware 
implementation which illustrates the three layer approach that 
is used in this development. The various layers provide 
flexibility since the layer specific details may be changed 
with minimal effect on the overall system. The Application 
layer is responsible of handling all sensor data processing. 
The Physical layer sets up the serial interface between the 
microcontroller and the radio module. The layer in between is 
responsible of the queuing, scheduling, routing, and message 
abstraction. Note that EHKM falls within the same layer but 
runs in parallel to the sub-layers. 

Before implementation, we considered the possibility of 
further enhancements on the protocol. Our first observation 
was that it is resource consuming to distribute the sub-
network key using the unicast pair-wise approach described 
above. Instead, we propose that a node encrypts the message 
containing the sub-network key using its own Kr. This 
message can then be sent as a broadcast message and all the 
nodes in the sub-network will be able to decrypt it using the 
key Kr of the HCH.  

In addition to the existing packets in the routing protocol 
implementation in  [3], we added several packets that are sent 

either from the BS to the nodes or among the nodes 
themselves. These packets are essential for the proper 
exchange of the various keys in the network. Following is an 
explanation of the purpose of each packet. 

 
Figure 2. Software architecture of EHKM 

START_KEY_EXCHANGE: The BS initiates the key 
exchange between the nodes at the beginning of the 
operational lifetime of the network. This will mark the 
beginning of the period running for Tmin seconds. The nodes 
proceed with their key exchange upon receiving this packet 
by sending a KEY_HELLO message. 

KEY_HELLO: During the interval that starts when a 
START_KEY_EXCHANGE is received and ends Tmin 
seconds later, the nodes in the network generate their new 
key Kr to replace the old pair-wise key K2. The message will 
be sent to all one hop neighbors in a broadcast mode in the 
following format. 

Ni  all one hop neighbor:     )K Node_ID, (E rK2

During Tmin, the key K2 is known by all the one hop 
neighbors and can be used to decrypt the message. After Tmin 
the nodes will delete K2 from the memory and use Kr Instead. 

START_ALGORITHM: This triggers the partial key exchange 
discussed earlier. 

PARTIAL_KEY_EXCHANGE: Each node generates a random 
partial key and transmits it to the node in the level above it in 
the sub-tree until it reaches the HCH that calculates the final 
sub-network key. 

SUB_NETWORK_KEY: After the final key is calculated it is 
sent to the sub-network members in an encrypted packet. The 
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message in EHKM will differ from that of the EEHKM. For 
EHKM, the packet is encrypted using the key Kr of the 
intended destination and transmitted as a unicast (once for 
each intended recipient) to node i  (i = 0, 1,…, m). EEHKM, 
on the other hand encrypts the packet once using its own Kr 
and broadcasts it. The recipients of the message are 
responsible of decrypting it using Kr of the HCH. 

The first experiment was run 10 times for each of the 3 cases 
to find the throughput and the change in the energy 
consumption.  

From Table 2 we notice the increase in the overhead energy 
consumption. This is attributed to the added overhead of 
packets for the functionality of the key management schemes. 
The other contributing factor is the encryption of the packets. 
We note that EEHKM results in better energy management 
and this is attributed to the reduction of the repeated 
encryptions and transmissions that were eliminated from the 
original EHKM.  

Figure 3 gives a graphical explanation of how EHKM and 
EEHKM handle the various packets for their operation.  

4 Hardware setup and results 
 We ran the Optimal Energy Delay Senor Routing 
protocol (OEDSR) on the network under test. The choice of 
the protocol has no effect on the operation of the key 
management technique and is only responsible of routing the 
various packets within the network. The sensor nodes employ 
802.15.4 modules that transmit at data rate of 250 kpbs and 
interfaces to the node processor at 38.4 kbps. These modules 
run at a low-power of 1-mW whereas the module connected 
to the BS transmits at 100-mW to extend its range. 

Table 2. Average percentage of routing energy and bit rate 
 OEDS

R w/o 
 EHKM 

OEDS
R 

with  
EHKM 

OEDSR
with 

EEHK
M 

Avgerage percentage 
routing energy 22.5 32.4 29.1 

Avgerage bit rate 6.28 5.84 6.15 

As for the throughput, we studied the bit-per-second of data 
that were sent out. We see that OEDSR with no key 
management gives a higher data rate but EEHKM is 
relatively close to it while EHKM has the least throughput. 
This decrease in the throughput may be attributed to the 
added overhead and the bottlenecks around the CH nodes.  

The experiments were conducted on a network consisting of 
6 nodes. The nodes generated around 3.2 packets/sec with a 
packet length of 100 bytes of which 12 were header bytes. 
The experimental cases were  

1) Nodes using OEDSR with no key management. 
 

2) Nodes using OEDSR with EHKM.  

3) Nodes using OEDSR with EEHKM. 

 

Figure 3. Packet handling in EHKM implementation 
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Next, we studied the end-to-end delay to determine the effect 
of applying EEHKM. The results are given in seconds in 
Table 3. 
 
We notice that the application of the encryption algorithm 
increased the average end-to-end delay by about 15%. This is 
reasonable given the computational requirements. The choice 
of a low cost encryption scheme such as the Tiny Encryption 
Algorithm (TEA) can reduce the delay. 

Table 3. Average end-to-end delay comparison 

Test OEDSR w/o 
EHKM  
           (Sec) 

OEDSR with EEHKM
              (Sec) 

Test # 1 0.1728 0.2013 

Test # 2 0.1537 0.2711 

Test # 3 0.1674 0.1792 

Test # 4 0.1456 0.1628 

Test # 5 0.1911 0.1813 

Test # 6 0.1731 0.1623 

Average 0.1673 0.1930 
 

5 Conclusions 
 Two key management protocols were implemented on 
hardware for performance analysis. The study aimed at 
investigating the behavior of the protocol on hardware. The 
results of this work can be applied to the existing simulation 
model for simulations of different scenarios where a wide 
area or a high number of nodes is needed. 

There is always a tradeoff between applying security in the 
network and the energy, delay, and throughput. This was the 
case in this study as we noticed a drop in the throughput and 
an increase in the end-to-end delay and overhead energy 
consumption. An increase of about 7% on the energy 
consumption and around 15% on the delay were observed. 
These values are relatively low and may be acceptable given 
the added security in the network. 

The nodes demonstrated different behavior than that of what 
was seen in simulation. For example, the effect of contention 
was clearly apparent in some tests when all the nodes started 
transmitting at the same time.  

Our future direction with this work is to improve the random 
key generation. Currently, our model runs a simple random 
generator which is clearly not a safe option from a 

cryptographic point of view. We will investigate the use of an 
advanced random generator such as the Pseudo Random 
Number Generator such as Fortuna. Another aspect to be 
studied is the priorities given to key management packets. 
Currently, all the control packets flow through a FIFO queue 
while we believe that a more suitable implementation is to 
assign higher priorities for such packets. Finally, we will 
develop attack scenarios and traffic analysis techniques to 
study the effectiveness of this protocol. 
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Abstract: One of the main design issues for wireless sensor 
networks is the node placement (NP) problem. This paper 
investigates the optimization of Wireless Sensor Networks 
(WSNs) layout. All sensor nodes in the environment are 
required to be connected to high-energy level nodes which 
operate as relay from environment to base or ground to a 
satellite in order to transmit aggregated data.  Long distance 
transmission by sensor nodes is not efficient in terms of 
energy since energy consumption is a super linear function 
of the transmission distance. In this study, the sensors are 
assumed to communicate in fixed range. Our framework for 
WSNs optimizes two competing objectives which are the 
total sensor coverage and the lifetime of the network. By 
using the genetic algorithm, our approach obtains a solution 
which contains a set of minimum number of nodes to cover 
the sensing range with optimum energy consumption. 
 
Keywords: Wireless Sensor Network, Clustering, Routing Algorithm, 
Optimum consumption of energy, Node Placement. 

I. INTRODUCTION 

WSNs consist of large number of sensing devices, which 
are equipped with limited radio communication capabilities 
and limited computing features. They are used for many 
purposes in the present and the future. The realization of 
WSNs poses a lot of challenges in system and network 
design, algorithm and protocol design, and query language 
and database design. The primary issue under focus which 
is critical to the proper functioning of wireless sensor 
networks is the clustering techniques that can save energy 
consumption. Some applications just need the aggregated 
value to be sent to the sink (base station), so the sensors 
collaborate between each other to send more accurate 
information about their local locations. In order to help 
sensor nodes to aggregate data in efficient manner, node 
placement should be applied. Since energy consumption 
during the communication can be considered as major 
energy depletion parameters, the number of transmissions 
must be reduced as much as possible to achieve the 
extended battery life [1, 2]. On the other hand, the recent 
advances that witnessed to WSNs made it interested in the 

applications that need high-deployment, i.e. environmental 
monitoring applications, where the sensor nodes are left 
unattended in order to report the parameters of interest like 
humidity, temperature, light, etc. [11]. Because of the 
difficulty of recharging node batteries in the case of the 
high-density deployment, the energy efficiency became a 
major design goal in WSNs. 
In recent years, there are many significant interests toward 
WSN especially in optimization of BS location problem, 
but research on BS is never done. In [4], Chakrabarty et al. 
devote research using Integer Programming (IP) , while 
Bulusu et al. [5], Dhillon et al. [6] and Howard et al. [7, 8] 
utilize different greedy heuristic rule to incrementally 
deploy the sensor. Zou et al. [9] inspect Virtual Force 
Methods (VFM) for the sensor deployment (VFM often 
apply in the deployment of robots [8]). 
In this article, we present some optimal placement 
strategies and through numerical results, we show that the 
optimal node placement strategies provide significant 
benefit over a commonly used uniform placement scheme.  

 
II. BACKGROUND 

WSNs are used in several areas including: military, 
medical, environmental and household. But in all these 
fields, energy, data lost, delays have determining role in the 
performance of wireless sensor networks [3].  
 
Therefore, in order to balance the energy consumption 
between the nodes, the node placement process should be 
applied to all sensor nodes.  
 
2.1 Definitions 
Before heading with the details of the research, we will first 
describe some basic concepts. 
 
Clusters: They are the organizational unit for WSNs.  
Cluster Heads: They are the organization leader of a 
cluster. They are often required to organize activities in the 
cluster. These tasks include but are not limited to data-
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aggregation and organizing the communication schedule of 
a cluster. 
Base station: In WSNs, a base station is a wireless 
communication station installed at a fixed location to 
communicate and used to gather data from other nodes. 
Node Placement: Nodes are deployed on the 
campus network to ensure the network can have the 
best performance. 
 
A suitable node placement protocol, in addition to 
balancing the energy consumption between all nodes, 
provides a better network throughput under high load by 
reducing the channel contention and packet collisions. 
Figure 1 denotes an example of a node placement scheme. 

 
 

Figure 1: Node Placement Scheme 

Generally, advantages of suitable sensor propagation in 
WSNs are [2]:  

• Scalability: number of the deployed nodes in the network 
can be high, that is for the limited number of transmissions 
between the nodes. 

• Collision reduction: because the cluster head (CH) works 
as a coordinator, the number of nodes that access the 
channel is limited and the communication between the 
cluster members and the cluster head is local. 

• Energy efficiency: the periodic relocation causes the 
network to consume more energy. However, by periodic 
relocation, the duties of the CH are distributed among all 
other nodes and this leads to less energy consumption. 
 
•Low Cost: Placing sensors at appropriate locations can 
prevent the excess costs. 
  
• Routing backbone: the CH aggregates the collected data 
by cluster members and sends it to the sink. This means the 
network can be built with a little route-thru traffic and an 
efficient routing backbone. 
 
2.2 Research Objectives 

Application requirements can often determine the NP 
objectives. Some important objectives for network 
clustering are as follows:  
 • Load balancing: As CH’s duties are more than the 
cluster members, it is important to relocate the network 
periodically in order to distribute the CH’s duties to other 
nodes.  
• Increased connectivity and reduced delay: Since the CH 
aggregates the collected data and sends it to the base station 
through other CHs, the inter-CH connectivity is an 
important requirement. However when the latency is 
important, intra-cluster connectivity also becomes an 
objective of the design. 
• Minimal cluster count: Some CHs could be expensive, 
for example they can be laptop computers, robots or maybe 
a mobile vehicle, and so the designer wills to employ such 
expensive and vulnerable nodes as less as possible. 
Moreover, the small number of deploying such nodes could 
be due to the complexity nature of these nodes. 
• Maximal network longevity: Minimizing the energy 
consumption for the intra-cluster communication, placing 
cluster members near to their respective CHs and 
distributing the load to other nodes by relocation will lead 
to maximize the network life. 
 

III. NEW ALGORITHM 
 

3.1 Genetic Algorithm 
Genetic Algorithm is a search technique inspired by the 
evolution nature. This kind of algorithm operates 
stochastically and starts to generate new population with 
primary individuals. Every chromosome includes several 
gens which are binary, real, etc. number. After any 
generation, all chromosomes will be evaluated according to 
their fitness (in fact fitness is our criterion) to make new set 
of better chromosome. This new population gradually 
biases toward to an optimum solution. 
  
3.2 WSN Modeling 
We utilize a flat square surface where nodes can be 
monitored within the ‘coverage’ function to experience our 
approach. The sensors can communicate with each other 
within ‘R’. All aggregated data are transmitted from 
upstream to downstream via hops. This assumption is just 
for convenience and surely does not prevent 
generalizability. Each node primarily has a specific energy 
level in its battery which will be arbitrary reduced by a 
transmission period.  
 
3.3 Formulating 
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Because of the massive calculations and in order to gain a 
suitable network, we sever the problem into two sub-
problems.  
In the first step, we obtain minimum number of nodes 
which are required to monitor the network area using the 
genetic algorithm. Usually, we can obtain a couple of 
solutions which result in the same efficient network. 
In the second step, using the prime and Dijkstra algorithms, 
the connectivity of nodes are evaluated. The two objectives 
are mostly considered are the coverage and the lifetime of 
the network. The covered area is calculated by the area of 
the union of the disks measured by radius ‘R’ centered at 
each connected sensor that is normalized by the total area 
and this is given with the Equation (1). 
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In 2005 [10], Quint et al. proposed the formula given by (2) 
to calculate the required energy for covering some purpose 
points which is called as the purpose function.   
 

(2)              **)(min_  
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In this equation, the constant  is a required energy to setup 
a node and di represents the cost of routing between 
upstream through downstream. This mount is computed 
before launching the program by using the Dijkstra 
algorithm. This value is a kind of penalty for the remote 
nodes. NC is the surcharge of uncovering points; yi and hj 
show the activation status of node i and the covering status 
of point j, respectively. 
 

(3)             cov/min_ ,, jiji erageffunctionfitness 

 
Equation (3) is our proposed fitness function which 
considers both the proposed coverage formula and the 
energy procedure. In this formula, we gain the ratio of the 
energy level and the mount of energy in order to design the 
appropriate network. 
 

IV. SIMULATION AND EVALUATION 
 
The considered space of WSN connectivity optimization is 
significantly non-linear, due to the binary nature of the 
communication medium between sensors; a little sensor 
movement will cause large effects in both objectives (even 
disconnecting the network). The GA was chosen to carry 
out the optimization since it has a good efficiency with 
non-linear objectives. Using the WSN simulator, we 
simulated our approach to show the efficiency of the 
network. The figures from 1 to 6 represent the algorithm 
performance step by step. We try to adapt the applied 
protocol to our approach to verify the sensor nodes, the 
power consumption and more importantly, the lifetime of 
the network. The right-hand sides of the figures are 
designed with a striped pattern which shows the uplink 
zone. Fig. 2 represents the network in the early monitoring.    
A green bit shows the data package and the series of red 
circles surrounded by gray circles are the network where 
gray circle is a sensor detection range [10].  
 

 
Fig.2: Network in the early monitoring 

 
Fig. 3 represents the network by passing of time. As it is 
obvious, some sensor nodes are depleted for transmitting 
data. Several bluish show the active nodes that red edges 
are the active communication lines. 
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        Fig.3: Some nodes are in-actives 
 

Figure 4 contains small circles and this represents a node 
that is depleting energy. This network is disconnecting 
which few data can be monitored.  
 

 
Fig.4: small circles show reducing the 

corresponding power 
 

 
Fig.5: Network is disconnecting 

 
Figure 5 shows the network with just two lived nodes. This 
network can cover the least area. Fig. 6 shows the dead 
network with no monitoring. 
  

 
Fig.6: Dead network 

 
Fig. 2 represents the network in the early monitoring.    
As you see fig. 6 represents the dead network .These 
figures approve our improvement which can extend the 
lifetime of the network. Figure 3 shows the network in 
progress with some disconnected nodes which make the 
network bi-parted. 
  

 
Fig.7: Comparison between number of available 
sensors, live and received packets existing in the 

network 
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Fig.8: Comparison between mount of power and 

lifetime of network 
 

Figures 7 and 8 show the average experiment associated 
with 200 packets. In Fig. 8 because of the heavy packets, 
the energy power of network is become low at time 
0:39:15, while the transferring of packet data has an 
incremental rate and continues until 5:10:24 in Fig. 7. It 
shows that the node placement is optimally achieved such 
that even with sending heavy packets, the network 
optimally tolerates. Even when a node becomes dead, 
another near node can almost transmit the data so that 
finally the packets are received to the sink. Therefore, the 
proposed algorithm is an optimal one and extends the 
network lifetime.           

 
V. CONCLUSION AND FUTURE 

WORK  

In this paper, we present a fitness function according to the 
mount of covered area of the network to obtain an optimum 
solution where more area can be covered in spite of 

efficient energy consumption. These objectives result in 
suitable lifetime of the network. For a future work, we will 
try to achieve an algorithm which can select the nodes and 
the points for covering.  
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Jointly Optimal Congestion Control, Network Coding and
Power Control for QoS Multicast over DiffServ MAI-affected

Wireless Networks

Enzo Baccarelli, Nicola Cordeschi and Valentina Polli
Dpt. of Information Engineering, Electronic and Telecommunication, “Sapienza” University of Rome, Italy

Abstract— Recent advancements in network coding have
shown great potential for efficient information multi-
casting in wireless packet networks in terms of both
throughput and robustness. In this paper, we address the
jointly optimal congestion control, network coding and
self-adaptive distributed power control for DiffServ-based
wireless networks. The target is to provide Quality of
Service (QoS) support to multiple multicast multimedia
sessions in the presence of Multiple Access Interference
(MAI). To cope with the nonconvex nature of the ad-
dressed cross-layer optimization problem, we develop a
two-level decomposition that is able to find the optimal
solution by means of a suitable relaxed convex version
of its comprising subproblems. Sufficient conditions for
the equivalence of the primary (nonconvex) problem
and its related (convex) version are provided, and a
distributed, iterative algorithm for computing the solution
of the resource allocation problem is developed. Actual
performance and robustness against node-failures are
numerically tested and compared with the ones of Dense
Mode Protocol Independent Multicast (DM-PIM) routing
algorithms.

Keywords: QoS wireless multicast, cross-layer optimization,
intra-session network coding, distributed power control.

1. Introduction
Network Coding (NC) extends the functionality of

interior network nodes from simple storing/forwarding of
packets to performing (in principle, arbitrary) of algebraic
operation on the received payload data [1]. Starting from
the seminal work in [2], several potential benefits of NC
have been envisioned, including maximization of multi-
cast throughput [2]–[5], robustness to link/node failures
and/or packet losses [1], [6]. Lately, distributed random
linear network coding schemes [7] have made actual
implementation of NC feasible in the wireless domain.
Hence, by referring to the emerging Next-Generation of
wireless connectionless DiffServ networking architectures
for the support of QoS-demanding multicast multime-
dia sessions, in this contribution we focus on jointly
optimal congestion control, intra-session NC and power
control when MAI cannot be canceled via suitable MAC
scheduling, so that the resulting network wide cross-
layer optimization problem is intrinsically nonconvex. By
fact, most published work involving network coding in
the wireless domain has been developed by focusing on

cross-layer optimization [8], [9] and has given rise to
a variety of contributions which differ mainly in how
they deal with MAI. When orthogonal scheduling is
allowed at the MAC layer (as in orthogonal Time and/or
Frequency Division Multiple Access networks [3], [4],
[10]), or link capacities and/or flow rates are directly
assumed to belong to convex resource sets [11]–[13],
cross-layer optimization problems are instances of convex
optimization and can be readily solved.

On the contrary, when MAI effects cannot be removed
through suitable MAC policies, the resulting resource
allocation problems cannot, in general, be reduced to con-
vex equivalent ones by means of either hidden convexity
properties or particular algebraic transformations of the
involved variables ([9], [14]). Nevertheless, there have
been several attempts to develop manageable approxima-
tions of such nonconvex problems. In [15], a QoS power
allocation problem for CDMA-based networks is proved
to be convex if, and only if, the Signal to Interference plus
Noise Ratio (SINR) can be expressed as a log-convex
function of the QoS parameters. Recently, in [16], the
authors derive conditions for the capacity function that are
able to convexify the tackled joint power control, network
coding and congestion control problem. Although con-
veniently solvable by common optimization tools, such
convex approximations present limited application ranges,
mainly because, due to the basic assumptions introduced
in [15], [16], low SINRs may give rise to negative link-
capacity values.

This considerations provide a strong motivation to
investigate the possibility to compute the exact (i.e.,
nonapproximate) solution of MAI-affected nonconvex
network-wide resource allocation problems by solving
suitably designed convex problems. To this end, in this
work we embed session utility, flow-control, QoS intra-
session network coding, MAC design and power con-
trol in a wide cross-layer problem, named the Pri-
mary Optimization Problem (POP). Hence, by leveraging
on the POP’s structural properties, we develop a two-
level solution that combines the performance advantages
claimed by the cross-layer approach with the convenience
of an optimization-driven decomposition [9], and that
is able to give the exact solution of the nonconvex
POP under a suitable set of conditions we provide in
Sect.4. Moreover, the proposed decomposition leads to
a distributed asynchronous self-adaptive iterative jointly
optimal congestion control, network coding and power
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control algorithm, which demands limited information
exchange among neighbouring nodes, and exhibits good
convergence properties.

The remainder of this paper is organized as follows.
In Sect.2, we describe the considered DiffServ multicast
MAI-affected power-limited networking scenario. Sect.3
focuses on the analytical formulation and the constraint
description of the POP. The proposed two-level decom-
position solution and its structural properties are detailed
in Sect.4. The development of the distributed resource al-
location algorithm is shown in Sect.5, whereas numerical
results and conclusion are provided in the final Sect.6.

About the adopted notation, A ≡ [a(v, l), v =
1, . . . , V ; l = 1, . . . , L] indicates a (V × L) matrix with
the (v, l)-th entry equal to a(v, l), −→ei is the i-th unit
vector of RV , log(·) is the natural logarithm, f−1(y) is
the inverse of the scalar function y ≡ f(·), and A denoted
the cardinality of set A.

2. Wireless Network Model
The considered wireless network is described by a

directed graph G ≡ (V,L), where V is the set of nodes
and L is the set of feasible links. A directed link l
going from the transmit node t(l) to the receive one r(l)
is feasible if the gain g(t(l), r(l)) of the corresponding
physical channel is strictly positive, e.g., when the receive
node r(l) falls within the transmission range of t(l). Let
A ≡ [a(v, l)] be the (V × L) node-link incidence matrix
that describes the feasible topology1 of the network graph
G, that is,

a(v, l) ,





1, if node v = t(l),
−1, if node v = r(l),
0, otherwise,

(1)

and let As ≡ [as(v, l)] , max {A,OV×L} be the
corresponding source matrix. We rely on a network fluid
model [17], where F ≥ 1 multicast sessions, each
one identified by the source/flow/destination-set triplet:
(si ∈ V, fi ∈ R+

0 ,Di ⊆ V, i = 1, . . . F ), distribute
their traffic flows across multiple paths. Furthermore,
we define the overall sink set as D ≡ ⋃F

i=1Di. To
each flow fi (measured in Information Unit per second
(IU/s)) corresponds a link-flow vector −→xi , whose l-th
component, xi(l), indicates the flow portion carried by
the l-th link, so that this last is loaded with a total flow
x

T
(l) ≡ ∑F

i=1 xi(l). Furthermore, as in [4], [8], [12],
[13], [16], intra-session network coding is considered as
a viable means to improve network efficiency and, as a
consequence, we have that [3]

xi(l) = max
j=1,...,Di

{xij(l)} (2)

where xij(l), named the j-th subsession flow, is the part
of xi(l) intended for destination dj ∈ Di.

1We explicitly remark that such matrix serves the only purpose to
capture the feasible network connectivity, whereas the actual topology
of the network, i.e., the activated links with their relative capacities, will
be the final solution of the considered POP of Sect.3.

In accordance with the DiffServ architecture, we as-
sume each session to belong to a different service class,
which demands for specific QoS requirements and pri-
ority levels. Without loss of generality, we label the
multicast sessions with increasing IDentity numbers (IDs)
that correspond to decreasing priority levels, so as to
assign smaller IDs to the sessions requiring higher prior-
ity. Due to the presence of network coding and multiple
service classes, each output port of every interior node
is equipped with F intra-session encoders, F parallel
queues (one for each QoS-level) and a single server,
which statistically multiplexes the outgoing flows accord-
ing to an assigned priority-based discipline [17].

Hence, since the i-th session is handled in accor-
dance with the i-th QoS class, the delay function
∆i(C, x1 , . . . xF

) adopted to measure the average queue-
plus-transmission delay induced by each single-hop de-
pends on the session-ID i, the link capacity C, and on
all the conveyed traffic flows {x1 , . . . xF }. Hence, we
assume that the following (mild) basic properties are
retained by each ∆i(·): i) it is continuous with respect
to its F +1 variables; ii) for any assigned set of variables
{C, x1 , . . . xF

}, it is increasing in the session-ID i, so
that the average delay introduced by the link increases
for increasing session-ID; iii) for any assigned i and
{x1 , . . . xF }, it is strictly decreasing in C; iv) for any
assigned i and C, it is nondecreasing in {x1 , . . . xF

};
finally, v) for any assigned i, ∆i(·) is jointly convex in
the F +1 variables (C, x1 , . . . xF

). Due to the Kleinrock’s
independence condition and Jackson’s Theorem, these
(mild) assumptions may be reasonably considered met in
the considered connectionless networking scenario, where
each source-destination coded route may be modeled as
the cascade of several queueing systems, whose corre-
sponding input traffics are the aggregation of multiple
flows belonging to different paths [17].

Due to the possible nomadic behaviour of the network-
ing nodes, we assume that each feasible link acts as a
block-fading channel, whose gain may be periodically
measured by the receive node. Besides fading, topological
and MAC-related parameters, as well as other system
depending parameters (e.g., cross-correlation properties
of the utilized access codes, beamforming coefficients,
etc.), affect the connection between two nodes. To capture
their comprehensive effect, we define G , [g(k, l)] as
the (L × L) matrix that collects the (nonnegative) gains
between each transmit-receive pair:

g(k, l) , g (t(k), r(l)) , k, l = 1, 2, . . . L .

Entries along the main diagonal of G (i.e., the co-
efficients {g(k, k)}) describe the gains of the feasible
links, whereas the remaining (possibly, nonzero) entries
{g(k, l), k 6= l} are MAI coefficients that measure the
interference among different links. Thus, for each link
l ∈ L with transmit power P (l) (W), we can express the
corresponding SINR(l) measured at the receive node r(l)
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as

SINR(l) ≡ Γ(l) g(l, l) P (l)
L∑

k=1, k 6=l

g(k, l)P (k) + N(l)

, (3)

where Γ(l) > 0 is the so-called SINR-gap accounting
for the target Bit Error Rate (BER), and the denominator
in (3) is the corresponding receive noise N(l) (W) plus
MAI power. In our framework, the function Ψl(SINR(l))
that measures the capacity C(l) (IU/s) of the l-link, is
assumed nonnegative, continuous and strictly increasing
for SINR(l) ≥ 0, with Ψl(0) ≡ 0. We underline that
none of the convexity and/or log-convexity assumptions
advanced by previous works on power-control of MAI-
affected networks (see [8], [10], [13], [16]) on the capac-
ity function is here introduced.

All the mentioned per-link parameters may be gathered
in the following (L× 1) column vectors: −→x

T
(total flow),

−→xij (subsession flow),
−−−→
SINR (SINR),

−→
Γ (SINR-gap),

−→
C

(capacity) and
−→
P (power).

3. The Multicast Primary Optimiza-
tion Problem (POP)

Let
−→
f ≡ [f1 , . . . , fF

] (IU/s) be the vector collecting
the F multicast flows forwarded from each source node
si ∈ V to its corresponding destination nodes {dj ∈
Di}. Thus, the Primary Optimization Problem (POP)
we introduce is a wide, generally nonconvex, cross-
layer problem. Its ultimate goal is to compute the set
of network variables {−→f ,−→x1, . . . ,

−→xF ,
−→
P ,
−→
Γ ,G} which

minimizes a given network cost function Φ(·), while
meeting a suitable set of session-dependent constraints
arising from the Application, Transport, Network, MAC
and Physical Layers. Specifically, the POP we consider
is formally stated as follows:

min−→
f ,−→x1,...,−→x

F
,
−→
P ,
−→
Γ ,G

Φ
(−→

f ,−→x1, . . . ,
−→x

F
,
−→
C

)
(4.1)

s.t.: A−→xij − fi(−→esi
−−→edj

) =
−→
0V , j = 1, ...Di, i = 1, ..., F,

(4.2)
x

T
(l)− η(l)C(l) ≤ 0, l = 1, ..., L, (4.3)

xij(l)−Div(i)fi ≤ 0, l = 1, ..., L, j = 1, ..., Di, i = 1..., F,
(4.4)

C(l)− Cmax(l) ≤ 0, l = 1, ..., L, (4.5)
L∑

l=1

ε(l)C(l)− Cave ≤ 0, (4.6)

L∑

l=1

Ji

(
C(l), xi(l)

)
−Ht(i) ≤ 0, i = 1, ..., F, (4.7)

Bmin(i)− fi ≤ 0, i = 1, ..., F, (4.8)
L∑

l=1

∆i

(
C(l), x1(l), .., xF

(l)
)
−∇t(i) ≤ 0, i = 1, ..., F,

(4.9)

Di(fi,
L∑

l=1

∆i(C(l), x1(l), .., xF
(l)))− σ2

D
(i) ≤ 0, i = 1, ..., F,

(4.10)
fi, xij(l) ≥ 0, j = 1, ..., Di, l = 1, ..., L , i = 1, ..., F,

(4.11)
Γ(l)− Γmax(l) ≤ 0, l = 1, ..., L, (4.12)
g(l, l)−Gmax(l) ≤ 0, l = 1, ..., L, (4.13)
−Gmin(k, l) + g(k, l) ≤ 0, l, k = 1, ..., L, k 6= l,

(4.14)
L∑

l=1

as(v, l)P (l)− Pmax(v) ≤ 0, v /∈ D, (4.15)

g(k, l), P (l), Γ(l) ≥ 0, l, k = 1, ..., L. (4.16)

Delving into the reported POP constraints, we note that,
in addition to the usual flow conservation laws in (4.2)
(which, due to the presence of network coding, apply
to each subsession, i.e., to each single source-destination
pair [3]), the flow vectors −→xij and −→x

T
have to comply

with the constraints in (4.3)-(4.4) that upper limit link
utilization. The reason for such bounds is manifold. First,
a proper tuning of the link utilization factor η(l) guaran-
tees the existence of a primary conflict-free scheduling
policy that may avoid self-interference over the network-
coded paths (see [18] for details). Second, since the fi’s
are only average measures of the forwarded flows, setting
a working condition of η(l) < 1 may prevent exceeding
capacity events due to traffic-volume fluctuations. Third,
the i-th link diversity factor Div(i) ∈ (0, 1] controls
the minimum number of distinct paths to be employed
by the i-th source to each destination dj ∈ Di: when
Div(i) < 1, every −→xij is strictly multipath, so that it
provides improved reliability and exhibits failure-tolerant
properties (see the numerical results of Sect.6).

Constraints in (4.5)-(4.6) may arise from economical
restrictions applied by the Network Administrator on the
capacity planning of the links [4]. These constraints fix a
maximum link-capacity Cmax(l) as well as a maximum
average network capacity cost Cave when the price-rate
of C(l) is set to ε(l). Similarly, the (convex) function
Ji(C(l), xi(l)) in (4.7) measures the cost to route the i-
th session over the l-th link and may be used to build
up suitable session-dependent overlay networks on top
of the assigned graph G. Per-session QoS requirements
are detailed in (4.8)-(4.12). Specifically, in addition to
minimum connection bandwidth Bmin(i) (IU/s) and max-
imum delay ∇t(i), we also account for a constraint on
the maximum (average) distortion σ2

D
(i) tolerated by the

end-users joining the i-th session. This bound is media-
application specific: as pointed out in [19], subjective
QoS may be measured by a proper, convex, distortion
function Di(·, ·) that depends on both i-th bandwidth and
delay. At the MAC Layer, we upper limit the achievable
gains of the feasible network links (4.13) and lower
limit the minimum allowed MAI coefficients (4.14). As
a consequence, only when all the Gmin MAI coefficients
in (4.14) vanish, orthogonal access is, indeed, feasible
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for the considered POP. A maximum per-link BER is
set through the corresponding maximum gap Γmax(l)
in (4.12). Finally, at the Physical Layer, we impose a
maximum power budget per transmit node (4.15), while
constraints (4.11), (4.16) assure the nonnegativity of all
variables.

Formally, as in [10], [11], the objective Φ(·) function in
(4.1) is a real-valued, jointly convex function of the link-
capacities

−→
C , end-to-end forwarded flows

−→
f and the link-

flows −→xi , continuously differentiable up to second order.
Since the nondifferentiability of the maximum function in
(2) may affect the differentiability of Φ(·) (and, likewise,
of all the POP’s constraints involving xi), we replace (2)
with the upperbound given by the corresponding Ln-norm
(see [16]):

xi(l) ≡ max
j=1,...Di

xij(l) ≤
( ∑

j

(xij(l))n
)1/n

, (5)

which converges to (2) for large2 n, while preserving
convexity. The objective function in (4.1) may be used to
capture user satisfaction (e.g., flow maximization), net-
work operator’s goals (e.g., efficient resource allocation,
load-balancing and fairness) or a proper trade-off of both
[9].

3.1 Unicast, Multicast and Multiple Unicast
applications

The formulation of the POP in (4) refers to the general
case of a multiple multicast problem with intra-session
network coding and multiple QoS classes. Depending
on the actual number of sources/destinations and, most
importantly, sessions, the POP directly adapts to unicast,
multiple unicast and multicast (with/without NC) scenar-
ios. Application of the POP to unicast and single-session
(coded) multicast is straightforward, since they can be
obtained by directly setting Di = F = 1 and F = 1,
respectively. Routing-based multicast and multiple unicast
without NC can be described by replacing the expression
in (2) with the following one:

xi(l) =
Di∑

j=1

xij(l) , (6)

since in the routing case, each xij(l) corresponds to an
independent flow (see [3]).

4. The proposed solving approach
The multicast POP in (4) is, generally, a nonconvex

optimization problem, despite the fact that its constraints
are linear or convex. This is a direct consequence of the
nonconvexity of the relationship tying powers and link-
capacities (see (3) and following text). These latter are not
actually part of the POP variables set, but act as coupling
parameters between Transport/Network {−→f ,−→x1, . . . ,

−→x
F
}

2We have numerically ascertained that n = 10 suffices to guarantee
a final accuracy within 1%.

and MAC/Physical {−→P ,
−→
Γ ,G} variables via the corre-

sponding feasible capacity region C. Therefore, neither
guaranteed-convergence iterative algorithms nor closed-
form solutions are available to evaluate the optimum
{−→f ∗,−→x1

∗, . . . ,−→x
F
∗,
−→
P ∗,

−→
Γ ∗,G∗} of the resulting MAI-

affected nonconvex POP. However, by leveraging on the
coupling role of link-capacities, we propose a two-level
decomposition where: i) the upper level tackles the Flow
Network Coding Problem (FNCP), to find the optimal
link-capacity vector

−→
C ∗; and, ii) the lower level computes

the capacity bounds for the FNCP on the basis of the
Physical/MAC constraints and, then, it solves the corre-
sponding Efficient Resource Allocation Problem (ERAP).
This last aims at computing the capacity target vector

−→
C ∗,

while minimizing resource consumption.
To formally define the abovementioned feasible capac-

ity region C of the multicast POP, let

Π ,
{(−→

P ,
−→
Γ , G

)
: (4.12)-(4.16) simultaneously met

}
,

(7)
be the convex region of the (L2 + 2L)-dimensional
Euclidean space comprising all the triplets

(−→
P ,
−→
Γ , G

)

meeting the MAC and Physical layers constraints. Fur-
thermore, let

S ,
{−−−→

SINR , [SINR(1), . . . , SINR(l)]T
}

, (8)

be the related L-dimensional set of feasible SINR vectors
obtained by a componentwise application of the scalar
expression in (3) to the elements of the set Π in (7). The
resulting POP capacity region C can be now formally
defined as

C ,
{−→

C ∈ (
R+

0

)L
: ∃−−−→SINR ∈ S : C(l) ≤ Ψl(SINR(l)), ∀ l

}
.

(9)
On the basis of (9), the FNCP is an optimization prob-

lem in the {−→f ,−→x1, . . . ,
−→x

F
,
−→
C } variables, so formulated:

min−→
f ,−→x1,...,−→x

F
,
−→
C

Φ
(−→

f ,−→x1, . . . ,
−→x

F
,
−→
C

)
, (10.1)

s.t. : POP constraints in (4.2)–(4.11), (10.2)
−→
C ∈ C. (10.3)

We define the corresponding ERA problem as

min−→
P ,G,

−→
Γ

ϕ (
−→
P ,G), (11.1)

s.t. : POP constraints in (4.12)–(4.16), (11.2)
SINR∗(l)/SINR(l)− 1 ≤ 0, l = 1, . . . , L , (11.3)

where SINR∗(l) , Ψ−1
l (C∗(l)), and C∗(l) ∈ −→C ∗ is the

capacity value of link l, that is solution of the FNCP in
(10). Furthermore, ϕ (

−→
P ,G) in (11.1) is a cost function

introduced in order to pick up the most resource-efficient
allocation when the feasibility problem defined by the
constraints (11.2)-(11.3) allows multiple solutions. The
aboveintroduced subproblems are coupled by the optimal
capacity vector

−→
C ∗ and the feasible capacity region C,
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and retain the two following basic properties (whose
proof can be found in [20]).

Proposition 1: When ϕ(
−→
P ,G) is posynomial in

{−→P ,G}, the ERAP becomes an instance of geometric
programming and, therefore, solvable by convex opti-
mization. ¤

Proposition 2: Let us assume C in (10.3) be defined
as in (9). Thus, the multicast POP in (4) admits the same
solution of the combined FNC-plus-ERA problem in (10)-
(11). ¤
A direct consequence of Proposition 2 is that, whenever
the feasible capacity region C in (9) is a convex set,
both the combined FNC-plus-ERA problem and the POP
are convex and their optima coincide. Unfortunately, this
condition is met only for log-convex capacity functions
(see [15], [16]), or when the POP allows orthogonal
access (i.e., when all {Gmin(k, l)} in (4.14) vanish).
Nonetheless, in [20] we prove that the proposed two-
level decomposition retains the following fundamental
properties, that make it valuable for the solution of
nonconvex POPs.

Proposition 3: Let us consider a convex outer-bound
C0 of the feasible capacity region C, i.e., {C ⊆ C0}, and
let

−→
C0

∗ be the link-capacity vector obtained by solving
the resulting C0-relaxed FNCP3. Thus, the following
properties hold:

1. when the C0-relaxed FNCP is unfeasible, then also
the POP is unfeasible;

2. when the C0-relaxed FNCP is feasible but the ERAP
is unfeasible (i.e.,

−→
C0

∗ /∈ C), then no conclusion
may be drawn about the feasibility/unfeasibility of
the POP;

3. when the C0-relaxed FNCP and the ERAP are both
feasible (i.e.,

−→
C0

∗ ∈ C), then the POP is feasible and,
most importantly,

−→
C ∗ ≡ −→

C0
∗. ¤

Proposition 3 provides both formal and practical support
to the proposed two-level decomposition, by guaranteeing
that it is, indeed, possible to solve the nonconvex multicast
POP by means of two coupled convex problems. Such
capability is, however, dependent on the occurrence of
Case 3 of Proposition 3, which, in practice, is higher
when C0 is tighter to C. Since tight outer bounds are
generally very complex to be characterized and their
evaluation may lead to NP-hard problems [4], in practice,
we are interested in the C0 leading to the best accuracy-
vs.-complexity tradeoff (see Sect.6).

As pointed out in Proposition 3, feasibility of the
ERAP guarantees the feasibility of the POP and, more-
over, the coincidence of its solution to that of the FNC-
plus-ERA problem. Therefore, the following condition
(proved in [20] and derived for the feasibility of the
ERAP) acts as sufficient condition for both the POP
feasibility and the solutions equivalence:

−→
C ∗ =

−→
C0

∗.
Proposition 4: Let J be the (L × L) matrix whose

3This problem is obtained by replacing C in (10.3) with its outer
bound C0.

(k, l)-th entry is defined as

J(k, l) ,
{ −1, k = l,

Gmin(k,l)Ψ−1
k (C∗0 (k))

Gmax(k)Γmax(k) , k 6= l.

Thus, if and only if there exists a ((V + L) × 1)
nonnegative vector

−→
β that satisfies the following (matrix)

equation: [
J
As

]T −→
β +

−→
1 L =

−→
0 L, (12)

the ERAP is feasible. ¤

5. The Distributed Self-Adaptive Re-
source Allocation Algorithm

In principle, being convex optimization problems, un-
der the Slater’s qualification conditions, both the C0-
relaxed FNCP and the ERAP can be solved via the
Karush-Kuhn-Tucker (KKT) optimality conditions. How-
ever, the particular structure of the ERAP makes the
solution of its dual problem conveniently suitable for dis-
tributed implementations. In detail, the Lagrangian func-
tion associated to (11), when ϕ (

−→
P , G) ≡ ∑L

l=1 P (l), can
be expressed as [20]:

L(−→z ,−→y ,W,
−→
λ ) =

L∑

l=1

ezl +

+
L∑

l=1

λ1l

(
SINR∗(l) e−zl−yl−wll

[ L∑

k 6=l

ezk+wkl + N(l)
]
− 1

)
+

+
V∑

v=1

λ2v

(
Pmax(v)−1

L∑

l=1

as(v, l)ezl − 1
)
+

+
L∑

l=1

λ3l

(
eyl − Γmax(l)

)
+

L∑

l=1

λ4l

(
ewll −Gmax(l)

)
+

+
L∑

l=1

L∑

k 6=l

λ5kl

(
e−wkl + Gmin(k, l)

)
, (13)

where zl , log(P (l)), yl , log(Γ(l)), W(k, l) , [wk l =
log(g(k, l))], and

−→
λ , [

−→
λ 1
−→
λ 2
−→
λ 3
−→
λ 4
−→
λ 5]T is the vector

collecting all the Lagrangian multipliers associated to the
constraints in (11.2)-(11.3).

From the analysis of (13) (see [20] for details), it results
that all variables and multipliers are local quantities, so
that the ERAP may be solved through an iterative dis-
tributed asynchronous algorithm that requires only per-
link measurement/processing and limited message passing
among neighbouring nodes. Furthermore, such algorithm
simply relies on gradient-based updates for each variable
u, according to [20]:

u(k+1) = u(k) − a(k)∇uL
(−→z (k),−→y (k),W(k),

−→
λ (k)

)
,

(14)
where k = 0, 1, . . . is a discrete iteration index, whereas
{a(k)} is a suitable step-size sequence we may adaptively
tune according to the relationship developed, for example,
in [21].
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Fig. 1: Butterfly network with two active multicast ses-
sions sharing the same QoS requirements and destination
sets [8].

6. Numerical Results and Conclusion
In this section, we test the performance of the proposed

resource allocation algorithm with respect to conventional
IP multicast routing algorithms, and, then, show how it
is able to self-adapt to node failure events. We consider
the butterfly topology in Fig.1 [8], where two sources
(located at nodes v1, v2) have to send information to a
common destination set D ≡ {d1, d2, d3} with the same
QoS requirements.

In the carried out numerical tests, we adopt
the Shannon-Hartley’s logarithmic formula: C(l) ≡
B log2(1 + SINR(l)) (Mb/s) to measure the capacity of
the l-th link, with bandwidth B ≡ 1 MHz. This function
successfully complies with all the previously reported
assumptions on Ψl(·) and guarantees nonnegative capaci-
ties, even for vanishing SINRs. Furthermore, we consider
per-session link-delays measured as in [17]: ∆(C, xT ) ≡
([C − x

T
]−1 + C−1) (s). As in [19], D(f) = exp(−f)

is employed as distortion function in (4.10) and the total
power consumption is selected as the ERAP cost function,
i.e., ϕ (

−→
P ,G) ≡ ∑

l P (l).
In the carried out tests, we directly adopt the follow-

ing simple-to-characterize box-type outer bound for the
capacity region:

C0 ≡
{−→

C ∈ (
R+

0

)L
: ∀l = 1, . . . L,

0 ≤ C(l) ≤ Ψl

(
Γmax(l)Gmax(l)Pmax(t(l))

N(l)

)}
.

(15)

Such bound coincides with the actual capacity region
C for the MAI-free case and we anticipate that it has
proven sufficient to guarantee the occurrence of Case 3
of Proposition 3 in all the presented numerical tests.
The basic simulation parameters are detailed in Table 1.
Interfering links are the ones ending into a common re-
ceive node, and Gmin in Table 1 indicates their minimum
gain4. Nonuniform resource availability is considered:
links indexed with 5, 6, 7, 8 and 9 in Fig.1 are assigned
Cmax = 5Mb/s. Furthermore, we set f1 = f2 = f and
define a common (total) bandwidth requirement for each
destination Bmin(i) = 2Mb/s, i = 1, 2.

4Orthogonal links have identically zero interfering gains.

Table 1: Main Simulation Parameters
N = 0.01mW Pmax = 2mW σ2

D = 0.2 Γmax = 0.5

Gmin = 10−2 Div = 1 η = 0.8 ∇t = 30µs

Cave = 50Mb/s ε = 1 Gmax = 1 Cmax = 4Mb/s

Table 2: Example of practical relevance of Proposition 3
Case A C0-FNCP unfeasible POP unfeasible

Case B MAI-free POP feasible

Case C medium MAI POP feasible

Case D high MAI POP undetermined

About actual relevance of Proposition 3, Table 2 shows
how variations in the system parameters in Table 1 impact
on the three cases detailed in Proposition 3. Specifically,
if a too demanding per-session QoS requirement (such
as ∇t = 5µs) is advanced, the C0-FNCP results to be
unfeasible (Case A), and so the POP (see Proposition
3.1). MAI-free operating conditions (Case B) and medium
interference gains (Case C: Gmin ≤ 0.04) guarantee the
feasibility of the POP and the optimality of the solution
found by the proposed approach (see Proposition 3.3).
Finally, when the interference gains grow beyond 0.04
(Case D), the bound C0 in (15) becomes too loose and,
according to Proposition 3.2, prevents us from drawing
any conclusion about the feasibility/unfeasiblity of the
POP. In this regard, we point out that all the following
reported numerical results refer to the POPs’ exact solu-
tions.

Let us analyze the flow distribution when: i) the objec-
tive in (10.1) is the maximization of the total flow arriving
at each destination, i.e., Φ(

−→
f ,−→x1 . . . ,−→x

F
,
−→
C ) = −f ; and

ii) the resulting POP is solved either with routing (i.e.,
as a multiple unicast problem) or with network coding
(see Sect.3.1)5. The available paths to the destinations
d2, d3 (d1 is not shown since it is symmetrical to d2),
their nodes composition and the corresponding Routing-
based (R) and Network Coding-based (NC) flows (in
Mb/s) are detailed in the first four columns of Table 3.
From the reported values, it is apparent the advantage
of a network coded solution: the total conveyed flow
f

NC
= 7.25Mb/s more than doubles the routing one f

R
,

which is only equal to 3.20Mb/s. As shown in the last
columns of Table 3, network coding is still beneficial
when failures occurred at nodes v6, v8. However, since
the failure makes the number of available path decrease,
in this case the throughput gain due to network coding is
limited to the 37%.

The network coding gain, as well as the convergence
behaviour and the adaptivity to node failures of the overall
distributed resource allocation algorithm of Sect.5, may
be appreciated through the plots in Fig.2. These latter
report the time-evolution (with respect to the iteration

5Having a common destination set allows to code together the flows
of s1 and s2 and still be consistent with the assumption of intra-session
network coding (see [2]).
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Table 3: Path-flow distribution for destinations d2, d3

path composition flows (v6, v8 on) flows (v6, v8 off)
R NC R NC

d2

P1 {v2, v8, v10} 0.95 2.40 0.00 0.00
P2 {v2, v4, v10} 0.58 2.40 1.00 1.61
P3 {v2, v4, v5, v7, v10} 0.07 0.00 0.00 0.37
P4 {v1, v3, v5, v7, v10} 1.60 2.45 1.00 1.22

d3

P5 {v2, v8, v11} 1.40 2.40 0.00 0.00
P6 {v2, v4, v5, v7, v11} 0.20 1.22 1.00 1.60
P7 {v1, v6, v11} 1.40 2.40 0.00 0.00
P8 {v1, v3, v5, v7, v11} 0.20 1.22 1.00 1.60

total flow f 3.20 7.25 2.00 3.20
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Fig. 2: Evolution of routing (fR ) and network coding
(fNC ) total flows to destination d2, in the presence of
failures of v6 and v8 at k = 250.

index k) of the total flows fNC and fR to destination
d2. Good convergence to the optimal POP solutions
(indicated by the horizontal lines in Fig.2) is achieved
in about 50 iteration cycles, whereas quick reactivity to
the failures (which occur at k = 250) is supported by the
fact that the optimum is approached (with an error below
10%) within 20 iterations.

Conventional multicast based on the DM-PIM rout-
ing algorithm [22], that floods information across the
minimum-hop distribution-tree, is considered for perfor-
mance comparison. All simulation parameters have been
kept unchanged, and both the proposed and the DM-
PIM’s algorithms are required to support the same flow
f = 2Mb/s to each destination. In the case of the network
in Fig.1, the minimum-hop distribution tree comprises of
links {l1, l2, l3, l4, l7, l12, l13, l14}, and the corresponding
total power consumption and maximum delay are equal
to 2.88mW and 7.2µs, respectively. Whereas the DM-
PIM’s strategy optimizes resources by minimizing the
number of involved links, the POP solution proves that, a
more even flow-distribution across the network can save
more than the 75% of power, while even gaining the

6% in delay with respect to the DM-PIM one. These
performance gains support the actual effectiveness of the
proposed distributed resource allocation algorithm with
intra-session NC.
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Abstract—Wireless networks are one of the most essential
components of the communication networks. In contrast to
the wired networks, the inherent broadcast nature of wireless
networks provides a breeding ground for both opportunities and
challenges ranging from security to reliability. Moreover, energy
is a fundamental design constraint in wireless networks. The
boom of wireless network is closely coupled with the schemes
that can reduce energy consumption. Network coding for the
wireless networks is seen as a potential candidate scheme that
can help overcome the energy and security challenges while
providing significant benefits. This paper presents a basic model
for formulating network coding problem in wireless setting. Since
the optimal solution to wireless network coding is NP (non-
deterministic polynomial-time)-hard, we intend to explore the
impact of different parameters with random and non-random
solutions. We present extensive simulation to show the strength
of random network coding scheme in general wireless network
scenarios. This study provide a comprehensive insight into the
limits of wireless network coding.

I. INTRODUCTION

Wireless networks are one of the most essential components
of the communication networks. In contrast to the wired
networks, the inherent broadcast nature of wireless networks
provides a breeding ground for both opportunities and chal-
lenges ranging from security to reliability. Moreover, energy
is a fundamental design constraint in wireless networks. The
boom of wireless network is closely coupled with the schemes
that can reduce energy consumption. Network coding for the
wireless networks is seen as a potential candidate scheme that
can help overcome the energy and security challenges while
providing significant benefits.

In reference to its applications in wireless network, the
typical setting of the network coding problem of consist of
a server and a set of clients. Server has set of all packets
needed by clients. Each client needs a packet( or packets)
called required packetsand might have overheard packets due
to broadcast nature of wireless networks during some previous
transmission. Server can make use of the overheard packets
at the clients to reduce the overall number of transmissions.
The goal of the wireless network coding problem is to reduce
the number of transmissions as explained in the following
example.

Consider an example of a simple wireless network shown in
Fig 1 consisting of a server and four clients. In this example
a server(wireless tower) needs to satisfy 4 wireless clients by
transmitting 4 packets p1, p2, p3, p4 if it does not use network
coding but using network coding the transmissions is reduced
to half i.e. p1 + p2 and p3 + p4.

Unfortunately optimal solution to network coding problem
for wireless network is NP-Complete i.e. a polynomial time so-
lution does not exist. Therefore finding the minimum number

Required:      P1
Overheared:  P2

Required:      P2
Overheared:  P1

Required:      P3
Overheared:  P4

Required:      P4
Overheared:  P3

Fig. 1. An example of network coding in wireless networks

of transmissions and the coded packet combinations that can
help in reducing the number of transmissions is not possible
in a realistic time for any general input. Due to hardness of
finding exact solution to the problem, a set of algorithms is
developed to address the issue which, in most of the practical
situations, guarantees a lesser number of transmissions as
compared to traditional schemes although not the least one.

This paper presents a basic model for formulating network
coding problem in wireless setting. Since the optimal solution
to wireless network coding is NP-hard [1], we intend to ex-
plore the impact of different parameters with random and non-
random solutions. We present extensive simulation to show the
strength of random network coding scheme in general wireless
network scenarios. This study provide a comprehensive insight
into the limits of wireless network coding.

II. PREVIOUS WORK

The network coding was firstly introduced by Ahlswede et
al. [2] in 2000. Figure 2 represents the famous example given
by Ahlswede et al. showing the necessity of using network
coding i.e., coding at the intermediate nodes of the network
in order to achieve multicast capacity. The main result by
Ahlswede et al. [2] was to show that network coding can
help to send the data traffic at the same rate as the min-cut
between the sender and the receiver. The work on network
coding was further explored by Koetter and Medard [3] giving

Corresponding author Marium Jalal Chaudhry mariumjalal@yahoo.com

244 Int'l Conf. Wireless Networks |  ICWN'11  |



 

  

 

 

 

 

T1 T2 

S 

Fig. 2. An example of a butterfly network [2]

the first algebraic framework for linear network coding over
any given network. The results of the authors in [3] also ties
network coding with the robustness. Koetter and Medard [3]
also studied their proposed solutions for more practical cyclic
networks that incorporate delays. Authors in [4] have also
presented a sound mathematical model for finding the network
coding solution by expressing the global coding coefficients as
transfer matrices, which was also shown to have an interesting
relationship with a mapping to the bipartite matching and
then to network flows. Single-source multicast network was
studied in detail by Sanders et al. [5] and Jaggi et al. [6].
They not only presented the bounds on the required field
size but also presented the first deterministic algorithm for
the network coding solutions. Fragouli et al. [7] presented an
easier and efficient heuristic solution for the network coding
problem by relating it to the graph coloring problem. Rasala
Lehman and Lehman [8] and Feder et al. [9] studied how the
characterization of any networks impacts the feasibility of the
proposed solution. Network Coding problem over undirected
networks was explored by Li and Li [10] bounding the network
coding gain by a factor of 2.

III. ORGANIZATION

This paper presents our basic model for formulating network
coding problem into a graph theoretic problem in Section
IV followed by the suggested performance metric. Then we
formally define the problem statement for wireless network.
We describe two algorithms in Section V. One is random
network coding and other is non-random network coding.
We then present extensive simulation studies in Section V-E.
Finally we conclude in Section VI.

IV. GENERIC NETWORK MODEL FOR WIRELESS
NETWORKS

The basic model presented in this chapter is specific for
single-hop wireless channel with one server s and a set of x
terminals T = {t1, . . . , tx} [1], [11], [12]. The server has a
pool P = {p1, p2, . . . , pn} of n packets that are required by
clients and server has to transmit either all or a subset of these

packets to the clients such that all clients receive whatever they
require. We define two sets for each client ti ∈ T :

1) Overheard(ti) ⊆ P - the set of packets overheard by
terminal ti;

2) Required(ti) ⊆ P - the set of packets required by
terminal ti.

The coefficient of each packet is an element of a finite
field GF (q). We assume packets of one bit each without
loss of generality as large packets can always be divided into
smaller packets of one bit size that can be send separately
with the network coding applied to each of the smaller packets
individually [13], [11].

The server knows the packets in Overheard(ti) and
Required(ti) set for all ti ∈ T the can transmit any packet
from pool P as well as can transmit any linear combinations
(over GF (q)) of packets in that P . Each transmission i is
specified by an encoding vector xi. The problem is to find
the set of encoding vectors Φ = {gi} of minimum rank that
allows each terminal to decode the packets requested.

We assume, without loss of generality, that for each terminal
ti ∈ T , there exists at least one packet pi ∈ P such that pi be-
longs to the Required set Required(ti) of terminal ti. We also
assume that for each client Required(ti)∩Overheard(ti) =
∅.

To show advantage of network coding over traditional
broadcast scheme two parameters of performance is define for
any underlying network model.

A. Coding Gain
The gain in terms of number of ratio of minimum number of

transmissions needed for a source to satisfy all terminals using
simple broadcast over network coded broadcast is termed as
coding gain G is defined as :

G = n/m (1)

where m is number of message sent using traditional method
and n is number of messages sent using network coding.

B. Problem Statement
For a wireless network with a single server s and a set of

terminals T and a pool of packets P and each client has at least
one packet in its Required set and Overheard set, minimize the
number of transmissions to satisfy each and every client.

V. PRACTICAL ASPECTS OF WIRELESS NETWORK CODING

Network Coding is proved to be NP-complete in wireless
network scenarios i.e. finding solution in polynomial time is
not possible. Working in wireless setting is constrained by a
energy efficient scheme therefore the parameter of concern
is to reduce the number of transmissions required to fulfill
demand of all users. Wireless network have inherent over-
hearing setup that lays the basics of network coding and
helps in achieving much better results than serving each user
separately.

We study two basic type of algorithms for network coding in
wireless networks in terms of the several important parameters.
• Random network coding
• Non random network coding

2
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A. Random Network Coding
This is a very simple technique for solving the network

coding problem for minimizing the number of transmissions
required to satisfy all terminals. Simple and easy but proved
to be much efficient in most of the practical scenarios which
are studied during simulations and presented in Section V-E.

In random network coding Server send out random linear
combinations of memory contents or the packets form the
pool P at every transmission opportunity. Terminal nodes can
decode the desired packets if :
• Received Packet contains the desired packet
• Received Packet is a coded packet of the desired packet

with packets in overheard packet of the client.
Random network coding technique is different from the
traditional networking approaches in which server need to
broadcast each and every packet separately.

B. Non-Random Network Coding
In this scheme server transmit packets that are coded

deterministically from the Required(ti) and Overheard(ti)
sets of each terminal.

C. Simulation Setup
For the purpose of each experiment in the Section V-E

we randomly generate an instance of the wireless network
coding as follows. We generate a server with 100 packets
p1, p2, · · · , p100. For some experiments we generate n clients
with a randomly generated Required-set and Overheard-set,
where n is an integer and varies from 1 to 100. The distribution
of packets in Required-set and Overheard-set for each client is
selected by a probabilistic distribution which is either uniform
or Gaussian distribution. Moreover the cardinality of Required-
set and Overheard-set is also selected with uniform random
distribution ranging from 1 to n.

D. Simulation Parameters
We have studied the effect of following parameters on the

wireless network:
• Cardinality of Required-set: Number of packets Re-

quired by a client.
• Cardinality of Overheard-set: Number of packets over-

heard by a client
• Number of clients
• Distribution of packets in both Required and Over-

heard sets: Packet required by each client can be chosen
uniformly or according to Gaussian distribution.

E. Results and Observations
We have extensively studied the wireless network under

different settings of the simulation parameters defined in
Section V-D. The results are as follows:
• Fig 3 shows the results for 5 clients and with random

cardinality of required and Overheard sets, uniform distri-
bution of packets and with non-random Coding technique.

• Observation:Coding gain can go as high as 5 for 15%
of cases studied and on average gain is about 2.25.

• Fig 4 shows the results for 5 clients and with random
cardinality of required and Overheard sets, uniform dis-
tribution of packets and Random Coding technique.

 

Fig. 3. For 5 clients and with random cardinality of required and Overheard
sets, uniform distribution of packets and with non-random Coding technique.

 

Fig. 4. For 5 clients and with random cardinality of required and Overheard
sets, uniform distribution of packets and Random Coding technique.

• Observation:Coding gain can go as high as 5 for 2% of
cases studied and on average gain is about 2.

• Fig 5 shows the results for 10 clients and with random
cardinality of required and Overheard sets and distribu-
tion of packets chosen is uniform. Coding technique used
is non-random

• Observation: Coding gain can go as high as 3.25 for 5%
of cases studied and on average gain is about 1.75.

• Fig 6 shows the results for 10 clients and with random
cardinality of required and Overheard sets and distribu-
tion of packets chosen is uniform. Coding technique used
is random

• Observation:Coding gain can go as high as 1.6 for 2%
of cases studied and on average gain is about 1.2.

• Fig 7 shows the results for 20 clients and with random
cardinality of required and Overheard sets and distribu-
tion of packets chosen is uniform. Coding technique used
is non-random

• Observation: Coding gain can go as high as 1.8 for 3%
of cases studied and on average gain is about 1.4.

• Fig 8 shows the results for 20 clients and with random
cardinality of required and Overheard sets and distribu-
tion of packets chosen is uniform. Coding technique used

3
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Fig. 5. For 10 clients and with random cardinality of required and Overheard
sets and distribution of packets chosen is uniform. Coding technique used is
non-random.

 

Fig. 6. For 10 clients and with random cardinality of required and Overheard
sets and distribution of packets chosen is uniform. Coding technique used is
random.

 

Fig. 7. For 20 clients and with random cardinality of required and Overheard
sets and distribution of packets chosen is uniform. Coding technique used is
non-random.

 

Fig. 8. For 20 clients and with random cardinality of required and Overheard
sets and distribution of packets chosen is uniform. Coding technique used is
random.

 

Fig. 9. For 5 clients and with fixed cardinality of Overheard set, random
cardinality of required set and distribution of packets chosen is uniform.
Coding technique used is random.

is random
• Observation:Coding gain can go as high as 1.25 for 2%

of cases studied and on average gain is about 1.08.
• Fig 9 and Fig 10 shows the results for 5 clients and with

fixed cardinality of Overheard set, random cardinality
of required set and distribution of packets chosen is
uniform, Coding technique used is random and non-
random respectively.

• Observation: Average coding gain increases with in-
crease in number of packets in overheard set. As com-
pared to coding gain with random technique, non-random
gives much higher coding gain with sharp rise.

• Fig 11 and Fig 12 shows the results for 10 clients and with
fixed cardinality of Overheard set, random cardinality
of required set and distribution of packets chosen is
uniform. Coding technique used is random and non-
random respectively.

• Observation: Average coding gain increases with in-
crease in number of packets in overheard set. As com-
pared to coding gain with random technique, non-random
gives much higher coding gain with sharp rise.

• Fig 13 and Fig 14 shows the results for 1 up to 10

4
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Fig. 10. For 5 clients and with fixed cardinality of Overheard set, random
cardinality of required set and distribution of packets chosen is uniform.
Coding technique used is non-random.

 

Fig. 11. For 10 clients and with fixed cardinality of Overheard set, random
cardinality of required set and distribution of packets chosen is uniform.
Coding technique used is random.

 

Fig. 12. For 10 clients and with fixed cardinality of Overheard set, random
cardinality of required set and distribution of packets chosen is uniform.
Coding technique used is non-random.

 

Fig. 13. For 1 up to 10 clients and with fixed cardinality of Overheard set
and required set is random and distribution of packets chosen is Gaussian.
Coding technique used is non-random.

 

Fig. 14. For 1 up to 10 clients and with fixed cardinality of Overheard set
and required set is random and distribution of packets chosen is Gaussian.
Coding technique used is random.

clients and with fixed cardinality of Overheard set and
required set is random and distribution of packets chosen
is Gaussian. Coding technique used is non-random and
random respectively.

• Observation:Average coding gain increases with in-
crease in number of packets in overheard set shows more
network coding gain. As compared to coding gain with
random technique, non-random gives much higher coding
gain.

• Fig 15 and Fig 16 shows the results for 3 up to 10 clients
and with fixed cardinality of Overheard set, random
cardinality of required set and distribution of packets
chosen is uniform. Coding technique used is non random.
Fig 15 shows coding gain whereas Fig 16 shows time
taken.

• Observation:Average coding gain decreases with in-
crease in number of clients. More packets in overheard
set shows more network coding gain.

• Fig 17 and Fig 18 shows coding gain and time taken
respectively for 3 up to 10 clients and with fixed car-
dinality of Overheard set, random cardinality of required
set and distribution of packets chosen is Gaussian. Coding
technique used is non random.

5
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Fig. 15. Coding Gain for 3 up to 10 clients and with fixed cardinality of
Overheard set, random cardinality of required set and distribution of packets
chosen is uniform. Coding technique used is non random.

 

Fig. 16. Time taken for 3 up to 10 clients and with fixed cardinality of
Overheard set, random cardinality of required set and distribution of packets
chosen is uniform. Coding technique used is non random.

 

Fig. 17. Coding Gain for 3 up to 10 clients and with fixed cardinality of
Overheard set, random cardinality of required set and distribution of packets
chosen is Gaussian. Coding technique used is non random

 

Fig. 18. Time taken for 3 up to 10 clients and with fixed cardinality of
Overheard set, random cardinality of required set and distribution of packets
chosen is Gaussian. Coding technique used is non random

 

Fig. 19. Coding Gain for 3 up to 10 clients and with fixed cardinality of
Required set, random cardinality of Overheard set and distribution of packets
chosen is uniform. Coding technique used is non random.

• Observation: Average coding gain decreases with in-
crease in number of clients. More packets in overheard
set shows more network coding gain.

• Fig 19 and Fig 20 shows coding gain and time taken
respectively for 3 up to 10 clients and with fixed cardi-
nality of Required set, random cardinality of Overheard
set and distribution of packets chosen is uniform. Coding
technique used is non random.

• Observation: Average coding gain decreases with in-
crease in number of clients whereas server takes more
time to code as number of clients increases. More packets
in Required set shows more network coding gain and
more time.

• Fig 19 and Fig 20 shows coding gain and time taken
respectively for 3 up to 10 clients and with fixed cardi-
nality of Required set, random cardinality of Overheard
set and distribution of packets chosen is Gaussian. Coding
technique used is non random.

• Observation:Average coding gain decreases with in-
crease in number of clients. More packets in Required
set shows more network coding gain.

6
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Fig. 20. Time taken for 3 up to 10 clients and with fixed cardinality of
Required set, random cardinality of Overheard set and distribution of packets
chosen is uniform. Coding technique used is non random.

 

Fig. 21. Coding Gain for 3 up to 10 clients and with fixed cardinality of
Required set, random cardinality of Overheard set and distribution of packets
chosen is Gaussian. Coding technique used is non random.

 

Fig. 22. Time taken for 3 up to 10 clients and with fixed cardinality of
Required set, random cardinality of Overheard set and distribution of packets
chosen is Gaussian. Coding technique used is non random.

VI. CONCLUSION

We studied random and non-random network coding for
wireless network scenario. As solving the wireless network
coding problem optimally is shown to be NP-hard, we concen-
trate on the random coding solutions for simulation section.
We consider several practical scenarios and parameters that
might affect the overall gain in terms of saving the number
of transmissions. The results shows how the distribution of
packets in Required-set and Overheard-set, the cardinality of
packets in the Overheard-set of a client, and the number of
clients affect the gain of using network coding schemes over
traditional schemes. The experiments shows that in all the
cases network coding shows positive gains which is most
prominent when the number of clients and the cardinality
of packets in Overheard-set is higher. The experiment results
strongly supports the usefulness of the wireless network cod-
ing.

In future we would like to extend the results to the scenario
when the channel condition is not ideal (i.e. lossless). We
would like to explore the affect and benefits of the wireless
network coding schemes under the faulty channels like bit flip
channels as well as completely Byzantine channels.
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An Energy-Efficient Transmission Scheme for Cooperative MIMO
Wireless Networks
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Abstract— Cooperative Multiple-Input Multiple Output
(MIMO) schemes are recently shown to be able to reduce the
transmission energy in distributed wireless sensor networks
(WSNs). Given the merits of MIMO, in this work we aim
to develop a joint routing, scheduling and stream control
solution that can minimize energy consumption while satis-
fying a given end-to-end (ETE) traffic demand in scheduling-
based multihop WSNs. To this end, we present a cross-layer
formulation that can incorporate various power and rate
adaptation schemes, and take into account an antenna beam
pattern model and a signal-to-interference-and-noise (SINR)
constraint at the receiver side. Specifically, we propose a
fast column generation algorithm along with a transmission
mode generating algorithm to get rid of the complexity of
having to enumerate all possible sets of scheduling links.
The formulation is verified by simulation experiments, and
the results show its efficiency on the energy consumption
with a low time-complexity.

Keywords: Wireless Sensor Networks, Cross-Layer Design, Co-
operative MIMO System, Column Generation.

1. Introduction
In WSNs, wireless communication is identified as the

dominant power-consumption operation, which continuously
intensifies the interest in the development of energy-efficient
wireless transmission schemes. Apart from the energy issue,
it is also widely known that most applications of WSNs
such as target tracking and fire detection usually have their
particular requirements on ETE QoS. To meet the diverse
design goals, cross-layer optimization schemes are recently
proposed to take into account the problems cross physical,
medium access control (MAC) and network layers. Specifi-
cally, energy efficient wireless communication schemes can
now be designed to break the limits of layering principle and
to jointly solve the routing, scheduling and stream control
problems so as to maximize the network performance.

On the ground of cross-layer design, a MIMO antenna
system in the physical layer has the potential to offer
multiple Degrees of Freedom (DOFs) for communications in
a station while reducing interference and improving network
throughput, which motivates many related research works
on wireless communication [1], [2], [3]. In particular, it
excites several cross-layer design schemes for improving
throughput and�or fairness on the MIMO-based wireless
networks [4], [5], [6]. However, the fact that MIMO could

require complex transceiver circuitry and signal processing
leading to large power consumption has been shown to
preclude its application to energy-constrained WSNs. To
overcome this difficulty, cooperative MIMO [7] and virtual
antenna array [8] are proposed to achieve the MIMO capac-
ity by using only single antenna stations to form a virtual
MIMO (VMIMO) network, attracting various techniques to
conduct such networks with different approaches.

Among these virtual MIMO techniques, collaborative
beamforming (CB) [9] has been proposed as a commu-
nication scheme to fully utilize spatial diversity and mul-
tiuser diversity. Apart from the above, it is also considered
that CB has the promise of greatly improving network
performance by remarkably increasing the transmit power
gain and by providing security and interference reduction
due to less transmit power being scattered in unintended
directions. Given these merits, the related works proposed
usually focus on its beampattern characteristics [9], [10] to
know its potential on the physical layer. While analyzed by
these related works in detail, the CB approach is seldom,
if ever, considered by a cross-layer optimization approach
that explicitly takes into account its direct impacts on the
virtual MIMO. For this reason, we develop here a cross-
layer formulation that can realize these impacts so as to
account for the energy-efficient communications in multi-
hop WSNs while satisfying a given ETE traffic demand.
Specifically, The cross-layer design involves power and rate
adaptation at the physical layer, scheduling at the MAC
layer and routing at the network layer, seamlessly integrating
a SINR constraint for generating active sets of links. The
objective of this problem is then to compute the most energy-
efficient scheduling that can satisfy the ETE traffic demand
for a set of source-destination pairs. To this end, we resolve
the minimum energy scheduling problem (MESP) with a
linear programming (LP) approach, which involves a fast
column generation algorithm (FCGA) along with a trans-
mission mode generating algorithm (TMGA) to overcome
the problem due to a huge number of transmission modes to
be selectively enumerated when towards the optimal solution
to this problem.

2. System Model
2.1 Overview of Collaborative Beamforming

As shown in Fig. 1, the WSN under consideration is com-
posed by � randomly located stations in ��� �� plane, and
organized into �� clusters. Each of the stations has a single
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Fig. 1: Multi-hop virtual MIMO with collaborative beamforming.

antenna and operates in a half duplex mode. The rectangular
coordinates of a station, ��� � ���, � � �� ���� � , is conve-
niently represented by the polar ones of

�
�� �

�
���� � ���� ,

	� � 
����
�
��
��

��
. Let �� ,  � ��� �� ���� ��� be a cluster

of stations located within the coverage range and � � � ��

be a set of collaborative stations to be selected from � �.
To transmit, the source cluster head (CH), say ���, first

broadcasts its data to the cluster members ��. Then, the
�� � ���� cooperative stations (CS) selected from �� will
transmit the data to the next cluster head (CH), say ��� , � �
��� �� ���� ���� if scheduled. Assume that the transmission
target, say ���, is located at the direction of ��. In order
to construct a main lobe towards ���, the carrier of each
should be synchronized with initial phase �� � � ��

�
������,

where � denotes the wavelength and ����� � ���� �	
���
	�� is the Euclidean distance between the �th station and a
point ��� �� at the reference sphere � � �. With that, for
the �� stations, the far-field beampattern can be given by [9]

� ������ �
�

��

�
����

��
��
�
������������������������ (1)

In above, � ������ is the antenna beampattern associated
with ��. As indicated in [11], the beampattern is similar to
the antenna gain, but is different form the latter. That is, the
pattern is a relative measure of where the transmit power is
going whereas the gain is an absolute measure of how much
of the transmit power is actually being transmitted in the
direction �. Specifically, the gain could be obtained by

������� �
��� ������� �	
	

� �	����
	
(2)

2.2 Network and Communication Model
The multi-hop WSN in this context is represented by the

graph of � � �����, where � denotes a set of super nodes,
in which a (super) node , represents a cluster  (as shown
in Fig. 1), and � denotes a set of links, in which a link
�� �� represents a node  using the beamforming or multiple-
input single-output (MISO) transmission to communicate
with node �, or more precisely ��� . For each link in �,
the receive power is considered by [11]

������� �
�
������
������������

�������

�


��

�
(3)

where �	����� denotes the transmit power of , �	����� the
corresponding transmit power gain, �
����� the receive power

gain, ������ the Euclidean distance between  and �, and �
the pathloss factor. In comparing with non-CB transmissions,
it is important to note that the gain �	����� obtained from (2)
is proportional to ��� rather than �� in the main lobe, which
is the reason why CB is considered more beneficial. On the
other hand, �
����� equals one here because the receiving
��� is assumed to have the same isotropic antenna as the
other member stations. Given �
’s and �� that is the thermal
noise at receiver ��� , the SINR at receiver ��� due to
transmission from  in the presence of other transmissions
will be

��������� �
�������

�� �
�
� �
��� �������

(4)

The channel capacity of WSN associated with a link �� ��
is a function of SINR on the channel. We assume that data is
coded separately for each link and that the receivers consider
unintended receptions as noises. In this case, each �� �� can
be regarded as a single-user Gaussian channel. Consequently,
with � denoting its bandwidth, the capacity of this link can
then be obtained by the Shannon theory as [12]

������� � � �	
��� � ���������� (5)

3. Problem Formulation
3.1 Energy Consumption of Virtual MIMO
with Collaborate Beamforming

To model the energy consumption for the virtual MIMO
with CB transmission (VMIMO-CB), we consider the fol-
lowing two energy components to be consumed. The first
component is resulted from power amplifier, which is de-
pendent on the transmit power �	, and can be given by

�� � �� � ���
 (6)

where � is a factor depending on the drain efficiency of the
power amplifier. The second component is resulted from the
other communication circuits. As approximated in [7], the
circuits for the transmitting mode include DAC, mixer (mix),
active filter at transmitter (filt) and frequency synthesizer
(syn), consuming their energies as

��
 � ���� � ���� � ����
 � ���� (7)

Except mix and syn, the circuits for the receiving mode in-
clude also low noise amplifier (LNA), intermediate frequency
amplifier (IFA), active filter at receiver (filr) and ADC to
contribute their energies. That is,

��� � ���� � ���� � ���� � ����� � ���� � ���� (8)

With the above, we note that VMIMO-CB in fact has two
phases for data transmission. The first is intra-cluster com-
munication phase, which involves a local exchange between
the source node (represent by ���) and its collaborative
neighbors (represented by ��). In this phase, the energy con-
sumption for the power amplifier is ����	
� � �� � ���	�,
where �	� denotes the local transmit power. In addition,
this phase requires that when ��� broadcasts, all the other
���� members in �� selected for CB should receive, which
consumes

�����	
� � ��
 � ��� � ����� (9)

252 Int'l Conf. Wireless Networks |  ICWN'11  |



Apart from that, the receive power is considered by (3) with
�	����� � �, �
����� � �, and the assumption of � � �
and ������ being the diameter of a cluster. Then, the receive
power of this link as well as those of the others with the
same consideration is taken into (4) to obtain its  !�"
value. Finally, with the resulted SINR and a given � , the
data rate of this link in the first phase, "���	
� , is obtained
by (5).

The second phase involved is for inter-cluster commu-
nication, which denotes a long-haul transmission from � �

to its next hop, say ��� . In this phase, all stations in
�� collaboratively contribute �	� for such a transmission,
and overall consume ������ � �� � ���	� energy for the
amplifiers. In addition, unlike that for the first phase, there
are �� stations to be the transmitters for a single receiver
��� , which contributes the energy consumption of

������� � ����
 � ��� (10)

In this phase, the receive power is similarly considered by
(3). However, �	����� is now obtained by the corresponding
collaborative beamforming while �
����� � � as before. With
a longer distance, � is now assumed to be 3 with ������ being
the distance between ��� and ��� . The above parameters
as well as those from the other links are then taken into (3)
to result in all the receive powers required by (4) to obtain
the  !�" value for the link under consideration. Finally,
with the SINR and a given � , the data rate of this link in the
second phase, "����� , is obtained by (5) as well. Now, given
the data rates for the two phases, we have the total rate as
"� � �"��

���	
�
� "��

�����
���. When taking all the above into

account, and considering the data rates for the two phases,
"���	
� and "����� , we have the total energy consumption
per bit for link �� �� as

�� �
����	
� � �����	
�

����	
�
�

������ � �������
������

(11)

Finally, we note that for a specific link �� �� under con-
sideration, the above notations will be explicitly shown along
with the subscript, For example, "� and �� are represented
by "������ and ������� , respectively, in the following sections.

3.2 Spatial-TDMA and Scheduling
In this work, it is considered that a contention-based

scheme such as carrier sense multiple access (CSMA) is not
well suited for providing QoS guarantees. On the contrary, it
is widely accepted that its counterpart or a scheduling-based
scheme such as time division multiple access (TDMA) can
usually guarantee the performance of a network. In [13],
the efficiency of TDMA is further improved by allowing
its time-slots to be shared by simultaneously transmissions
that are geographically separated, which is usually termed
as Spatial-TDMA (STDMA). For the QoS guarantee, we
adopt STDMA as the MAC layer, and seamlessly integrate
the SINR constraint into the scheduling with its energy
consumption defined as follows:

Definition 1: #� � � is a set of links that can be con-
currently activated without violating the minimum SINR for

communication $. That is, all the receivers of the concurrent
links in #� must have their SINR values higher than $. If
#� can satisfy this constraint, it is called a transmission
mode.

Definition 2: A scheduling matrix is defined as an in-
dexed collection, � � �# �

� � #
�
� � ���� #

�
��, where the index

% could be an arbitrarily large finite number. A schedule
 is called feasible if there exists a scheduling vector, �

� �&�	�� ���� &
�
	� satisfying

��

��� &
�
	� � �, and its element

&�	� 	 �, � 	 � 	 %, denotes the duration that all the
links in # �

� can be simultaneously active in the periodically
recurring time frames of STDMA.

Definition 3: The energy consumption for a transmission
mode # �

� in � is given by ���


�
�

���������

������� .

Similarly, the energy consumption for a feasible scheduling
 is defined as �� �

��
��� �

�
	����


.

3.3 The minimum energy scheduling problem
Now, given the source-destination pairs of � end-to-end

communication sessions, �%�� ���, � 	 ' 	 � , our aim
is thus to find the most energy-efficient scheduling that can
jointly consider the routing, scheduling and stream control
problems for the WSN operated under the physical layer of
VMIMO-CB. To this end, we consider 1) a rate allocation
� specifying the rate �� for each session ', as the stream
control variable, 2) a flow allocation vector �� specifying
the amount of traffic (������ of session ' routed through
link �� ��, as the routing variable, and 3) a transmission
scheduling vector � specifying time fraction &�	� for each
transmission mode # �

� , as the scheduling variable. With the
above, the Minimum Energy Scheduling Problem [MESP]
can be formulated as follows:

Minimize �� �
��

��� &
�
	����


���

subject to
�

����������
��

(������ �
�

���������
��

(������ � ���

� 	 ' 	� �)��
����������

�
(������ �

�
���������

�
(������ � ��

� 	 ' 	�� 
* � � ��%�� ��� �+���
���

(������ 	
�

���

�����������


&�	� �"������ �

���� 
�� �� � � �����

��� &
�
��

� � �,�
(������ � ��

� 	 ' 	�� 
�� �� � � �(�
&�	� � �� � 	 � 	 % �-�
�� � #.�� � 	 ' 	� �/�

In the set of constraints, (12-b) represents the conservation
low for source nodes to ensure that the net amount of
traffic going out of the source node of a session is equal
to that of the end-to-end session rate, where � ��	

��
(���

��
)

denotes the set of outgoing (incoming) links of source node
%�. (12-c) represents the conservation low for intermediate
nodes to ensure that the amount of traffic of a session
entering any intermediate node is equal to that exiting the
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intermediate node, where � ��	
� (���

� ) denotes the set of
outgoing (incoming) links of node * � � ��%�� ���. (12-
d) gives the bandwidth constraint to make sure that the total
traffic on a link is no more than the average link transmission
rate. (12-e) gives the scheduling constraint, forcing that
the summation of all elements in a transmission schedule
vector is equal to 1. (12-f) and (12-g) simply represent the
valid constraints for flow rate and transmission scheduling,
respectively, and (12-h) gives the traffic demand #.� for
each session '. Finally, we note that without limits on the
(������’s involved, a session ' can be routed through different
links, �� ��’s, towards its destination, which is usually called
traffic splittable.

4. Minimum Energy Scheduling Compu-
tation

As can be seen in above, MESP is in general a linear
programming problem. Its complexity lies in the computa-
tion of the set of all transmission modes. In fact, for the
optimal solution, there may exist % � ���� such modes to
be enumerated, which is not computationally efficient and
should be solved with a method that can avoids the explicit
enumeration. To this end, we adopt a column generation
(CG) approach to decompose the original problem into a
master problem and a sub-problem. The strategy of the
CG decomposition is to operate iteratively on two separate,
easier-to-solve problems [14]. The master problem will pass
down a new set of cost coefficients to the sub-problem, and
then receives a new column (i.e., a new transmission mode
in this case) based on these cost coefficients from the sub-
problem. Its purpose is to sequentially improve the upper
bound by identifying new columns and adding them to the
master problem.

Specifically, the master problem in this work is a restrict
version of the original MESP, which considers only a subset
of available columns or transmission modes. In other words,
it uses only a sub-matrix �� � � with its index %� 	 % for
this problem, and can be formulated as follows:

[Master]:��

�
���
�
�

� �
����


�
(13)

subject to the same set of constraints given in (12) while
(12-d), (12-e) and (12-g) are modified with the following
more concise representation:

 �
�
�

��������
�

���

�����������



��
��

�������� � ���� �� � � (14)

�
�

��
��

� �� ��
��

� �� � � � � �! (15)

4.1 Sub-problem
Given the master problem, we now need to identify

whether its result can be re-optimized by adding a new
transmission mode to ��. Denoting the dual variables
corresponding to constraint (14) by 0�����, we suggest

to find out a transmission mode # �
� that can maximize�

������� 0�����1������ , where 1������ � �

�������
is the

reverse representation of ������� , and denotes the number
of bits per energy unit for link �� ��. Obviously, � ������

involved (for the representation of 1������ ) is a complex
nonlinear function as shown in (11). For the non-linear
optimization problem, one option is to use a general purpose
solver. Unfortunately, using such a solver is very time-
consuming for nontrivial cases in usual. Here, since our
aim is to solve the minimum energy problem involving the
transmit power with a cross-layer approach, we simplify this
function by considering that the local transmit power, � 	�,
can be any value sufficient for the local communication,
and ���
, can be chosen a priori to be a fixed value also,
leading to the transmit power for long-haul transmission, � 	�,
involved in the second term of (11) to be the variable for
the power adaptation. Hence, when ignoring the local trans-
mission, we can approximate �� in (11) by

��
������������
������

.
Further, by 1) ignoring the constant of �������

for the given
���
, 2) replacing ������ with �	� by ignoring the constant
�, and 3) using "������ to replace "����������

with the rate
assumption just given, we have the following maximization
for the sub-problem (corresponding to 1 ������ ):

[Sub]:���

�
	 �
������"

�������������
�
������



� (16)

However, the object function in above is still non-linear,
and hard to be solved for non-trial networks. In addition, the
non-linear problem would depend on the power�rate adap-
tation schemes to be employed with the restrictions on the
VMIMO-CB transmission. For this problem, one may expect
that a variable power and variable rate (VPVR) transmission
method would be the most efficient scheme because it can
allow each source node to vary its transmit power up to the
maximum ��� and can result in arbitrary data rate for each
active link. Nevertheless, allowing a wireless sensor station
to transmit with arbitrary power and resulting in arbitrary
data rate is impractical for implementation. In fact, a realistic
physical design for such a station, e.g., the IEEE 802.15.4
compliant transceiver examined in [15], can support only
several (8 in [15]) radio modes, and each mode is associated
with a discrete transmit power. Hence, it is more proper to
consider that each cluster or node in the network supports
only a number of power levels. That is, a link �� �� is only
allowed to be activated with one of the �&�� power levels.

Given the discrete power nature, we should decide
whether link �� �� can be turned on at a specific power level.
Under the SINR model, this decision depends on the joint
activity status of all other links in the network and there are
�&
�����
�� possibilities. It is clear that a classical protocol-based

method [16] would not work well here since appropriately
accounting for the effect of the SINR model would require
an exponential complexity [17]. That is to say, although the
problem may be solved by certain mathematical software
tools when the network involved is quite small, it will
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Algorithm 1 : Fast Column Generation Algorithm
1: Set �! and 	! with an initial set of links; �
 �;
2: Solve [Master] in (13) to obtain the initial result of �# ���

�
� �
�

����


(in Def. 3) as the upper bound �$%�;

3: Calculate ���


�
�

���������

������� (in Def. 3) for each

� � in �!, and collect these ���


’s in �!;
4: Find the mean value of 	!, namely 	!;
5: Obtain �� and 	� using Algorithm 2 with the constraint that
� ��� �� � � � � ������� � 	! and � � �

�

 � �! �� � � , and
the limit that at most the number of �! of � � ’s to be found
for each �!; �
 �� �;

6: Find � � ���
� ��
���

��
������"�&������

���

'�����&������
(�������

�
.

This step also gives ��!
 and ���
���

for � � ���
;

7: Add the selected mode and the related metrics into their
matrices: �!

�
= � � ���

, 	!
�

= ��!
, �!
�

= ���
���

;
8: Use the updated matrices to solve [Master], resulting in a new

�# as the lower bound ��!'%�;
9: if �$%� � ��!'%� � Æ (a predefined value)
� the number of iteration �  (a predefined value) then

10: Goto step 14;
11: else
12: �$%� 
 ��!'%�; Goto step 3;
13: end if
14: Terminate the CG iteration, and the solution of [Master] would

be optimal or satisfactory enough;

be very time-consuming or even not possible to obtain its
solution for a network with a reasonable size. Therefore, for
solving such a hard problem, we consider an alternative that
can fast provide a feasible column or transmission mode for
the sub-problem, namely fast column generation algorithm,
as introduced as follows.

4.2 Fast Column Generation Algorithm
The fast column generation algorithm (FCGA) under con-

sideration is an approach that has a lower time-complexity
for obtaining an energy-efficient � satisfactory enough for
the MESP problem. To this end, FCGA first constructs an
initial scheduling matrix �� (as well as a rate allocation
matrix � corresponding to the scheduling matrix) with an
initial set of links, wherein each single link � is activated
only in a transmission mode # �

� . Then, the algorithm
proceeds to compute the energy consumption given in Def. 3
for each # �

� in ��, and collect these values in the energy
matrix, ��. Given that, it solves the [Master] problem in
(13) to obtain the initial result. Clearly, the initial result
may be sub-optimal and could be improved. Thus, the re-
optimization procedure is invoked to add new # �

� to ��.
For doing so, FCGA uses the rate matrix � to provide its
mean rate as a lower bound for a link to be selected. This
constraint is particularly considered to avoid selecting the
helpless links with very low rates in order not to slow down
this algorithm. Then, FCGA uses the transmission mode
generating algorithm (TMGA) given in Algorithm 2 to

generate a new transmission matrix �� and rate matrix � in
the �th iteration. However, as shown by step 5 in Algorithm
1, FCGA has extra constraints on Algorithm 2 so as to avoid
the same # �

� in �� and previous �� to be included again, and
enforce that at most the number of �� of transmission modes
can be found for each component (with the same color) � �

to reduce its time-complexity. Given that, in each iteration,
FCGA picks up the most energy efficient transmission modes
# �
����

based on the sub-problem formulization given in (16)
with a different set of ��. These modes are then added to
the scheduling matrix ��, and the corresponding energies
���

���

are added to the energy matrix �� used for the
master problem. Similarly, the rates are also included in the
matrix "� to provide its mean rate for the link selection just
introduced.

4.3 Transmission Mode Generating Algorithm
The transmission mode generating algorithm (TMGA)

under consideration is developed to generate a new trans-
mission mode with respect to the actual SINR received in
a node. In principle, this algorithm is designed to choose
the sets of concurrent links satisfying the link contention
constraint. For this, TMGA should resolve the interference
due to the fact that an incoming link into a node cannot
be scheduled in the same time slot with any outgoing link
from the same node, and vice versa. In addition, we should
assure that the SINR constraint can be satisfied for all the
concurrent links involved. To this end, we define � ����� ���
as the contention graph, where a vertex in �� denotes a link
in �, and an edge in �� denotes the corresponding links
causing such interference in the node graph �. Given that,
for the first aim, TMGA uses a greedy coloring algorithm,
e.g., [18], that sorts vertices in �� by decreasing vertex
degrees, and with this order, colors them one by one using a
first-fit greedy approach. Then, the links of � with the same
color in �� compose a �� without the interference.

For the second aim, TMGA considers a link �� �� in a
given �� as the first to be admitted with a �	����� of level
2 � ����  randomly obtained from a discrete power set, as
shown in Algorithm 21. Then it randomly chooses the other
links, ��� )� � ����� ��, to see if they could cooperatively
construct a valid # �

� , in which no link has the same source
or destination as the others, and no link has its SINR value
less than the threshold $. In the seeking process, � is a set of
values to represent the possibility that each link in �� could
be chosen. � is a set of values to avoid any two links having
the same source or destination to compete with each other.
� is a tunable parameter to control how many times the
seeking process would be repeated. With the above, we can
control its time-complexity to be satisfactory enough while

1The notations shown in algorithm 2 in fact accounts for both intra-
cluster phase and inter-cluster phase. For example, the notation of �
�����
is used to represent �
������ or �
������ , when it is considered with the
parameters specific to either of the two phases.
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obtaining a good �� in the �th iteration that can cover all
links in �� and can evenly distribute the number of times
that each link is included in certain transmission modes # �

� .
Finally, we note that TMGA also records the corresponding
data rates into the rate matrix �, and both �� and � are
used in FCGA to find # �

����
, as introduced previously.

Algorithm 2 : Transmission Mode Generating Algorithm
1: Construct ��, and color the graph to produce a set of �!’s;
2: for all �! do
3: Initialize !����� � �� ���� �� � �!; ��� � �; 	�� � �;
4: for " � � to " � � do
5: for all ��� �� � �! sorted with an increasing order do
6: Initialize ������ � �� ������� � �� ���� �� � �!, and

�"#$ = TRUE;
7: ������ -= �; !����� � �� (a random value);
8: while �"#$ == TRUE do
9: if ������ � � then

10: for all �#� %� � �!���� ��, where # �� � � % ��
� do

11: ������ -= �;
12: end for
13: �
����� � ���������	� (D � �����);

14: ������� �
(������

)������
)������

*�
�����


+
�	

�
(in (3));

15: end if
16: for all �#� %� � �!���� �� with ������ & � do

17: ������� +=
(��
���

)��
���
)��
���

*�
�
���


+
�	

�
;

18: end for
19: if ��������� �

(������
,��(������

(in (4)) ' (�� then

20: Roll back ! , � , �, and stamp ��� �� as failed;
21: else
22: Record ��� �� into �� ;
23: Record ������� � � �	
��� � ���������� (in

(5)) into ��;
24: end if
25: Find the next ��� �� with !����� � min�! � and

������ � �, among ���� �� not yet examined and
failed;

26: if no ��� �� can be found then
27: �"#$ = FALSE;
28: else
29: ������ -= �; !����� � �� (a random value);
30: end if
31: end while
32: if � � �

�

 � �� �� � � then
33: ���

�
= � � ; 	��

�
= ��;

34: end if
35: end for
36: end for
37: end for
38: �� �

�
���

��� ; 	� �
�
���

	�� ;

5. Numerical Results
In this section, we report on numerical results for the

cross-layer optimization given previously. As abstractly rep-
resented in Fig. 2, we conduct the simulation environment
with a network of � � ���� sensor stations being divided
into �� � � clusters or nodes and each of them having � � �
��� stations randomly distributed over an area of 23 � 23,

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Cluster 5

Cluster 6

Cluster 7

Cluster 8

Cluster 9

Fig. 2: Experiment topology: an abstract expression of the sta-
tion/node graph.

Table 1: System parameters for the simulation experiment
Symbol Quantity
���� 30.3 mW [7]
���� 50 mW [7]
����
 2.5 mW [7]
����� 2.5 mW [7]
���� 9.85 mW [7]
���� 15.48 mW [7]
���� 20 mW [7]
���� 3 mW [7]
� 250 KHz
� 2 : local, 3 : long-haul
� 1.9 [19]
��� �

&��-.
� � from (5)

� ��
��	

where 3 denotes the wavelength of carrier to be considered.
In the scenario, each cluster  selects �� � ���� � ���
stations for communication and selects the station closest to
the centre as its cluster head, ���. Specifically, we conduct
the topology so that the distance between two horizontally
(vertically) neighboring cluster centres is 2003, resulting in
a regular topology that can simply exhibit the experiment
results in details. For reference, we show the circuit and
system parameters for the experiment in Table 1, where
the power consumption values of various circuit blocks are
quoted from [7].

Given the above, we set up an initial set of links
���� ��,��� ��,��� ��,��� ��,��� ��,��� ��,��� ��,��� ��� that
can constitute an initial path for each session, and for each
�� �� in this set, we set its �	� and �	� with a radio mode
#4�� � 	 2 	 �, randomly chosen in Table 2 (quoted
from [15]). Then, we concisely conduct two sessions, �%� =
1, �� = �� and �%� = 9, �� = �� in the regular topology, with

Table 2: Radio Modes and their Power Consumptions for �
 (�
�,
�
�) (quoted from [15])

Radio Mode Power Consumption
��� (-25 dBm) 26.6 mW
��� (-15 dBm) 29.8 mW
��� (-10 dBm) 32.9 mW
��� (-7 dBm) 36.0 mW
��� (-5 dBm) 39.1 mW
��� (-3 dBm) 42.1 mW
��� (-1 dBm) 45.0 mW
��� (0 dBm) 48.0 mW
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Fig. 3: Numerical results of the MESP optimization with FCGA.

their traffic loads to be the same, i.e., #.� � #.� � �����
Kbps, as the exemplified targets of transport layer to be
achieved in the MESP problem.

With the simple setting, the time-complexity is in fact
high enough. In fact, it had been indicated in [20] that
the cross layer optimization problems are combinatorial in
nature and computing exact solutions is, in general, NP-
hard. Apparently, the same issue also exists in this work.
In particular, when adopting a discrete power adaptation
scheme as we did, one actually has a combinatorial problem
that involves all possible links and all power levels under
the SINR physical model, as indicated before. That is, even
in this experiment of 9 clusters or nodes, there are already
72 possible links and 8 power levels to be considered. This
is the reason why we aim to design a fast algorithm (FCGA)
that can fulfill general design requirements for wireless
networks with a reasonable, pragmatic size. Now, with the
experimental network, the performance results in terms of
�� in each iteration are given in Fig. 3. From this figure,
it can be readily seen that, at the very beginning, for the
two sessions conducted the master problem will find two
paths based on the initial links with their transmission modes
arranged by a TDMA scheme. Then, our FCGA along with
TMGA in each iteration produces new columns or transmis-
sion modes to increasingly improve the energy efficiency of
this network. Finally, the optimization is stopped at the 50th
iteration due to no improvement to be obtained according to
our stop criterion predefined. Obviously, at the end of this
experiment, we are exhibited with remarkable performance
results showing that it can achieve nearly ��� of energy
consumption when compared with that in the initial.

6. Conclusion
In this work, we take into account the fact that for

fully realizing the potential of MIMO technology, higher
layer must be designed to be cognizant of the MIMO link
capability. To this end, instead of simply translating the
achievable gain for individual MIMO links into end-to-end
gain in the network, we present a mathematical framework
that can express the cross-layer gain on throughput as a

function of network routing, link scheduling, and stream
control in the presence of interference. With that, we propose
a fast column generation algorithm and a transmission mode
generating algorithm to produce TDMA-based scheduling
matrices, and give a Linear Programming (LP) based
optimization scheme to minimize the network energy
consumption. The simulation experiment results show that
the proposed optimization is capable on achieving our
design aim with a low time-complexity.
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Abstract - With the increasing usage of mobile devices to 
ubiquitously access heterogeneous applications in wireless 
Internet, the measurement and analysis of Internet traffic 
has become a key research area.  In this paper, we present 
the results and analysis of our measurements for CBR and 
VBR traffic over UDP in GPRS, UMTS and Wi-Fi networks 
carried over Vodafone-India and BSNL-India networks. We 
focus on Inter-Packet Arrival Time (IPRT) and Inter-Packet 
Transmission Delay (IPTD) and observe that the later has a 
significant impact on the round trip delay. It is also 
observed that choice of optimal IPTD for a particular 
application provides better QoS (Quality of Service) by 
avoiding congestion in the network. Numerical parameters 
for Weibull and Normal distribution are also presented in 
order to represent such traffic. 

Keywords- GPRS; UMTS, Wi-Fi, traffic measurement; 

1    Introduction 
The transport layer provides a mechanism for the 

exchange of data between end systems. Transmission 
Control Protocol (TCP) and User Datagram Protocol (UDP) 
are two main transport protocols which provide connection-
oriented and connectionless services respectively. TCP 
ensures reliable and ordered data delivery while also 
introducing processing overhead and bandwidth limitations 
due to congestion and flow control mechanisms. The 
lightweight UDP neither provides reliable delivery nor 
suffers from processing overhead and bandwidth limitations 
and hence is used in time-sensitive applications because 
dropping packets is preferable to waiting for delayed 
packets, which may not be an option in a real-time system 
like Voice over IP (VoIP), IPTV, video on demand and 
online gaming. 

Although TCP is still the popular protocol in the 
Internet, with the increasing demand of real-time 
applications, which have specific Quality of Service (QoS) 
requirements like low delay, jitter and packet loss, UDP is 
gaining in popularity [1]. The self-similar nature of Internet 
traffic [2][10] allows researchers to measure and analyze 
characteristics of both flow level and packet level traffics 
which give a key to synthetically generate and use  similar 
traffic for various applications, which is a time consuming 
process otherwise.  

Wireless Internet traffic traces contain inherent 
information about user behaviour, interaction between users, 
wireless channel, applications and protocols. Thus, analysis 
of traces is more important than analytical modeling of 
wireless protocols alone. Though immensely rewarding, 
analyzing the statistical characteristics of wireless traffic is 
difficult partly due to the unfamiliar characteristics of 
wireless network traffic [3]. 

Wi-Fi and GPRS are two prime modes of accessing 
Internet via mobiles under the category of wireless Internet; 
others being 3G and WiMAX which are still gaining pace in 
terms of usage and accessibility in India [7]. Therefore, 
results of real-time measurement and analysis of traffic 
traces of GPRS and Wi-Fi networks can be utilized for 
better capacity management, congestion avoidance and 
testing before deployment of future networks.  

Real-time applications prefer UDP over TCP. VoIP for 
example uses some standard codec like G.711 etc based 
upon the bandwidth available. By suitably varying the Inter-
Packet Transmission Delay (IPTD) depending upon the 
codec used, congestion at the network can be significantly 
reduced even for data applications over UDP. 

Packet switched networks have great advantages over 
circuit switched networks. One is that the bandwidth of the 
circuit is not limited to a small set of fixed allowed rates 
and the other is that it supports Variable Bit Rate (VBR) 
traffic [9]. VBR traffic makes efficient use of available 
bandwidth and thus its analysis becomes important. A 
comparative analysis of traffic over different networks like 
Vodafone GPRS, BSNL GPRS, BSNL UMTS and Wi-Fi 
gives an insight into the practical scenario and helps 
operators to implement better resource planning and 
congestion avoidance mechanisms. 

Traffic measurements can be carried out at various 
levels like byte, packet, flow, session. Our measurements 
are carried out in the packet-level in view of the following 
benefits as compared to the other higher level methods: (a) 
most of the network problems (loss, delay, jitter etc.) occur 
at the packet level; (b) packet-level approach is independent 
of protocols being used; (c) traffic at the packet-level 
remains observable even after encryption made by different 
protocols. 

The measurement and analysis done in this paper has the 
following salient features: (a) non-cooperative 
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measurements are carried over practical networks like 
BSNL and Vodafone and are benchmarked by existing Wi-
Fi network; (b) measurements are carried in the mobile 
device (essentially a mobile phone) using test-tool 
developed in J2ME specifically for that purpose. It deserves 
to note that Wireshark or any other similar measurement 
tool cannot be deployed in the mobile due to its limited 
capabilities; (c) India-specific networks are employed 
which gives scope for better traffic management for 3G 
networks which are soon to be deployed in India; (d) BSNL 
UMTS is also used during the experiments; (e) distribution 
parameters for analysis done are presented to be used by 
research communities to build suitable traffic models.    

This paper is organized as follows. Section II introduces 
the testbed set-up for measurements. Section III provides 
the detailed description of the procedure. In Section IV we 
present and discuss the numerical results. Finally, Section V 
concludes the paper. 

2    Wireless Testbed Set-up 
The wireless IP QoS testbed is set-up in the CAD/CAM 

laboratory of Indian Institute of Technology Kharagpur, 
India as shown in fig. 1. It consists a few Access Points 
(APs), 802.11b/g, and a number of wireless (e.g. mobiles, 
laptops) and wired devices (e.g. computers) able to access 
Internet through Wi-Fi AP, LAN, GPRS or UMTS network. 
Wi-Fi is accessed using AP while all other networks are 
accessed using base stations. The packet goes through 
operator’s typical network, over which we have no control 
and thus we call these measurements as non-cooperative. 
The last mile i.e. from Access Point (AP) or Base Station 
(BS; for GPRS or UMTS) to mobile devices is Wireless. 
The mobile device supports Wi-Fi, GPRS and UMTS.  

The server is Intel(R) core(TM)2 Duo CPU with 
1.96GB RAM and 2.79GHz processor running Ubuntu 9.3 
Operating System (OS) [4]. The client is Nokia N97 mobile 
with 128 MB RAM running Symbian OS v9.4, Series 60 rel. 
5 and ARM 11 434 MHz processor which is able to access 
GPRS and Wi-Fi 802.11b/g using Universal Plug and 
Play (UPnP) technology. The mobile supports Mobile 
Information Device Profile (MIDP 2.1) and thus J2ME 
applications are used [5]. 

 

 
Fig. 1: Wireless IP QoS testbed 

 

The simplified client-server architecture used for testbed 
used for measurements is shown in fig. 2. Base station 
depicts the GPRS or UMTS network. Server is set-up in the 
campus and can be accessed using Internet with one of the 
four networks i.e. Vodafone GPRS, BSNL GPRS, BSNL 

UMTS or Wi-Fi. All measurements and experiments are 
done using IPv4. Internal IP (local IP) is used while 
accessing server through Wi-Fi as it is an in-campus 
network. For all other networks, global IP is used. Java and 
J2ME based test applications run on the server and the 
client side respectively to collect the traces. Test-tool is 
described in the next section. 

 

 

Fig. 2: Client-Server Architecture 

3    Measurement Approach 
To accurately measure the send and receive time of 

packets, we have developed Java based test tools, the 
architecture of which is shown in fig. 3. The main function 
of the tools is to time-stamp the packets at both client and 
server side, store it in the database and retrieve the trace file 
after completing the experiment.  

 
Fig. 3: Test tool architecture 

     The functions of various components of the tool are as 
follows: 

UDPMIDlet: It runs in mobile client to provide the user 
interface. 

UDPForm: This application is developed to store the actual 
trace file into the phone database (using RMS). 

UDPEchoServer: This is the server application based on 
UDP to send the Echo reply to the client. 

UDPHandler: The actual UDP mechanism is developed in 
this module. 

FileViewerMidlet: It retrieves the trace file from the 
database and transfers to the TCPServerFile (described 
below) using socket mechanism. 

TCPServerFile: It runs in the server to collect the trace file. 

The client generates constant size packets when we 
input the first sample packet, and variable traffic by using 
random function which sends packet of variable size to the 
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server using GPRS, UMTS or Wi-Fi network, which is 
selected at the beginning of each experiment. The packet 
size varies from 0 to 300 bytes. The maximum packet size 
limit is imposed by the limited capability of the mobile 
device. The send time for each packet is logged into the 
mobile (client). Server upon receiving packets keeps a copy 
and sends back the original packets to the mobile using the 
same network as used by the client. Thus, using UDP, 
which otherwise doesn’t give acknowledgement, we are 
able to calculate round trip time of a packet which is used in 
many applications like probing etc. [11]. To avoid 
synchronization and other practical issues, it is assumed that 
the one way trip time is half of the round trip time (RTT) 
which is quite reasonable as the experiment is conducted 
several times for long run of series. Client logs the receive 
time for each packet and keeps the trace file in its memory. 
The procedure is repeated several times and then the 
complete trace file is transferred to a system for analysis. 
The number of consecutive repetitions of the experiment is 
limited by the fixed buffer size of the mobile device.  

VoIP is a specific application of UDP protocol [12] and 
codec available in the literature suggest that fixed number 
of constant bit rate (CBR) traffic packets should be sent to 
the network every unit of time [13]. VBR traffic, if 
averaged over long period of time gives CBR traffic due to 
Long Range Dependence (LRD) [14]. Taking advantage of 
this fact and applying the features of VoIP codecs to the 
VBR traffic, we can fix the Inter-Packet Transmission 
Delay (IPTD) between the consecutive packets sent by the 
client to avoid congestion at the network as shown in fig 4 
and fig 5. 

 
Fig. 4: No fixed Inter Packet Transmission Delay 

 
Fig. 5: Fixed Inter Packet Transmission Delay 

 
Taking help of some standard codec we chose the value 

of IPTD as 0 and 25ms while the choice of the codec is 
arbitrary. IPTD=0 implies that there is no delay introduced 
between the packets. Experiments are conducted for 
Vodafone GPRS, BSNL GPRS, BSNL UMTS and Wi-Fi 
for both the cases. Round trip time (RTT) is considered as 
difference between the receive time and send time for the 
packet at the mobile side [8]. The processing and queuing 
delay is assumed to be negligibly small. Inter-Packet 
Arrival Time (IPRT) is the time difference between two 
successive packets arrived at the sender side. The word 

sender and mobile are synonymously used throughout the 
paper. 

4    Numerical Results and Discussion 
The data collected over all the networks i.e. GPRS, 

UMTS and Wi-Fi are statistically correlated. The 
parameters which influence the distribution are Round Trip 
Time (RTT) and Inter-Packet Receive Time (IPRT) for 
different values of IPTD. Data are found to follow some 
standard distributions whose parameters are obtained using 
MATLAB. The bin size of the distributions is decided by 
Sturges' formula or Square root choice for simplicity of the 
approach. It is observed that RTT and IPRT are higher for 
larger packet size for IPTD=0 case as compared to 
IPTD=25 for all the four networks as shown in Fig 7 and 8. 
The Vodafone GPRS and BSNL GPRS show almost the 
same performance for fixed packet case when there is no 
IPTD introduced. The RTT keeps on increasing for more 
packets entering into the network which may be due to 
buffering in the SGSN/GGSN. The traces collected by our 
test tool are verified with the Wireshark traces collected at 
the desired port in server and client side.  

For constant packet size with IPTD=25ms, there are 
more fluctuations in BSNL network as compared to 
Vodafone GPRS network but the overall RTT is less in case 
of Vodafone. The introduction of 25ms IPTD avoids the 
buffering at the network and thus RTT seems to be constant 
after some time. Wi-Fi shows better performance due to its 
inherent advantage of having larger available bandwidth. 
Variable packet size case is similar to the fixed one when 
no IPTD is introduced between packets except that the 
packet loss is more when variable size packets are sent 
partly due to the fact that the network is unaware of the next 
incoming packet and thus inefficient resource allocation. 
BSNL network shows better performance as compared to 
Vodafone GPRS in the variable packet with no IPTD case. 
The situation for variable packets case with increasing RTT 
is controlled by introducing an IPTD of 25ms between 
packets. The performance of both, the BSNL and the 
Vodafone GPRS networks seem to improve in this case. 

For constant packet size with no IPTD, even though the 
average IPRT is same for both BSNL and GPRS networks, 
Vodafone has low jitter than BSNL. Even after introducing 
IPTD of 25ms, there is no significant change in the jitter for 
both the networks. For variable packet size case, the jitter as 
well as the packet loss is high for both the networks which 
is controlled by introducing IPTD of 25ms. The choice of 
suitable value of IPTD for a particular application like 
conversational, streaming, interactive or background avoids 
congestion at the network side. By repeating the 
experiments for different values of IPTD, we can suitably 
get the IPTD range of values for different type of 
applications. It is worth noticing that introduction of 25ms 
reduced packet loss and jitter which are the important QoS 
parameters to be considered while running an application. 

The conducted experiments use only data packets but 
since the network is unaware of the application running at 
the user end and it deals only with the packets, our 
measured data results can be suitably applied to other real-
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time applications if the delay is within the tolerable limits. 
The limited buffer size of the mobile imposed limit on the 
number of packets it can store in the trace file. Probability 
density functions are also found for all the data sets 
obtained and are fitted to the standard distribution using 
MATLAB. A single data set can be can be fitted by a 
number of distributions depending upon the values left 
while fitting. The choice of distribution is based upon the 
careful observation of data series. Fig. 6(a) shows the pdf 
plot for Vodafone network with variable packet size and no 
IPTD and Fig. 6(b) shows the same for BSNL network with 
constant packet size and IPTD=25ms. As we can observe 
that these distribution can easily be approximated to Normal 
or Weibull. Distribution is similarly fitted for all other 
network parameters. 

 
(a) 

 
(b) 

Fig. 6: PDF plot for (a) Vodafone Network for variable packet size; 
IPTD=0ms (b)BSNL Network for fixed packet size; IPTD=25ms; RTT is 
in ms. 

 

RTT shows better performance for Wi-Fi as compared to 
GPRS and UMTS. The buffer management in the GPRS 
network is co-ordinated between the SGSN and the BSC. 
The rate of the data transmitted from the SGSN to the BSC 
in the downlink is controlled by the base station subsystem 
GPRS Protocol (BSSGP). The BSSGP buffers in the SGSN 
and in the BSC may be considered as one logical BSSGP 
buffer. After a maximum time determined by the BSSGP 
buffer setting, data is discarded from the SGSN or the BSC 
buffer, depending on where data is resided which results in 
more loss of data in GPRS than in Wi-Fi [6].  

The parameters of various distributions for RTT and 
IPRT are presented in Table I and Table II, where the 
symbols have their usual meanings. RTT and IPRT give 
bestfit for Normal and Weibull distributions. IPTD values 
are in milliseconds (ms) while RTT and IPRT values are in 
seconds (s). Table III shows the percentage of UDP traffic 
in the overall traffic measured as seen in the Wireshark 
which runs at both, the client and the server before the start 
of every experiment. The percentage of low UDP traffic 
illustrates overhead in the network. BSNL network has very 
high overhead as compared to Vodafone network for all the 
four cases of fixed and variable packet size with and 
without IPTD. Table IV shows the percentage of UDP 

packet loss which is much higher for the variable packet 
case for both, BSNL and Vodafone network.  

 
     (A) 

 
                        (B) 

 
(C) 

 
                       (D) 

Fig. 7: Comparative Performance of RTT (A) Fixed Packet size with 
IPTD=0, (B) Fixed Packet Size with IPTD=25ms, (C) Variable Packet size 
with IPTD=0 and (D) Variable Packet size with IPTD=25ms; for all the 
four networks. X-axis: packet sequence number and Y-axis: RTT in 
seconds. 
 

 
(A) 
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(B) 

 
(C) 

 
(D) 

Fig. 8: Comparative Performance of IPRT (A) Fixed Packet size with 
IPTD=0, (B) Fixed Packet Size with IPTD=25ms, (C) Variable Packet size 
with IPTD=0 and (D) Variable Packet size with IPTD=25ms; for all the 
four networks. X-axis: packet sequence number and Y-axis: IPRT in 
seconds. 
 
 

 TABLE 1 Distribution                TABLE 2 Distribution  
Parameters for RTT       Parameters for IPRT 

    
 

 
TABLE 3 Percentage of UDP Traffic in Total Traffic 

 
 

 
 
 

TABLE 4 Percentage Packet Loss 

 

5     Conclusion 
Although TCP is widely accepted as the transport 

protocol for most of the Internet applications, UDP is 
showing growth because real-time applications need fast 
delivery. The network congestion can be avoided by 
making best use of UDP by introducing transmission delay 
between the packets. For the available bandwidth and hence 
the data rate, the suitable value of IPTD can be chosen 
which has a significance impact on RTT and IPRT. This 
paper shows the results of measurements carried out in a 
wireless testbed for UDP traffic over GPRS, UTMS and 
Wi-Fi networks by using test tools developed specifically 
for the measurement purpose. Non-cooperative, 
comparative analysis of the packet loss, jitter and delay is 
performed for Vodafone and BSNL networks and the 
analysis shows that UDP traffic can be imitated by using 
Normal and Weibull distributions. Distribution parameters 
are also presented to be used by research community. 
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Abstract – WiNTeB (Wireless National Test Bed) is a project 
that will allow research at scale (numbers and geographic 
reach) on cellular and hybrid networks through cooperative 
relationships with US national cellular network operators. 
 The project has received a small amount of funding from 
NSF.   NSF, expressing interest in the concept, has requested 
a very detailed proposal, which is in preparation.  The 
proposal will include funding for early projects running on 
the test bed which creates some interesting opportunities. 
 This presentation will include a discussion of: 
Background, 
Objectives, 
Description of Test Bed Services, 
Status, 
Opportunities. 

Keywords: Wireless, National Test bed, research, 
Infrastructure 

 

1 Introduction 
  This paper starts with the historical background including 
a discussion of the needs that inspired the WiNTeB [1].  It 
then describes its evolution through support from the 
leadership of GENI and NSF.  It then describes how with this 
support a Workshop was held in the DC area bringing 
together leaders in academia, industry and government further 
refining the concept and moving to the planning stage.  
Finally, the paper discusses both near term opportunities 
(including funding) and longer term opportunities created by 
the project. 

2 Historical Background 
 Several years ago, the author was working on new 
technology for cellular networks.  Working through the 
conventional venture backed start-up process, he was stymied 
by the lack of a test bed where he could prove his technology.  
A friend of the author James Kempf, at Ericsson USA Labs, 
was frustrated in his interactions with academic researchers 
who had access to wired and WiFi test beds, but not cellular.  
The two came together and started talking about the 
possibility of creating a wireless test bed.  This led to early 
written sketches. 
 
These sketches focused on the fact that researchers in US 
universities interested in working on wireless networks have 

few choices available to them. Most are forced to use WiFi. 
While many interesting experiments can be done with WiFi, 
the ability to do at-scale experiments on the dominant 
wireless technology (cellular), in real world situations, is 
limited. 
 
Although cellular network operators are reaching out to the 
application development community for Apps and this is 
leading to a more open environment, the carriers are driven 
by a need for product that can be deployed in a relatively 
short period of time.  Therefore, it is hard for them to work 
with researchers and early stage technology developers who 
may be doing more basic work or whose results will come to 
market in a more substantial time frame. 
 
2.1 Support from GENI and NSF 
 The leadership of the GENI [2] Project (NSF funded 
wired test bed) found out about the early work by Cummings 
and Kempf and started to help fleshing out the concept.  This 
led to the creation of a talking document was that used to 
introduce the concept to NSF leadership at a GENI regular 
meeting.  This led through a proposal process to NSF funding 
a May 2010 Workshop in the DC area to validate the need for 
such a test bed and to crystallize its definition. 

2.2 WiNTeB Workshop 
 On May 5 & 6, 2010 the WiNTeB Workshop [1] was 
held in Arlington sponsored by NSF and organized by Mark 
Cummings of KSU.  Response to the Call For Participation 
was very strong.  Early planning had been for 24 participants.  
That grew to 35 and finally was expanded to 60.  Even so, a 
large number of potential attendees had to be turned away.  
Workshop participants included representatives of all major 
classes of stakeholders: 

 
Explanation of the WiNTeB Concept - Mark Cummings, 
KSU 
 
Desired Outcomes for the Workshop - Victor Frost, NSF 
 
What Can Be Learned From the GENI Experience - Aaron 
Falk, GENI GPO, BBN 
 
Wireless Equipment Company View - James Kempf, 
Ericsson Labs USA 
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Application Researcher View - Deborah Estrin, CENS, 
UCLA 
 
Infrastructure Researcher View - Sachin Katti, POMI, 
Stanford 
 
Broadband Perspective -  Walter Johnston, FCC EOT 
 
FCC Technology Perspective - Jon Peha, FCC Chief 
Technologist 
 
Operators Perspective  - Andrew Apple, AT&T Mobility 
 
WiNTeb Recommendations From an Internet Pioneer Vint 
Cerf, Google 
 
Lightning Talk presenters were:  
Hongwei Zhang, Wayne State University;  
Rudra Dutta, North Carolina State University;  
Driss Benhaddou, University of Houston;  
Kuang-Ching Wang, Clemson University;  
B. S. Manoj, Univ. of California, San Diego;  
Rajeev Koodli, CISCO Systems;  
Dijiang Huang, Arizona State University;  
Per Johannson, Univ. of California San Diego;  
Preston Marshall, Univ. of Southern California, 
Information Sciences Institute;  
Larry Foore, National Aeronautics and Space 
Administration;  
Rangam Subramanian, Idaho National Laboratory;  
Aleta Ricciardi, SRI International. 

 
Other participants covered a wide range.  Academic 
participants ranged from small regional colleges to MIT.  
Academic researchers covered both networking and social / 
environmental areas.  Industry participants included AT&T 
Mobility, Clear Wire, and Cisco.  Government organizations 
included the FCC, Defense Spectrum Office and NASA.  
 
The Workshop resulted in validation and refinement of the 
WiNTeB concept by defining three visions: 
 
• Vision I - Applications Research 
• Vision II - Research On Existing Networks 
• Vision III - Research on New Modes 
 
Vision I focuses on how WiNTeB can enable researchers in 
Mobile Health, Environmental Science, Social Science, 
Political Science, etc. to use existing cellular networks.  In this 
vision, WiNTeB acts as an aggregator and “impedance 
matcher” for and between researchers and cellular network 
operators to ease access, match billing plans to researcher 
needs while providing cost effective services to researchers 
and protect production networks and the companies that 
operate them.  It also envisions research scenarios which 
employ heterogeneous networks combining multiple 
technologies and multiple operators. 
 

Vision II focuses on WiNTeB enabling research surrounding 
improving and evolving current cellular networks.  Here 
WiNTeB provides a deep trusted relationship with network 
operators surrounded by technical and procedural safeguards 
to allow researchers access to network internals. 
 
Vision III focuses on WiNTeB enabling research on new 
modes with special consideration of interference issues and 
security.  To do this, the FCC would authorize experimental 
spectrum near enough to existing commercial bands that 
available commercial equipment could be tuned to it, and far 
enough away that research activities in the experimental band 
could not have a detrimental effect on production networks.  
In some cases, network operator partnerships would assist in 
the fielding of equipment. 
 
By the end of the Workshop, a consensus developed that 
although these appear to be three separate visions with 
separate and possibly competing audiences, they are actually 
interactive and mutually supportive.  This realization led to 
the conclusion that each needs the other two and that all three 
should be pursued together.  Vint Cerf’s description of DTN 
played an important role in the group’s coming to this 
realization.  Vint pointed out that the history of the 
development of DTN (Delay Tolerant Networking) showed 
how Application research plays a key role in Network 
research.  He pointed out that DTN was developed as a direct 
result of Application research in that Exo Planet Researchers 
found that they could not get the data being collected by the 
Mars probes back to Earth with current wireless technology 
and protocols.  This led to the development of DTN, which 
can be roughly described as a store and forward version of 
TCP/IP.  It was created and loaded into craft in orbit around 
Mars, and the Earth to make it possible to get the data and 
pass it on.  The development of the first version of DTN 
opened up an extremely wide area of experimentation and 
implementation in terrestrial networks. 
 
As this consensus developed attention started to turn to the 
intellectual merit of WiNTeB and the other benefits it would 
generate.  Conclusions included that WiNTeB’s intellectual 
merit flows from what is learned about wireless networking 
and applications, in setting up the test bed, and the research 
projects conducted on it.  These projects span Health, Social, 
Political, Environmental, Networking, and RF sciences.  For 
example, researchers will be able to advance health and 
environmental sciences through field monitoring, test theories 
in Smart Grids, increase understanding of problems and 
solutions in multimedia on wireless, quality of service 
measurement on wireless, femtocell networking, wireless 
security and new modes in advanced wireless networking.   
 
The broader impacts that flow from WiNTeB will include 
enabling new educational, new research and new integrated 
research and education opportunities.  By its very nature, 
WiNTeB will democratize wireless research by opening the 
doors to significant wireless research to smaller universities, 
institutions and start-up companies.  It will also enable the 
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larger universities which lead wireless research today, to make 
their work more meaningful.  It will enable researchers to 
provide regulators with the data they need to make the best 
possible public policy and regulatory decisions.  It will enable 
research results which help NOAA, NASA, DOE and other 
government agencies to better fulfill their missions.  Network 
operator, and equipment, companies will benefit from 
WiNTeB in two ways: improved staff availability and 
improved early research results pipeline feeding their 
innovation efforts.  Finally, having more reliable, more 
secure, more robust networks with advanced services will 
have a profoundly positive impact on society.  In addition, 
WiNTeB will result in Improvements in US industrial 
competitiveness of wireless equipment, software, 
semiconductor, and network operator companies. 
  
2.3 Activities Following the Workshop 
 Following the Workshop a team came together to 
prepare a proposal for an NSF Community Research 
Infrastructure grant to provide the financing necessary to 
create the test bed and get it to the point where it could be self 
sustaining.  The team consisted of people from KSU, UC San 
Diego, USC ISI with several advisors from industry.  The 
author was the PI for the team.  The team first worked closely 
with national cellular network operators to develop a practical 
plan for the cooperative implementation of WiNTeB.  Based 
on this plan the team decided to prepare a single proposal 
covering all three visions.  Following submission and review 
of the proposal, NSF formally expressed strong interest in the 
proposal but asked for more detail.  Because of the proposal 
page limitations, with the three Visions combined, this had 
not been possible. 

3 Current Status 
 Responding to NSF’s request for more detail and yet 
complying with proposal page limit constraints, the team 
decided to reorganize its effort into three separate but 
interrelated teams developing three interrelated detailed plans 
/ proposals, each focused on a clearly defined area:  The three 
areas are: 

• Field Research Services 

• Network Research Services 

• New Modes Services 

The Field Research Team consists of Per Johansen from UC 
San Diego, Dr. Kevin Patrick from UC San Diego, Debra 
Estrin from UCLA, Russ Clark from Georgia Tech., Victor 
Clincy from KSU, Victor Marshal from KSU, with Mark 
Cummings from KSU as the PI. 

The Network Research Team consists of Victor Frost from 
the University of Kansas, Per Johansen from UC San Diego, 
Russ Clark from Georgia Tech., Victor Clincy from KSU, 

Victor Marshal from KSU, with Mark Cummings from KSU 
as the PI. 

The New Modes Team consists of Amitab Mishra from Johns 
Hopkins, Mark Cummings from KSU, with Preston Marshall 
from USC ISI as the PI. 

The industry advisors will continue to support the three 
teams.  Each of these three teams will deliver a proposal 
specific to their area of focus to NSF in October 2011.  

The Field Research Service focuses on providing researchers 
using wireless sensors / actuators for research and testing in 
the US, a cost effective business and technical interface that 
fully meets their needs.  These sensors /actuators can be 
simple cell phones, smart phones, plug in modems that 
support other devices, wireless pads, or more specialized 
equipment.  It does so by having special relationships in place 
with national cellular operators.  The need for the Field 
Research Service has been highlighted in a number of recent 
mHealth meetings.  Three examples are the mHealth Summit 
organized by NIH [3] and held in Washington DC in the Fall 
of 2010; the Health Cyber infrastructure Workshop sponsored 
by NIH & NSF [4] held At UC San Diego at the beginning of 
2011, and the Wireless Life Sciences Alliance (WLSA) 
Convergence Summit [5] held in San Diego in the Spring of 
2011.  What is emerging is a consensus that wireless can play 
a key role in making the US’s health care system efficient and 
effective, but that it requires evidence-based proof of 
effectiveness of specific measures in changing outcomes.  
Early work, on a very small scale, has shown promise, but the 
required proof can only be achieved with studies done on a 
large scale, both in numbers and geographic reach. 

The Network Research Service provides researchers two 
types of services.  The first is a data mining service.  This 
allows researchers to work with data captured by national 
cellular operators.  This data may be used to support medical 
and social science research or to support networking research.  
An example of the type of medical research that will be 
supported includes epidemiological studies.  An example of 
the type of networking research that will be supported 
includes network performance and security research. 

The second type of Network Research Service supports 
research and testing of new hardware and software 
components for existing cellular networks.  It provides a 
staged process for introducing these first in controlled 
environments on the operators premises and then, as the 
operators become comfortable with the controls and network 
protections, moving to installations on WiNTeB and then 
researcher premises. 

Both the Field Research and the Network Research proposals 
will have extremely detailed plans and budgets including 
draft contracts with national cellular operators. 
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The New Modes Research Service supports research in new 
RF technologies and new wireless networks.  It relies on the 
FCC to allocate experimental spectrum close enough to 
existing cellular spectrum to allow existing commercial 
equipment to be tuned over to it, but far enough away that 
experimental operation will not interfere with commercial 
operations.  Thus this service requires action by the FCC.  
FCC staff attended the WiNTeB Workshop [1] and since then 
the WiNTeB team has met several times with those and other 
FCC staff members.  This has resulted in the release of an 
NPRM [6] on experimental spectrum, which promises to 
support WiNTeB.  However, since the specific frequencies 
are not yet known and detailed rules must wait on finalization 
of the new rules, it is not possible to provide the level of 
detail requested by NSF for this service at this time.  
Therefore, the New Modes proposal will be a request for a 
study grant leading to a formal CRI proposal the following 
year. 

4 Opportunities 
 WiNTeB has been advised that it should include 
infrastructure funding for specific projects which can make 
early use of the Field Research and Network Research 
Services.  The requirement for these is that they have all the 
resources in place except those needed from WiNTeB.   

For example, a project which has the resources in place to 
analyze the data and produce valuable results if smart phones 
are distributed to a number of users in a number of locations 
and airtime is provided, would be a good candidate for this 
opportunity. 

Similarly, a project which has the resources in place to 
analyze the data produced in mining data in a cellular 
network, but which has no mechanisms (technical, business, 
and financial) in place to acquire the data would also be a 
good candidate.  

Also, a project which has the new hardware or software and 
resources in place to analyze the results produced in inserting 
the hardware or software into a cellular network, but which 
has no mechanisms (technical, business, and financial) in 
place to do that insertion, would also be a good candidate. 

The possibilities for taking advantage of this near term 
opportunity are limited only by the imagination of the 
researcher.  The only requirement is that the researcher has to 
have in hand the other resources necessary to complement the 
wireless infrastructure resources provided by WiNTeB. 

Longer term, WiNTeB services should be factored into all 
relevant researchers’ thinking and planning.  It is the intention 
of WiNTeB to support a wide and expanding range of 
creative research and testing projects.   

The only limitation is getting the word out to all the various 
communities who can make use of WiNTeB.  That is the 

primary purpose of this paper and the author requests the 
assistance of all readers in helping to disseminate the 
information about WiNTeB. 

Similarly, it would be helpful to have as many letters of 
support as possible to accompany the proposals which will be 
submitted in October. 

For further information or to send letters of support, please 
contact Mark Cummings at mcummi10@kennesaw.edu. 

5 Conclusion 
 This paper has traced the development of the WiNTeB 
concept from early conception to the threshold of maturity 
along the way highlighting the need for and uses of such a 
national test bed.  It then discussed the potential near term 
opportunity for those with the capability to take advantage of 
early funded test bed infrastructure.  Finally, it discussed the 
need to help with information dissemination, both by getting 
the word out to the full range of user communities and by 
providing the proposal teams with letters of support. 
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Abstract— Due to the broadcast nature of the wireless
medium,802.11 wireless networks are especially vulnerable
to masquerading attacks, where an adversary forges the
identity of another victim host. Masquerading allows the
adversary to gain unauthorized access to network resources
or services that are designated for legitimate hosts. In this pa-
per, we develop a novel scheme for detecting a masquerader
under various scenarios inside an802.11 wireless network.
Our proposed scheme employs unique “fingerprints” about
a wireless host to identify a masquerader. These fingerprints
are extracted from the networking activities of a wireless host
and applied on a naïve Bayesian classifier. Our comprehen-
sive empirical study demonstrates that the proposed scheme
is able to provide an accurate and consistent detection.
To the best of our knowledge, it is the first scheme that
can detect a sophisticated masquerader that is capable of
frequently switching the forged identity and displays little
greedy or malicious behavior. In addition, our proposed
scheme does not require any modifications to the existing
wireless standards.

1. Introduction
One of the key features of the wireless medium is

its broadcast nature. Unfortunately, such broadcast nature
makes an802.11 wireless network particularly vulnerable to
masqueraders who forges the identities of legitimate hosts.
Specifically, each802.11 host is identified by a globally
unique12 byte media access control (MAC) address. There
is a field in the MAC frame that holds the sender’s MAC
address, which is reported by the sender of the frame.
When a MAC frame is broadcasted, so does its identity
(i.e., the MAC address). However, there is no mechanism
for validating the authenticity of the self-reported identity in
the 802.11 standard specifications. As a result, an adversary
may “masquerade” the identities of other hosts and request
various network services (such as access to the Internet) on
their behalf.

A masquerader not only consumes network resources
without proper authorization, but also introduces significant
security threats. A masquerader has all legitimate security
credentials and therefore can launch various insider attacks,

or even completely disrupt the normal network operations. It
is indeed an “attack multiplier” and therefore is extremely
destructive to the network. Thus, it becomes imperative
to provide an effective and efficient solution for masquer-
ader detection to limit damages. Much efforts have been
devoted towards the problem of masquerader detection in
the literature. Traditionally, masquerading can potentially be
thwarted by using cryptographic tools (such as RADIUS
and EAP protocols). However, such cryptographic based
authentication approaches may introduce overheads (such as
certificate distribution and management) that are prohibitive
for commodity wireless networks. Subsequently, the research
community has also sought non-cryptographic approaches to
identify masqueraders. Example of these approaches include
comparing the MAC sequence numbers [1], [2] and the
received signal strength values [3]–[5]. These approaches
can detect a simple masquerader. However, a sophisticated
masquerader can frequently change its spoofed identity to
escape from being revealed. Existing approaches cannot
be applied directly to detect a sophisticated masquerader.
Detecting a sophisticated masquerader is a nontrivial problem
due to the challenges resulted from the frequently changing
spoofed identities. Another key challenge is that a sophisti-
cated masquerader may show little suspicious activities such
as greedy or malicious behavior.

To answer these challenges, we propose a novel masquer-
ader detection scheme for IEEE802.11 wireless networks.
The proposed scheme employs unique “fingerprints” about
a wireless host to identify a masquerader. These fingerprints
are extracted from the networking activities of a wireless
host and applied on a naïveBayesianclassifier. The pro-
posed scheme possesses four desirable features. Firstly, to
our best knowledge, it is the first scheme that can detect
a sophisticated masquerader. Secondly, our comprehensive
empirical study demonstrates that the proposed scheme is
able to accurately and consistently detect a sophisticated
masquerader. Thirdly, it works in conjunction with current
wireless security protocols, and it does not require modifi-
cations to the underlying802.11 standards. Finally, it can
be implemented in the firmware of existing access point
hardware or a computer that is able to capture wireless traffic.

The rest of the paper is organized as follows. Section 2
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discusses related work. The design of our proposed scheme
is elaborated in Section 3. Section 4 and Section 5 present
the evaluation settings and results. Finally, our conclusion
appears in Section 6.

2. Related Work
There is some work in the literature on detecting a mas-

querader inside a wireless network. One initial approach is
to examine the order of the MAC frame sequence numbers.
Each MAC frame header has a field that contains a12 bit
sequence number, which is incremented for each subsequent
frame. A masquerader may have a different sequence number
ordering compared to that of the legitimate host. Thus, the
abrupt changes in sequence number ordering are exploited
to detect a masquerader in [1], [2]. Nonetheless, there are
various reasons (such as a reboot) that a wireless host may
reset the frame sequence counter. When a reset happens,
MAC frame sequence number based techniques can produce
false positives.

Another popular approach relies on scrutinizing the phys-
ical location of a transmitting host. The observed received
signal strength indicator (RSSI) values can be used to infer
the physical location of a transmitter. A tuple of RSSI values
reported by different access points are employed to generate
“signalprints” for a transmitter in [3]. A mismatch between
signalprints reveals the existence of a masquerader. In another
work [4], RSSI values are applied on the k-means clustering
to detect a masquerader. If a cluster centroid separation
exceeds6 db, it can be concluded that there is a masquerader.
However, physical location based solutions are not effective
enough in mobile scenarios. When a host is moving, the
measured RSSI values may oscillate heavily. As a result, it
can introduce a significant number of false positives.

To further reduce false positives, a layered architecture
that combines a series of detectors (such as the MAC frame
sequence number and physical locations) is proposed in
[5]. This approach can achieve a higher detection accuracy
compared to the aforementioned solutions. Yet, this type of
approach will fail if the masquerader and the victim do not
present in the network at the same time because there is
no target to compare with. A sophisticated masquerader can
intelligently change its spoofed identity to be that of an off-
line host. Thus, none of these existing schemes can detect a
sophisticated masquerader.

Recently, advancements in wireless network interface card
(NIC) fingerprinting offer new perspectives towards the
problem of masquerader detection. For example, the minute
imperfections of wireless transmitter hardware are generated
at manufacture. These imperfections are unique to a specific
transmitter. Therefore, a technique called PARADIS is pro-
posed to identify the source NIC of an802.11 frame through
passive radio-frequency analysis on these imperfections in
[6]. Examples of other NIC fingerprinting based techniques

of this category include using the clock skews [7] and the
probe request frequency [8]. Nevertheless, there still lacks a
satisfactory and practical solution that is competent enough
to tackle a sophisticated masquerader.

There are other works that focus on greedy (or selfish)
user detection [9]–[11]. A greedy user refers to a user
that disproportionately occupies the network resources. For
example, an AP-based system called DOMINO is proposed
for the identification of greedy users that excessively occupy
network bandwidth [9]. In [10], [11], attention is paid to
specifically detect the MAC layer misbehavior of selfish
wireless stations. Yet, due to the fundamental differences
between a masquerader and a greedy user, these schemes
cannot be applied directly to the problem of masquerader
detection.

3. Our Masquerader Detection Scheme
A masquerader may bear the identity of a legitimate

wireless host. However, the masquerader may not display the
same externally observable features as the legitimate host.
These feature discrepancies can result from network activity
differences between the masquerader and the legitimate host.
Our proposed scheme extracts information from wireless
frames to identify the masquerader. We assume that wireless
frames can be collected continuously from the entire area of
interest. Such collection can be easily done by a commodity
wireless interface that is able to tune into the promiscuous
mode.

In the follow subsections, we will explain: i) how to select
features that are discriminating; ii) how to construct a naïve
Bayesianclassifier based on the selected features that can
accurately and efficiently detect a masquerader.

3.1 Feature Selection
Feature selection plays an important role in classification.

The ability to identify powerful discriminating features is
critical to classification accuracy. Moreover, selecting non-
redundant features can reduce computational overhead, and
thus improve efficiency. Inspired by previous work [7], [8],
[12], [13], we choose three features. These three features are
obtained from destination<IP address, port number> tuples,
802.11 MAC layer frames, and application level broadcasts,
referred asIPs, MACs, andBroadcasts, respectively.

The destination<IP address, port number> tuple has
been widely used for user classification [12], [13] because it
includes unique information about a user’s network visiting
habits. Yet, this information may not be always available due
to link-layer encryption (e.g., WEP or WPA).

The MAC layer frames contain a wide range information
of a user’s wireless NIC driver and its customized con-
figurations. Due to the ambiguity of the802.11 standard,
different implementations of the same protocol specification

268 Int'l Conf. Wireless Networks |  ICWN'11  |



in NIC drivers behave differently. The configurable param-
eters include power management algorithms, collision con-
trol algorithms (e.g., RTS/CTS), supported data transmission
rates, transmission power, timing of probing, and etc. In
addition, how the driver is manipulated also makes some
differences in the fingerprints of a NIC driver. For instance,
the Wireless Zero Configurationof Windows XP manages
the configuration of the settings for a wireless device by
default. Besides, there exist stand-alone programs (vendor
provided, e.g., Intel PROSet/Wireless Software) that perform
those functions. These stand-alone programs are provided by
the manufacturers of wireless devices and often support more
networking functionalities. The fundamental reason for these
parameter differences lies in the inherent ambiguity of human
specifications, and manufacturers’ implementation flexibility
to meet different constraints. Using these parameters, a NIC,
and thus its host, can be identified [8]. Note that these
parameters are always sent in the clear even when IP layer
data are encrypted.

Broadcasts are used by many user level application soft-
ware to announce their existence. The example of these
broadcast packets include Microsoft Printing Service ad-
vertisements, Samba broadcasts, the P2P services (e.g., BT
downloading), and the Apple iTune advertisements. Most of
these broadcasts can be uniquely recognized by the combina-
tion of their sizes and port numbers, which is fixed according
to the corresponding protocols. Furthermore, if the port
number becomes invisible because of applying encryption,
the broadcasted packet size alone still has discriminating
power among users. Thus, the collection of a user’s broadcast
packets can be employed to pinpoint the user as well [13].
It is worth mentioning that a user cannot change the features
of broadcasts easily because the broadcasts are carried out
without user intervention by default.

These three features have strong distinguishing power
because they contain unique information about a wireless
host. In addition, features are non-redundant in that they
represent different aspects of a wireless host. To be specific,
the MACs feature narrates the behavior of a host’s NIC driver,
while the other two features focus on the user level activities.
The difference between IPs and Broadcasts is that the former
emphasizes on the Internet visiting habits, and the latter
centers around the application software usage (e.g., office
editing or music downloading). Therefore, the combination
of these features can be exploited together to identify a
masquerader.

3.2 Classifier Construction
The three aforementioned features need to be applied on

a classifier in order to identify a masquerader. It has been
shown that a simplenaïve Bayesian classifieris accurate and
effective for such type of classification problems [12], [13].
The naïve Bayesian classifier assumes that its underlying

features are independent. As it is explained in section 3.1, the
three features are independent in that they represent different
aspects of a wireless host. Hence, these three features can be
put together to construct a naïve Bayesian classifier.

We can build a host specific classifier using data sam-
ples pulled out from the its network traffic (i.e., a train-
ing data set). To be specific, for each hostA, we build
a naïve Bayesian classifierCA based on the three fea-
tures that are present in its training data set. Given a
piece of validation data sampleV , CA returns “true” if
it believes V is from A and “false” otherwise. These
decisions are made based on theposterior probability
Pr[V is from A|V has(c1, c2, c3)], wherec1, c2, c3 are IPs,
MACs, and Broadcasts features, respectively. The posterior
probability, Pr[V from A|V has(c1, c2, c3)], is calculated
using the following equation:

Pr[V has(c1, c2, c3)|V from A] · Pr[V from A]

Pr[V has (c1, c2, c3)]
,

where the prior probabilityPr[V is from A], the likelihood
Pr[V has(c1, c2, c3)|V is from A], and the marginal prob-
ability Pr[V has(c1, c2, c3)] are obtained from the training
data set. Therefore, for a pre-determined thresholdT , CA

returns “true” if and only ifPr[V is from A|V hasc] ≥ T

and “false” otherwise. The thresholdT is a design parameter
that needs to be decided based on the network scenarios.

Next, we evaluate the performance of our proposed mas-
querader detection scheme.

4. Evaluation Configuration
In this section, we will illustrate the configuration of the

traces used for the evaluation and the evaluation metrics.

4.1 Trace Configuration

There are two network traces used in our study. The
first trace is gathered at the2004 SIGCOMM conference
[14]. The second one is collected in the Philips Hall at
the Department of Computer Science (CS) at the George
Washington University (GWU).

4.1.1 SIGCOMM conference trace

The widely used SIGCOMM conference trace [14] was
collected using standard wireless cards in monitor mode
with tcpdump-like tools for a span of5 days. For privacy
concerns, IP and MAC addresses are anonymized consistently
throughout the entire trace (i.e., there is a unique one-to-
one mapping between addresses and anonymous “marks”).
Thus, each user is uniquely identified by its anonymous mark.
There are over350 users presented in the trace. This trace is
refereed asSIGCOMM tracein this paper.
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4.1.2 Phillips Hall trace

This trace collection took place within the CS department
at the Academic Center building, a large7-story structure
of the George Washington University. The CS department
occupies half of the 7th floor (i.e., the Phillips Hall) of the
Academic Center building. The traces were collected using
standard wireless cards in monitor mode with Wireshark for a
span of14 days. Our wireless cards can receive data from the
CS department wireless network, and neighboring wireless
networks (such as GWU Wireless, research group networks,
and etc). The users of these networks include students, staff
and faculty members, residents of school dorms, and even
visitors. In total, there are over700 users presented in the
trace. This trace is refereed asPhillips Hall trace for future
use.

4.1.3 Trace Partition

According to the requirements of the naïve Bayesian
classifier, each trace is divided into two portions: the training
data set and the validation data set. Additionally, each portion
is further divided into pieces that are of one-hour duration.
In the SIGCOMM trace, a training data set of24 one-hour
duration pieces (i.e., one-day-duration) is enough to build
classifiers for a large percentage of hosts. Therefore, the
remainder of the trace (about4 days) is used as the validation
data set. In the case of the Phillips Hall trace, a training data
set of 120 one-hour duration pieces (i.e., five-day-span) is
good enough to build classifiers for a similar percentage of
hosts as that of the SIGCOMM trace. The reason that the
Phillips Hall trace needs a longer duration of training data set
in that hosts’ activities in a campus setting are less intensive
compared to a conference setting.

4.2 Evaluation Metrics
The two major metrics used in our evaluation study are

as follows: i) Thetrue positive rate (TPR) refers to the
percentage of the validation data pieces that a legitimate
user does not generate but we correctly classify as from a
masquerader; ii) Thefalse positive rate(FPR) refers to the
percentage of the validation data pieces that a legitimate user
generates but we incorrectly classify as from a masquerader;
iii) TPR variations over time.

The TPR and FPR represent thesensitivityandspecificity
of identifying a masquerader, respectively. The relation be-
tween the mean TPR and the mean FPR is known as the
receiver operating feature (ROC) curve. The TPR variations
over time measures whether the proposed scheme can offer
consistent performance. We detail our evaluation results
below.

5. Evaluation Results
In this section, we first demonstrate the relationship be-

tween the detection sensitivity and specificity (i.e., the ROC

curve) of the proposed scheme for both traces. Next, we ex-
amine whether the proposed scheme can deliver a consistent
performance over different time periods.

5.1 TPR vs. FPR
The ROC curve is plotted in Fig. 1(a) and Fig. 1(b)

for SIGCOMM trace and Phillips Hall trace, respectively.
Standard deviation of the ROC curves is also drawn in these
two figures. For reference, the dotted linex = y represents
the performance of random guessing. It can be seen that our
proposed scheme achieves a good sensitivity and specificity
for both traces. For example, in both traces, the mean TPR
exceeds80% when the mean FPR is chosen to be1%. Such a
high level of detection accuracy is fundamentally due to the
excellent discriminating power of the three chosen features
applied on the naïve Bayesian classifier. It also can be seen
that there are higher variations presented in the Phillips Hall
trace because it has a more complex user body (over700
users in total) with rich user dynamics. It demonstrates that
our proposed is able to handle very complicated scenarios.
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(d) Phillips Hall trace.

Fig. 1: ROC study.

Additionally, the complementary cumulative distribution
function (CCDF) of TPR when the FPR is set to be5%
and1% is shown in Fig 1(c) and Fig 1(d). For an instance,
when FPR is1%, we see that over60% of masqueraders
can be identified at a TPR that is about80% for the
SIGCOMM trace. In the case of Phillips Hall trace, over
50% of masqueraders can be identified at a TPR that is about
80%. This difference is partly due to the rich diversity that
lies in the attendees of the SIGCOMM conference. A large
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portion of the attendees come from different universities, and
therefore become distinguishable when accessing their school
web and email servers.

5.2 TPR Variations
In this subsection, we examine the TPR variations over

time under the two traces. Fig. 2(a) and Fig. 2(b) display
the TPR variations over12 hours span (i.e., from 8am to
8pm) in a day under the SIGCOMM and Phillips Hall trace,
respectively. We only consider the12 daytime hours of a day
since there are obviously likely to be more user activities than
that of early morning and late night. The mean FPR is fixed
to be 1% for both figures. The mean TPR of each hour is
normalized by the overall mean TPR for the entire12 hour
period.
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Fig. 2: TPR variations over time.

We observe that the normalized TPR values of both
traces are close to1, which demonstrates that our proposed
techniques are capable of delivering a consistent performance
over time. In addition, the mean TPR under the Phillips
Hall trace exhibits higher variations compared to that of
the SIGCOMM trace because the former has richer user
dynamics in nature.

6. Conclusion
In this paper, we develop a novel masquerader detection

scheme for protecting802.11 wireless networks under vary-
ing operating conditions. To the best of our knowledge, it
is the first scheme to offer the functionality of sophisticated
masquerader detection. The proposed scheme provides all-
around protection through an elegant coupling of fingerprints
based machine learning techniques. An attractive feature of
our proposed scheme is that it requires neither specialized
hardware nor modification to existing security standards. Fur-
ther, it can be implemented in the firmware of existing access
point hardware or a computer that is able to capture wireless
traffic. Our evaluation study results show that the proposed
infrastructure is effective in masquerader detection. As a part

of our future work, we plan to develop new features and apply
different classifiers so as to further increase masquerader
detection sensitivity and specificity, and reduce computation
overhead.
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Abstract—Body sensor network is a critical life-
saving infrastructure, which could maintain complete 

privacy of an individual. Body Area Network (BAN) 

are widely used in health care, military, sports and 

first responders. Recently, BAN security and its 

energy consumption has been an interesting research 

topic to monitor human body, which enable doctors 

to predict, diagnose and react to situations effectively 

and in time. By securing BAN, we are actually 

securing human life. Numerous intruders and attacks 

may challenge the system and can lacerate the data 

that can be used for destructive purpose. This paper 

review BAN security and its energy conservation. 
This review classifies BAN security techniques and 

their brief comparison along with other critical 

issues which needs to be studied. 
 

Keywords – BAN (Body Area Network), ECG/EKG 

(Electrocardiography), SG (Secure Group) 

 

1. Introduction 
BAN is an emerging technology, which is widely 

used for research in literature, military, healthcare, 

sports and first responder, etc [1, 2,3]. It consists of 

wearable intercommunicating sensors, as shown in 

Fig 1. The sensors are wirelessly connected onto 

human body for monitoring body movement and 

measuring physiological parameters such as body 

temperature, cardiac motion and so on [4] They 

collect data and send it to the base station through 

wireless multi-hop network [1] for analysis, storage 

and processing. The data are then sending in a secure 

manner to remote medical servers through internet or 

other communication media. Security is important 

because the data may contain sensitive information 

obtained from physiological values hence providing 

security to the inter-sensor communication which is 

more essential [5]. In fact, the requirement for 

protecting health data is legal as from the health 

insurance policy and accountability act (HIPAA) [6], 

which authorize that all individual personal 

information should be protected and safe from 

unauthorized access. The main purpose of BAN is to 

secure human life because it deals with human body 

and its physiological values to securely distribute 

cryptographic key in the BAN [7] which may enable 

us to handle emergency situation(specific event of 

heart attack) in correct time [8].  

 This paper review the current BAN technologies 
which  implement various types of security and 

energy consumption measures, evaluate the possible 

attacks and provide solutions to achieve the possible 

goals in order to provide the desired security and 

energy conservation (as minimum as possible) 

because wireless devises remain alive on their battery 

life. Furthermore, it summarizes BAN security 

techniques in each class to provide a brief 

comparison among these techniques. The remainder 

of the paper is organized as follows: section II 

discusses BAN security techniques , track and 
analyzed four classes of BAN Security approaches 

such as electrocardiogram (EKG) based, an improved 

EKG based, Secure Group (SG) Communication 

based and Physiological Signal based were discussed 

respectively. Section III provides a brief comparison 

of BAN security approaches where as section IV 

identifies the problems in each BAN technique and 

proposes solution for it. The survey concludes in 

Section V
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Fig.1 -Architecture of a typical Wireless Body Area Network 

 

2.  BAN Security Measures 
  

1.1 EKG based key agreement scheme in 

Body Area Networks 
  

The EKG based key agreement is briefly described 

by Venkatasubramanian et al [9]. The author 

proposes a scheme, which produces identical keys 

from the ECG/EKG signal. The scheme works by 

first generating (processing phase) the features from 

the ECG input using fast Fourier transform (FFT). 

The generated features are then gathered in the form 

of blocks and concatenated horizontally to form 

feature vector. Finally the quantization of the 

generated is performed. In quantization the signal is 

just converted to digital form. In the key generation 

phase the blocks are exchanged for the sake of 

generating a common key. The blocks are hashed 

before sending or exchanging using SHA-256 

hashing algorithm. The exchange phase is called the 

commitment phase in which the hashes received are 

arranged in matrix where the local hashes are further 

arranged in to U- matrix and those received from the 

sensors other then commitment phase are arranged in 

V- matrix. From the hamming distance of U & V a 

matrix W is computed such as that every element of 

W is a hamming distance. At the end of the 

processing phase both the sensors have the keys, 

 

which are identical on both sides. In the third phase 

which is the de-commitment phase the integrity of 

the received blocks are checked by using message 

authentication codes (MAC).  

1.2 An improved EKG based key 

agreement scheme for body area 

sensor networks 
  

In this work the authors proposed [10, 11] an 

improved version of the EKG based key agreement 

scheme. The first problem is solved by replacing the 

FFT by DWT because the time complexity of FFT is 

O(nlgn) while that of DWT is O(n). So in this 

technique, the feature generation is performed by 
using the DWT, the generated features are gathered 

in the form of blocks and then horizontally 

concatenated to form feature vector (as in the original 

work) [4] and then the quantization of the generated 

is performed. In quantization the signal is just 

converted to digital form [4]. In the key generation 

phase before the blocks are exchanged, the blocks 

were first hashed by using SHA-256 and then 

watermark was included in the hashed blocks by 

using the finger prints as a seed to the random 

machine. The random numbers generated by the 
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random machine were used as the locations for the 

watermarks to be embedded on the sender side and 

the same position are used to remove the watermark 

from the blocks. On the receiving end first of all the 

watermark is removed by using the position 

generated by fingerprints seeded random machine 
and the pure hashes of the blocks are gathered. These 

hashes received and local hashes are arranged in a 

matrixes U and V respectively. A matrix W was 

computed from the hamming distance of U & V in 

such a manner that every element of W was a 

hamming distance. At the end of the processing phase 

both the sensors have the keys, which were identical 

on both sides. In the third phase, which was the de-

commitment phase, the integrity of the received 

blocks was checked by using message authentication 

codes (MAC).  

 

1.3 Secure Group (SG) Communication 

for BAN 

The main focus of this technique was to make 

communication secure in inter-ban and intra-ban. It 

includes group server and multiple ban’s. The group 

server is responsible for issuing group key, revoking, 

renewing and management [12,13]. A central server 

with sufficient resources receives data from multiple 

bans to make the necessary computational tasks e.g. 

encryption, decryption, and data processing. The 

scalable group key management was based on 

keystone. In [14] keystone, the identity of client 

authentication was uploaded to one or more registrar 

to improve its performance. For multicast delivery 

keystone used user datagram (UDP), internet protocol 

(IP) to make key updates more efficient and reliable 

using forward error correction (FEC) to reduce loss 

of messages. SG-BAN use keystone based group key 

because of its scalability, extensibility and 

robustness. The group server consists of registrar, key 

server and control manager. The registrar initiates 

itself with a registrar key Kr and client access control 

list from key server. ACL contains information about 

access and permission about clients. When client join 

the network first it will be register with the registrar 

who verify its client MAC address by checking ACL. 

Now to make the group communication secure a 

session key is granted to client for 

encryption/decryption of communication [15]. It also 

provide facility for revoking and renewing of key to 

ensure maximum security like if a client leave the 

network and fail to respond it group key will be 

discarded and if he join again his key will be renewed 

by the control manager. In intra BAN communication 

each device is assigned a key Kd, which is 4 digit of 

the group key in BAN plus device MAC address.  

1.4. Physiological Signal based key 

agreement and energy Conservation 
  

This technique plays a very helpful role in BAN 

because it mainly concerns with two approaches; one 

to minimize the energy consumed by wireless 

instrument and other to provide security for wireless 

devices while they exchange information using 

cryptographic technique. It uses photoplethysmogram 

(PPG) signal based features to enable two sensors to 

agree on a common key. For sharing a common key 

PPG is synchronized in a loosely manner and a range 

of frequency domain features are generated and FFT 

is perform on the PPG signals and then perceive the 

peak in the FFT [16] coefficients. Finally features are 

derived from peaks by producing tuples each of 

which capture a peak-value and its corresponding 

peak index and convert to form a feature vector. 

After generating these features the communication 

sensor on sender side generate a random symmetric 

key using 128 bits, which then hides using the feature 

vector obtained from PPG signal and to make it 

applicable a fuzzy vault cryptographic primitives [17, 

18] is used to hide the key. Few steps are taken to 

accomplish this task. 

a) Sender generates vth order polynomial [5] 

b) Computes the polynomial at each point in feature 

vector 

 c) Set of legitimate coordinates of x, y coordinates 

by adding a large number of bogus, random 

coordinates called chaff point [5]  

This set of legitimate points and chaff points are 

called elements of vault. This vault is transfer to the 

receiver sensor through wireless medium. The 

receiver side upon receiving vault identify the v+1 

elements from vault whose x coordinate values, are 

identical to its own feature values and find 

polynomial values by langrangian interpolation., once 

generated the correct polynomial sends back an 

acknowledgment. The advantages of this technique 

are; it is impossible to hacking and brute force it and 

the second issue described here is energy 

consumption of PKA, which is divided into two 

parts; computational energy cost and communication 
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energy. The former is consumed during the execution 

of PKA while the latter one consumed energy while 

transmitting and receiving the vault. Traditionally in 

sensor networks communication costs overwhelming 

the computational cost but due to considerable 

processing requirement of PKA in terms of FFT 

computation, feature generation, polynomial 

generation, evolution and langrangian interpolation. 

It is believed that the computational cost is a 

considerable portion of the total energy. So there is a 

trade-off between security and energy. So the energy 

problem is solved through the energy scavenging 

techniques [19,20]. Normal PKA consumed 57mW. 

The scavenge energy can be obtained from (1) body 

Heat : The neck braces scavenge energy from the 

latent heat of vaporization occurring due to the 

vaporization of the perspiration of the individual. The 

estimated power gain is 0.2 W to 0.32 W with this 

approach, which is sufficient for PKA. (2) 

Respiration: One of the prominent movements is due 

to respiration. It is estimated that about 420 mW of 

power can be extracted from a stretchable dielectric 

elastic band worn around the chest of an individual. 

But can be extracted only from heavy breathing. This 

amount of power is sufficient for PKA. (3) 

Ambulation: Demonstrated systems have been 

successful in recovering 1.5 W of power from the 

human arm motion and more than 1.6 W of power 

from the ambulatory motion of human beings (using 

piezo-electric soles in shoes), which is sufficient for 

PKA.[2] Photovolatic Cells.: Photovoltaic cells can 

produce 100 mW/cm2 of power when under sunlight, 

which is again sufficient for PKA.  

 

3. Comparison of BAN security and 

energy Conservation Techniques  

 
This section provides a brief comparison of BAN 

techniques. In Table 1, the BAN security and energy 

conservation approaches based on key features 

including; ability to authenticate, secure 

communication using encryption, minimum energy 

consumption, accuracy and safety etc, were 

compared.  

 

Table1. Comparison of different key features of BAN 

 
Techniques Ability to 

Authenticate 

Attack Secure 

Communication 

Energy 

Consumption 

Accuracy Safety 

EKG Based X √ X √ X X 

An Improved EKG 

based 

√ √ √ √ X X 

Secure Group (SG) 

Communication based 

√ √ √ √ √ X 

Physiological Signal 

based 

√ X √ √ √ X 

 

As shown in this table, EKG based technique can 

only do Integrity where as other techniques are able 

to provide secure communication as well as less 

energy consumption. However the other approaches 

provides a few key features regardless of other 

important factors which can also effect human body 

in Body area sensor networks. Among all security 

and energy consumption approaches, the only 

approach that allows real time and more effective 

communication is physiological signal Based because 

it uses Energy scavenging techniques [19]. However 

the, active countermeasures run the risk of false 

measure. The most recent BAN secure approaches 

based on cryptographic as well as physiological 

signal based approach in [16] provide promising  

 

tradeoff between security and energy. But the safety 

issue of human body tissue is still unclear, which 

needs to be studied by the researchers. Apart from 

minimum energy consumptions and safety of human 

tissue with very low false rates, these approaches can 

provide secure communication.  

4. Discussions 
 

Different types of techniques are used to overcome 

the security and energy conservation problems in 

wireless BAN. In the analysis phase of EKG based 

key agreement scheme two major problems were 

found; (1) the use of FFT based feature generation 

process, the drawback of which is that its time 
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complexity is O(nlogn) which is too expansive as the 

sensors have the problem of having limited resources 

in both memory and processing and (2) in the 

commitment phase where the blocks were exchanged 

by just applying a hash function and the values 

generated by using the hash function are 64 bits can 

be easily attacked by brute force. We can solve this 

problem if Elleptive Curve cryptography is used as 

well as replace FFT with DWT whose complexity is 

O(logn) .Similarly second technique also encounters 

some problems i.e. this technique uses the 

fingerprints as a seed, where the fingerprints are 

constant means and these values are not time variant 

like EKG, and if these fingerprints are captured the 

technique will fail. We can solve this problem by 

using other biometrics like iris print, face, voice etc. 

as a seed to the random machine instead of finger 

prints. Moreover the third technique has the problem 

of low transmission efficiency, because the overhead 

of secure communication and mutual authentication 

is too high. This problem can be solved by 

implementing a more efficient key scheme such as 

quantum cryptography to reduce the overhead as well 

as provide better security. In last technique the 

security problem has been solved up to possible 

extent by using 128 bit symmetric key as well as 

provides solution to fulfill the required energy 

consumption by using scavenging techniques. The 

problem arises here is of safety because of heavy 

computation heat produced, which is harmful for 

human tissues as to propose a safe way to minimize 

this problem as much as possible. This technique 

needs to be studied more to find a suitable solution 

the extensive heat generated during computation.  

5. Conclusion 

Body sensor has a lot of applications in life-saving 

infrastructure with ensured privacy. Security and 

energy conservation in BAN is very challenging task. 

In this survey paper four techniques EKG, enhanced 

EKG, physiological signal based and SG-Group 
communication were reviewed, which tried to tackle 

the problems associated with BAN. The proposed 

techniques have also encounters some problems. i.e. 

in EKG, FFT has the time complexity o(nlogn), is too 

expensive and only provides integrity. Enhanced 

EKG based technique has the problem of 

fingerprints, which can be hacked easily where SG-

Group and physiological signal based has the 

problems of transmission overhead and safety, 

respectively. The solutions for all the proposed 

techniques were described in detail. We believe that 

this study will prove a potential step forward in 

developing more secure and less energy consumptive 

BAN.  
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Abstract - In order to design robust systems for security 

and forensics of Wireless LANs (WLANs), real-time 

channel measurements are imperative.  We introduce a 

WLAN Forensics (WiFo) system that uses a grid of WiFi 

sensors to generate a real-time channel model as well as 

locate each user within one of the grid areas surrounded 

by four sensors (or two sensors and the access point).  

With the help of measurements spread over an extended 

period of time, we show that these real channel profiles 

do not follow any recommended model.  We conclude that 

only real-time, empirical channel models can benefit a 

WiFo system, where users are required to be identified 

with respect to their location and the signal needs to be 

contained for environments such as classified ones. 

 

1 Introduction 

One way to look at the extent of security provided in 

the IEEE 802.11 standard is by comparing it with a more 

trusted protocol suite, such as IPsec.  As reported in [1], 

WiFi is not quite a match for the flexibility and robustness 

of IPsec.  Specifically, there is no security on the physical 

layer of WiFi.  With wired LANs, one can physically 

trace each packet‟s source and destination machine.  This 

is the definition of privacy in a LAN environment.  

However, there is no way to physically trace a packet on a 
WiFi network to see the source or destination machine.  

Also, wired LANs contain physical connections that can 

be controlled (via physical cable).  There is no way 

provided to control or view the WiFi signal in the 802.11-

2007 standard.  In classified environments, signal spilling 

can occur when a WiFi signal is transmitted further than 

intended.  This makes it possible for attacks to occur 

outside of the physical building where the WiFi network 

is operated.  A tool that allows system administrators to 

view each machine connected to the WiFi network on a 

map would provide the ability to identify attackers, thus 

increasing security.  Such a tool will create a map of the 

signal strength of the WiFi network.  With the help of a 

power control loop, it can be used to restrict the WiFi 

signal to desired physical boundaries.  In order to map the 
signal strength of a WiFi network, a real-time channel 

model is required to predict the signal strength at any 

given distance.  Such a system is shown in Figure 1.  The 

system consists of a grid of WiFi sensors that provide 

signal strength feedback to the access point (AP) to 

determine a LIVE channel profile.  Such a system can 

also be used to locate users within the grid, thus providing 

the same level of privacy as a wired LAN would provide.  

In this paper, we report on research results of one aspect 

of this system.  Instead of using WiFi sensors we based 

our channel model on actual measurements in a lab that 

was moderately populated with students and faculty using 

regular computing equipment.  The measurements were 

made for several days on fixed locations around an 

Actiontec GT704WG access point.  Besides providing our 

own empirical channel model, we will also compare it 

with popular existing models. 
 

 
Figure 1.  WiFo System Architecture 
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1.1 WiFo system model 

We introduce a new term, WiFo system, in this paper.  

WiFo is an acronym for WiFi Forensics.  The system 

architecture is shown in Figure 1.  The WiFo system 

consists of an access point surrounded by a grid of low-

power, inexpensive (low-memory, low-processing) WiFi 

sensors. There are two main algorithms that run in the 

AP:  one for plotting and consequently controlling the 

signal power coverage and the other for location 

determination. These algorithms can take two types of 
inputs from each sensor: 

(i) the  signal level of the sensor itself, and  

(ii) a list of user stations (STA) sorted by the 

RSSI as seen by the sensor.  

The quantity in (i) is employed in obtaining a LIVE signal 

coverage map by measuring the signal path loss exponent 

and modeling the signal power, either using an empirical 

probability density function (pdf) of the signal or using a 

well-known distribution, such as lognormal, as shown in 

the Figure 1.  The purpose of this paper is to report one 

aspect of this system, the empirical channel model. 

The remainder of this paper is organized as follows:  

obstacles that affect signal strength are discussed in 

Section 2.  Existing channel models are outlined in 

Section 3.  We discuss how we found the path loss and 

developed our channel model in our environment in 

Section 4.  Lastly, we conclude the paper in Section 5.   
 

1.2 Obstacles 

In any type of WiFi signal transmission, the output 

signal from the transmitting STA or AP will differ from 

the signal that is received. There are many factors that 

affect the signal while it is in transit. These include 

attenuation, free space loss, fading, reflection, diffraction, 

scattering, refraction, and noise.  Attenuation occurs when 

the strength of a signal falls off with distance [2].  

Basically, the further the signal travels, the weaker the 

signal will get.  This can be represented logarithmically [2, 

3, 4, 5, 6, 7, 8, 9, 10, 11, 12].  The rest of this section has 

made heavy use of [2]. Free space loss is a form of 

attenuation that means the signal disperses with distance.  

In other words, the further the signal travels, the more the 

signal spreads out in other directions.  The spread of the 

signal makes the signal weaker.  When variation of the 

signal power occurs due to changes in the transmission 
medium or path, fading occurs.  Basically, any 

interruption in the transmission medium (atmospheric 

changes) or path (objects) can affect the strength of the 

signal.  Reflection exists when the signal bounces off 

large objects causing the signal to change.  These changes 

can increase or decrease the signal strength.  This usually 

happens when the signal reflects off walls, floors, or 

ceilings.  Diffraction is produced when the signal runs 

into a large object.  The secondary waves resulting from 

the obstructing surface are present throughout the space 

and behind the large object negatively affecting the 

strength of the transmitted signal.  This can occur when 

the signal runs into a wall partition or cubicle.  Scattering 

exists when the transmitted signal passes through many 

small objects that cause the signal to go in many different 

directions.  Scattered waves are produced by rough 

surfaces, small objects, or by other irregularities in the 

channel.  Refraction is defined as a change in direction of 
a transmitted signal resulting from changes in velocity.  

This usually occurs when only part of the line of sight 

transmitted signal reaches the destination.  Noise can be 

characterized as various distortions imposed by the 

transmission medium or additional unwanted signals.  

Noise is usually caused by interference or reception of 

unwanted signals from other electronic devices.  Due to 

the large number of obstacles that affect the strength of a 

transmitted WiFi signal, the channel models used to 

represent the environment must be very specific to each 

environment. 

 

2 Some Existing Pathloss Models 

The channel models that are discussed in this section 

include the Okumura-Hata model, Log-distance Path Loss 

model, and JTC Indoor Path Loss model.  We will briefly 

describe each model and determine its suitability for the 

environment under consideration.   

 

2.1 The Okumura-Hata model 

The Okumura-Hata model is a combination of the 

Okumura model and empirical models developed by 

Masaharu Hata [3].  The Okumura-Hata model is 

represented below: 

 
              
                                        
                            

 
where     is the 50

th
 percentile median path loss,    is the 

centre frequency in megahertz,     is the base station 

antenna height in meters,     is the receiver station 

antenna height in meters,        is a vehicular station 
antenna height-gain correction factor that depends on the 

environment, and   is the link distance in kilometers [3, 4, 

5].   

The Okumura-Hata model is extremely accurate, 

because it is based on measurements in a specific 

environment.  However, while the Okumura-Hata model 
is popular and accurate, it is mainly used in outdoor, 

urban environments [3, 4, 5].  The Okumura-Hata model 

would work well if we were determining path loss in 

network located outdoors.  We should not use the 

Okumura-Hata model in the development of our signal 
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strength monitoring system, because we are conducting 

measurements inside an office environment. 

 

 

2.2 Log-distance pathloss model 

The Log-distance Path Loss model is a very popular 

logarithmic model that is based on a linear dependence 

between the path loss in decibels and the logarithm of the 

distance between the transmitter and receiver [2, 4, 6, 7, 

8].  This model predicts path loss inside a building or in 
densely populated areas.  There also exist many studies 

that use a variation of the Log-distance Path Loss model 

[3, 5, 8, 9, 10, 9, 12].  The Log-distance Path Loss model 

is represented below:   

                                     

 

where            is the measured path loss in decibels 

one meter from the transmitted signal,   is a path loss 

exponent dependant on the surroundings and building 

type,   is the distance between the transmitter and 

receiver in meters,    is typically one meter, and    is a 

normal (Gaussian) random variable in decibels that has 

zero mean and standard deviation of   decibels [2, 4, 6, 7].  
This model also takes into consideration different 

obstacles in the transmitter to receiver path (also known 

as log normal shadowing).  Table 1 lists the path loss 

exponents based on different environments [2, 5, 12]. 

 

Environment Path Loss Exponent, 

  

Free Space 2 

Urban area cellular radio 2.7 to 3.5 

Shadowed urban cellular 

radio 

3 to 5 

In building line-of sight 1.6 to 1.8 

Obstructed in building 4 to 6 

Obstructed in factories 2 to 3 

Table 1.  Log-distance Path Loss Exponent 

 

According to many studies which used the Log-

distance Path Loss model or a variation of this model, the 

Log-distance Path Loss model is accurate and simple to 

use [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].  The Log-distance 

Path Loss model also will work in our environment and 

could be used in the development of our signal strength 

monitoring system. 

 

2.3 JTC indoor pathloss model 

The JTC (Joint Technical Committee) Indoor Path 

Loss model is the official path loss model for office 

environments presented by the International Organization 

for Standardization (ISO).  This model has traits from the 

Okumura-Hata model (based on specific measurements of 

different factors) and the Log-distance Path Loss model 

(based on the relationship between the logarithm of the 

distance between the transmitter and receiver to the path 

loss in decibels).  The JTC Indoor Path Loss model is 

represented below: 

                            

 

where   is an environment dependent fixed loss factor in 

decibels,   is the distance dependent loss coefficient,   is 

the distance between the transmitter and receiver in 

meters,    is a floor/wall penetration loss factor in 

decibels,   is the number of floors/walls between the 

transmitter and receiver, and    is a normal (Gaussian) 
random variable in decibels that has zero mean and 

standard deviation of   decibels (log normal shadowing) 

[3, 5, 13].  Table 2 contains the corresponding variables 

dependent on the type of environment [3, 5, 13]. 

 

Environment Residential Office Commercial 

      38 38 38 

  28 30 22 

          4n 15 + 4 

(n-1) 

6 + 3 (n-1) 

Log Normal 

Shadowing 

Std. Dev.      

8 10 10 

Table 2.  JTC Indoor Path Loss Model Variables 

 

The JTC Indoor Path Loss model will work in our 

environment.  According to [3], the JTC Indoor Path Loss 

model may be more accurate than the Log-distance Path 

Loss model due to the addition of the       function.  

The JTC Indoor Path Loss model could be used in the 

development of our signal strength monitoring system. 

The Okumura-Hata, Log-distance Path Loss, and JTC 

Indoor Path Loss models are all accurate and reliable in 

different environments.  Based on our environment of an 

indoor office setting, the Log-distance Path Loss and JTC 

Indoor Path Loss models could be used in the 

development of our signal strength monitoring system. 

 

3 Developing a Channel Model 

In order to develop our own channel model, we took 

many measurements in our custom environment and find 

the predicted value line based on our data.  This predicted 

value line acts as a path-loss model in our environment.  

The area that we used for testing and developing our own 

channel model is a portion of the Information Assurance 

Research, Education, and Development Institute (IA-

REDI) located on the sixth floor of the Marie V. 

McDemmond Center for Applied Research (MCAR) at 

Norfolk State University.  This area is a computer lab 

(approximately twenty feet by sixty-five feet) next to an 
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office, three conference rooms, and one long hallway.  

We used commercially available hardware and software.  

The access point we used was an Actiontec GT704WG 

router on default settings.  The wireless card we used to 

connect to the access point was an Intel® PRO/Wireless 

3945ABG Network Connection built-in a Dell Latitude 

D830 laptop running Windows XP on default settings.  

The program we used to measure the signal strength is 

called inSSIDer (freeware) [14].  We measured the signal 
strength at eighteen locations on every hour between 9:00 

a.m. and 5:00 p.m. (EST) for one week.  Figure 2 displays 

the experiment area, measurement locations, and access 

point (AP).  The access point is the circle in the upper 

right hand corner.  The letter „x‟ represents the 

measurement locations, and the arcs represent measured 

distances (ten feet) from the access point.  Table 3 

contains the measurement locations and their distance 

from the access point. 

 

 
Figure 2.  Environment Overview 

 

Location Distance from AP 

(ft) 

Distance from AP 

(m) 

1 10 3.408 

2 10 3.408 

3 10 3.408 

4 20 6.816 

5 20 6.816 

6 20 6.816 

7 30 10.224 

8 30 10.224 

9 30 10.224 

10 40 13.632 

11 40 13.632 

12 40 13.632 

13 50 17.04 

14 50 17.04 

15 50 17.04 

16 60 20.448 

17 60 20.448 

18 60 20.448 

Table 3.  Distance of Locations from AP 

 

The access point was sitting on a desk approximately 

three feet from the ground.  When measuring the signal 

strength, the laptop was held approximately five feet from 

the ground with the screen facing away from the access 

point.  The program inSSIDer was used to collect data, 

and a total of 810 measurements were taken over a one-

week time period. 

Displayed in Figure 3 is the cumulative distribution 

function (CDF) of the measured signal strength versus 
distance.  Figure 3 shows the data collected (displayed in 

Figure 4) can be classified as normal. 

 

 
Figure 3. Cumulative Distribution Function of Collected 

Data 

 

Table 4 represents the average signal strength 

compared to distance from the access point.  Figure 4 

displays this relationship along with a predicted value line.  

 

Distance from AP (ft) Average RSSI (dB) Variance 

10 -28.82 7.55 

20 -33.89 6.93 

30 -37.31 7.4 

40 -40.77 7.51 

50 -42.44 5.14 

60 -47.61 12.42 

Table 4.  Average Signal Strength Compared to Distance 

 

 
Figure 4.  Signal Strength Compared to Distance 

 
The equation for the predicted value line is:  
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where      is the predicted signal strength and   is the 
distance from the access point in feet.  This equation 

could serve as a channel model for this specific 

environment. 

 

4 Conclusion 

The research presented in this paper identified three 

existing channel models and one new channel model to 

consider for implementation in this signal strength 

monitoring system.  The new empirical model gives a 

path-loss exponent of about 2.1, which is closer to the 

free-space path-loss exponent.  In most experiments by 

other researchers, this value is much higher than the one 

we obtained.  Since custom models can be more accurate 

in custom environments, a permanent, universal model 

may not be employed in designing signal mapping 

systems for 2.4 GHz IEEE 802.11 networks.  Upon 

further review, we also conclude that one should not use 

the Okumura-Hata model, because we are conducting 
measurements inside an office environment.  The Log-

distance Path Loss model and JTC Indoor Path Loss 

model also will work in our environment, because they 

are tailored to be universal models for indoor use.  

However, upon completing the development of our own 

model (predicted value line from the measurements), a 

real-time model would be the most accurate to use in the 

same environment – as proposed in Figure 1 and Figure 4.   
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Abstract - We measure the network performance and 
study the most critical elements which can influence 
the throughput. This paper analyzes the throughput 
variation using Android based smartphone under the 
assumptions that the rooms have the same size and 
their area is limited small. We evaluate the 
performance of network on the basis of different 
factors like the distance between APs, number of APs, 
deployment of APs and channel assignment of APs. 
Experimental results show that interference due to 
channel overlapping is the most critical factor for 
network degradation. We also observe that when 
more than two APs operate in limited small area then 
their mutual interference becomes the crucial factor 
for performance degradation of network.  

Keywords: Smartphone, Access Point, Network 
Performance, Throughput. 

 
I. Introduction 

Recently the need of WiFi network increases due 
to the massive dissemination of smartphones and 
popularization. Mobile carriers take advantage of 
WiFi network as their marketing strategy. 
Accordingly, the use of smartphone in WLAN is 
increasing in proportion to the increase of Access 
Point (AP). However, APs installed at dense public 
areas such as concatenated shops and apartments can 
degrade the performance of WLAN due to 
interference of adjacent APs. Smartphone drastically 
changes the ways of information use and 
communication mechanism. Recently the increasing 
number of smartphones is attributable to 3G mobile 
radio network like WCDMA, Wibro and the fast 
infrastructural completion of wireless network and 
data fare policy. Accordingly, the use of AP has 
rapidly increased to expand the coverage of wireless 
communication network. The users of WiFi network 
are growing exponentially not only in public areas 
but also in private offices and homes. Individuals as 
well as companies are more inclined in the use of 
APs due to their low cost and easy installation.  
However, APs generally use the license-free ISM 
band. The range and number of channels at 2.4GHz 

or 5GHz ISM band are limited. Therefore in the 
limited area, the dense utilization of wireless 
network using smartphone and the increasing 
number of APs per unit area degrade the 
performance of network inevitably. It is difficult to 
assure QoS in real time applications such as 
streaming service. Also, real time service such as u-
NMS [1] is absolutely important in case of managing 
network using smartphone and some serious 
problems could occur due to this performance 
degradation of network. Previous research for 
performance improvement of WLAN was carried out 
either to discover ideal deployment of APs or to 
study an algorithm for selecting AP for 
communication by simulation. Also many analytical 
studies proceeded using simulation tools instead of 
measuring performance in real environment [2][3][4]. 
The previous APs are layer 2 device, but the newer 
APs can supports not only at layer 2 but also handle 
layer 3. Thus, we carry out our analysis using 
smartphone in WiFi network in order to analyze 
performance of network at layer 3. 

In this paper, we consider a smartphone as a 
communicating device and we guess and analyze the 
possible factors by predicting and implementing 
possible situation under the specific environment 
such as apartment or small limited area. The AP that 
we have used for our experiments uses 2.4GHz band 
and supports 802.11b/g in WLAN environment. 
Experiments proceed with three cases and in two 
ways i.e., the case of the same and different channel. 

II. Environment for Experiment 
APs usually cover service area up to 100m. 

However, in the small and limited area such as home 
or office; it can cause communication problems 
among the devices due to peripheral obstacles or 
interference from nearby APs. Experiments proceed 
after removing all other devices using 2.4GHz 
frequency band. We assume that APs used for 
experiments have same model with support of 
802.11g standard. Ethernet is connected directly to 
AP and it can support speed of 100Mbps. 

Int'l Conf. Wireless Networks |  ICWN'11  | 283



Figure 1 shows the experimental setup in which 
each square block represents a room. The size of one 
side of room is 5 meters and there are four APs in 
operation. The smartphone can communicate only 
with the AP2, which is in the same room. 
Experiment proceeds in three cases under variations 
in network conditions like the number of APs, 
location of APs, etc. For each case we further 
consider two situations. In first situation we perform 
experiments using channels of the same frequency 
while in second situation we assume that the 
channels have different frequency. Galaxy S based 
on Android 2.2 is used for the test. We make cache 
buffer of Galaxy S empty and terminate all other 
applications for accuracy. We examine the equal 
sized UDP packet, which is more simple protocol as 
compared to TCP packet due to its processing 
retransmission and time out, etc. 

III.  Results and Analysis  
CASE 1. Throughput variation on the basis of 
distance between smartphone and AP: 

Figure 2 represents the throughput degradation of 
smartphone as it moves from A to B. There is no 
obstacle between two APs and the distance between 
A and B is 10 meters.  

 

Fig 2. Throughput variation with smartphone movement 

from A to B 

We measure the throughput at the distance of 1, 3, 5, 
7, and 9 meters from A. Experiments are carried out 
in two situations, by using the same frequency 
channels and using different frequency channels. To 
make it close to real environment, different channels 
that we assigned to APs in our experiments are 
somewhat overlapped. 
 

In the situation, when we assigned different 
channels to APs, the throughput decreased about 
40% as APs moves from 1m point to 9m point. 
However, the performance decreased significantly 
about 80% when we perform same experiment using 
the same frequency channels to APs. The 
performance of network using different channels in 
APs is always better than the case of using same 
frequency channels in APs. According to the results, 
we can conclude that the channel frequency assigned 
to AP is an important factor for the network 
performance as compared to distance between AP 
and the smartphone. 

CASE 2. Throughput variation due to deployment 
of APs: 

In this case we deploy the APs in five (5) 
possible manners depending upon their location. The 
adjacent rooms have equal size and we turnoff all 
other devices which are using the same frequency 
band. We assume that there is only one AP in each 
room to make it near to practical scenario. Also, we 
use α as propagation coefficient, which represents 
property of wall to transmit data between rooms. We 
assume α=1 in order to simplify the complexity 
analysis. Figure 3 indicates deployment of APs in 
five different manners from (a) to (e) with variation 
in the distance between APs. “X” mark shows 
installed AP and “●” mark represents a smartphone 
user. The smartphone user can communicates with 
only AP2 which is located in the same space. To 
make it simple, smartphone is in the middle of the 
room. 

 

Fig 1. Real measurement environment 

 

Fig 3. Location Map of APs and smartphone user 
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Figure 4 shows the performance of smartphone 
during communication with AP2 as shown in Figure 
3. The x-axis represents five cases (a) to (e) and y-
axis indicates throughput against each case.  

 

Fig 4. Throughput of smartphone depending on location 
and channels of APs 

The case (a) indicates the situation when two 
APs are far away from each other while case (e) 
represents the situation when two APs are in close 
vicinity. The plain bar graph represents the situation 
when APs are using different channels and the 
dashed bar graph illustrate situation when APs are 
utilizing same channels. There is a drop of 12.5% 
and 75% in the throughput when APs are using 
different and same channels beside the location 
variation of APs. So, the deployment of APs can be 
an important factor for smartphone performance in 
case the APs are using same channels. According to 
the location of AP, the performance when APs are 
using different channels is always higher than the 
case when APs are using same channels in all five 
cases. We consider two factors, interference due to 
channel assigned to APs and communication 
distance between AP and smartphone.  

As the result, we put more weight to interference 
resulted from channel on smartphone performance. 
Comparing throughput variation of CASE 1 and 
CASE 2, we induce that signal attenuation due to a 
wall is also significant. We use α here to represent 
propagation coefficient by walls, α depends on 
materials or thickness of walls. The larger the value 
of α better the transmittance and α is under condition 
for 0< α ⦤1.  

CASE 3. Throughput variation with the increase 
of APs: 

In this case an AP is additionally supplemented 
in order to perceive the throughput variation with 
addition of APs. Each room has same size and only 
one AP is installed in each room. For cases (A) and 
(B) shown in Figure 5, we measure the throughput 
by using the same and different channels in APs. We 
compare the throughput of the best case with the 

throughput of the worst in CACE 2 shown in Figure 
4. By adding new AP, we compare the throughput 
against the best (A) and the worst (B) cases shown in 
Figure 5. We express change of situation as followed 
that [number of users, number of APs, added AP 
number]. 

In Figure 6 the x-axis represents number of APs 
and y-axis indicates the throughput. The dashed bars 
represent the throughput in case (A) while plain bars 
indicate throughput for case (B).  

 

Fig 6. Throughput of smartphone depending on the number 
of APs 

The throughput of smartphone is 26.5Mbps when 
only one AP is working which is about 50% of 
theoretical maximum speed that is given in IEEE 
802.11g standard [5]. The addition of new AP 
declines the performance of network for both cases 
when APs are working with the same or different 

Basic state 

 
 [1,1,0] 

(A) farthest case (B) closest case 

[1,2,1] [1,2,1] 

 

[1,3,2]    [1,3,2] 

Fig 5. Experimental setup: phased AP addition. 
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channels. It is clear from the results that network 
performance decreases with the increase in number 
of APs. In case of using different channels in AP as 
shown in Figure 6 the throughput is reduced as a 
whole and the degree of performance degradation is 
remarkable in case B instead of case A of Figure 5. It 
means that even though two APs are assigned 
different channels, the throughput can be affected by 
the deployment of APs. From the above results, we 
can conclude that performance degradation of 
smartphone could be reduced if we deploy the APs 
properly. However if the same frequency channel is 
assigned, the performance degradation is more than 
60% by the addition of just single AP. It means 
proper AP deployment has no large effect in this case. 
Therefore, we conclude that a most intensive factor 
influencing the performance of smartphone is the 
channel assigned to AP instead of proper deployment 
of AP.  

IV. Conclusion 
Lately, the demand of WiFi network increases 

because of the massive dissemination of 
smartphones and popularization. However, 
increasing number of APs in small and limited area 
is recognized as a new problem which is not well 
addressed in previous research. Therefore, we 
analyzed the network performance by measuring 
throughput of smartphone in variation with factors 
like distance of adjacent APs, the number of APs, 
deployment of APs and channels assignment.  

Experimental results show that the deployment 
of APs affects the performance when APs are using 
same channels. It is about 60% with the addition of 
just single AP therefore proper deployment of APs is 
the solution for this issue. However, it is obvious 
from the results that the throughput reduced linearly 
with the use of different channels while it decreased 
exponentially in case of using same channels. Thus 
the channel assignment to APs is the most critical 
factor for the performance degradation of network 
and it could be optimized using different frequency 
channels in APs. Moreover, we also found that signal 
attenuation due to a wall is also a significant factor 
for network performance.  

We are planning to study on propagation 
coefficient (α) and throughput based on operating 
system such as Android, iOS, blackberry, Symbian 
etc. We are also planning to study on an algorithm 
for channel distribution server, which can control AP 
remotely at TCP layer, in order to assure minimum 
throughput. 
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Intelligent Smart Building and Its Wireless Network 
Environments 

 

Abstract – intelligent smart building (ISB) is defined as a 
building which allows interaction of user with wireless sensors 
and building systems by forming a wireless sensor network to 
share or transfer real time data. This paper proposes the 
novel idea of a specialized server called wireless communi      
-cation server (WCS) within the ISB to provide seamless 
service for mobile node (MN). The WCS performs MAC 
authentication, MAC forwarding, cache and buffering func     
-tions. It is apparent from the experimental results that WCS 
has reduced 52% of initial delay and 62% of handover delay 
time. 

Keywords: Intelligent Smart Building, Wireless Sensor 
Network, Wireless Communication Server 
 

 

1 Introduction 
The intelligent building (IB) employs an automatic wireless 

system to control sensor network (temperature, CO2 and 
humidity sensor, etc.) for the ideal environment of the building 
[1][2]. This paper proposes an ISB as a user intimate building 
which is more advanced than the traditional IB in terms of 
sensing and communication. The MN in ISB represents an 
entity like an employee, a manager, or a customer who can use 
wireless network (3G, WiFi or RFID) for communication. The 
ISB collects data from users on the basis of their 
characteristics and performs transmission after analysis on 
gathered data. The target for the proposed communication 
system (WCS) is a building within which MN can request the 
information about the state, location and video of the building. 
The components of the ISB are smart gathering server (SGS), 
smart transmission server (STS) and smart authentication 
server (SAS). Whenever MN requests info, each server 
gathers and analyzes the requested info and transfers it in real-
time by verifying the location of MN. 

However, a WiFi network has longer handover delay time 
as compared to a 3G network. Handover latency and packet 
loss are serious concerns for the ISB as it needs to support a 
real-time service based on the position and status information 
of MN. Proxy mobile IP protocol provides solutions to these 
problems within homogenous networks. However, current 
available WiFi AP’s can execute handover protocols at layer 3 
and layer 2 simultaneously, therefore it is not feasible for 
PMIPv6 to judge the handover of a MN at the LMA (due to 
lack of support about handover at L3). Moreover, coexistence 

of PMIPv6 with WiFi demands reinstallation of AP’s within 
an ISB which increases the overall cost. This paper proposes a 
novel idea of wireless communication system (WCS) that 
employs the MAC address of MN for WiFi network installed 
devices in an ISB. The WCS provides mobility support by 
using the MAC address of MN which can be easily 
incorporated in current established network. 
 
2 Architecture of Intelligent Smart Building 

The ISB is  a building that allows the interaction of users 
with wireless sensors and building systems by forming a 
wireless sensor network to share or transfer real time data.  

Figure 1 shows the architecture of the ISB. The proposed 
ISB consists of a small authentication server (SAS) that 
authenticates the MN, a gathering server (SGS) which collects 
the position information of MN, a smart transmission server 
(STS) that performs analysis and transmission of collected 
information and a wireless communication server (WCS) 
which provides mobility support to the MN. The MN in the 
ISB constantly requests state, location and image info of the 
building with the mobility support at the same time. The 
mobility of MN causes handover latency and packet loss 
therefore an efficient wireless system is required to support 
real time applications.  

This paper proposes WCS to support real time 
implementation and explains its function execution process. 
The proposed system prepares a MAC table on the basis of 
MNs attributes and realizes it by referring to the protocol 
stack process where the frame in the IEEE 802.11g standard 
is converted into an IEEE 802.3 wired communication 
network frame [3]. The proposed MAC table consists of the 
MAC address, IP address and triggering event of MN. The 
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Figure 1. Basic architecture of ISB 
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triggering event occurs whenever layer 2 issues handover 
triggering ACK. The WCS detects the handover process by 
observing this triggering ACK. The functions of the WCS can 
be explained as follows: 

1) MAC authentication and access log caching: If MN tries 
initial access, then the WCS caches the access log 
information and records the MAC address of the MN in the 
MAC table. The access log file in the cache can be 
transmitted from the WCS to the MN in order to minimize 
the processing delay. 

2) MAC forwarding: The MAC forwarding function converts 
IP address into MAC address during handover process of 
MN.  This conversion process provides mobility support to 
MN and allows it to maintain a session during handover 
process. 

3) Packet buffering: When a MN moves to another floor or 
selects another AP in the ISB, a handover is executed.  

 
3 Experimental Results and Analysis 

In this paper, we propose the ISB that includes SGS, STS, 
SAS and WCS. The prime objective of the WCS is to provide 
mobility support to MN within the ISB. Experiments are 
carried out for initial access time and latency time during a 
handover process. We also compare and analyze the WCS 
protocol with the previously proposed MIPv6, FMIPv6, 
PMIPv6 protocols. The structure of testbed is composed of 
two Access Routers(ARs), one backbone router, one WCS, 
one STS and one SGS. In this scenario we estimate the 
handover latency and initial access time when a MN moves 
across different floors in the ISB.  

Figure 2 shows that initial delay time of WCS has reduced 
up to 74% as compared to the MIPv6 and FMIPv6. The cache 
function decreases the processing delay time compared to 
MIPv6 and FMIPv6. Moreover, the WCS prevents the traffic 
congestion by controlling the redundant data.  

On the other hand, the delay time of the WCS shows similar 
values like PMIPv6 because the LMA of PMIPv6 performs a 
similar caching functions to the WCS. However, PMIPv6 is 
not applicable within WiFi networks because it increases the 
reinstallation of new APs. 

Figure 3 shows handover latency for MN in the ISB.  The 
bar-graph shows that the average delay time in PMIPv6 is 
117.5 msec, which supports the most flexible handover among 
the experimental values, but again the problem of deployment 
cost is a significant barrier in its implementation. Comparing 
with the other protocols, the WCS reduces delay time up to 
62% in comparison with MIPv6 and up to 52% in comparison 
with FMIPv6.  

 
4 Conclusion  

This paper defines the intelligent smart building and 
wireless sensor network environment and proposes the WCS 
in order to provide mobility support inside an ISB. The ISB is 
a building which allows the interaction of users with wireless 
sensors and building systems.  

Mobility support is an important consideration owing to the 
mobile behavior of MN within the ISB in real time 
environment. Thus, WCS reduces latency during handover 
process and provides seamless service. It can be clearly seen 
through experimental results that the WCS has significantly 
reduced the handover delay time by 62% and initial access 
time by 52 % at best as compared with MIPv6. 

Future work will include development of data transmission 
algorithms within SGS and STS for reliable communication. 
Moreover, by expanding the testbed to inter-domain the 
experiments on throughput and delay time will be carried out. 
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Figure 3. Handover latency between MN and CN 
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The Ins and Outs of Distance-Based WSN Localization Schemes
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Abstract— Localization is a fundamental problem in wire-
less sensor networks. In many applications, sensor location
information is critical for data processing and understand-
ing. While the global positioning system (GPS) can be used
to determine mote locations, the high cost often prohibits
the ubiquitous use of GPS for location estimates. The cost
of GPS has motivated researchers to develop localization
protocols that determine mote locations using cheap hard-
ware and wireless intra-network measurements. In selecting
a localization algorithm for use in a WSN deployment, it
is critical to understand the performance of each algorithm
under different network topologies. We contribute a compre-
hensive review and realistic performance comparison of five
distance-based WSN localization algorithms.

One of the five algorithms that we compare was first
published in 2010, and is included because the authors
report accurate localization results: TSL. Two other chosen
algorithms (MDS-MAP and dwMDS) are older protocols,
but have also been shown in the literature to perform
well. Finally, two other algorithms that we compare are
well-known and commonly used for localization algorithm
comparison: DV-Distance and Robust Quadrilateral. In the
current literature a head-to-head comparison of these five
algorithms does not exist. We present a realistic performance
assessment of these five distance-based localization proto-
cols and provide insight into the inner-workings of each
protocol.
Keywords: WSN localization, distance-based localization, local-
ization algorithm, realistic localization algorithm evaluation.

1. Introduction
Wireless sensor network (WSN) localization is the

process of calculating the geometric location of motes and
is critical for many WSN applications. For example, one
WSN application that requires precise mote localization is
geophysical monitoring. Wireless geophysical monitoring
often includes wave or electrical methods to study the
subsurface of the earth. Both wave and electrical geophysical
monitoring methods collect data across a field of sensors and
use an inversion processing technique to image subsurface
properties and phenomenon. The post-processing of geo-
physical data requires precise location information for each
sensor. Any error in sensor location introduces uncertainties
and noise into the geophysical signal processing and eventual
subsurface characterization.

We could equip each mote with a global positioning
system (GPS) chip for localization purposes; however, due

to cost constraints (both financial constraints and energy con-
straints), the ubiquitous use of GPS for WSN localization is
infeasible. Because of increased hardware cost and increased
energy consumption, WSNs requiring location aware sensing
usually only equip a small number of motes with a GPS chip.
These motes with GPS chips are called anchor motes.

Localization algorithms for static networks are plen-
tiful; however, knowledge on algorithm performance in
realistic environments with various network topologies is
lacking. For example, most distance-based algorithm per-
formance analysis is conducted in simulation using what
is known as the noisy disk ranging model. The noisy disk
ranging model assumes a spherical transmission pattern with
random Gaussian noise that is not representative of real-
world ranging scenarios [1]; thus, simulation analysis using
the noisy disk ranging model often results in unrealistic
analyses. Moreover, localization algorithm performance is
typically evaluated using random network topologies. Many
real-world network topologies, however, are not random [2].
For example, geophysical sensors are typically aligned in
grid patterns. Thus, motes in a geophysical WSN would also
be positioned in a grid. To target the requirements of specific
WSN applications, it is crucial to understand algorithm
performance under various network topologies. In this paper,
we provide a comprehensive review of distance-based WSN
localization techniques. The main contribution of our work is
to provide a realistic performance assessment of five popular
and/or high-performing distance-based WSN localization
algorithms under varying network configurations.

2. Background
Distance-based localization algorithms have two steps:

1) estimate inter-mote distances and 2) calculate locations
based on inter-mote distances. Additionally, distance-based
localization techniques have characteristics that define algo-
rithm operation and performance. The following sections de-
tail distance measurement techniques, location computation
techniques, and distance-based algorithm characteristics.

2.1 Distance Measurement Techniques
Distance based localization algorithms can use several

different measurement techniques, and the chosen tech-
nique defines localization hardware requirements. The five
different measurement techniques used in distance-based
localization algorithms are:

1) time of arrival (TOA),
2) round trip time of arrival (RTTOA),
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3) time difference of arrival (TDOA),
4) received signal strength (RSS), and
5) connectivity.

Of the five measurement techniques, received signal strength
(RSS) and connectivity are the most popular. This popularity
is due to their simplicity and generality (i.e., no special
hardware is required). For our algorithm comparisons, we
use RSS and connectivity distance measurement techniques,
and we summarize these techniques next. For a complete
review of the five distance measurement techniques, the
reader is directed to Liu et al. [3].

The received signal strength (RSS) measurement tech-
nique estimates distance based on received signal strength
and known signal attenuation properties. Localization algo-
rithms that use RSS to estimate distances model the wireless
signal strength as a monotonically decreasing function with
increased distance between the sender and the receiver. This
relationship between distance, d, and path loss at a receiver,
Pr, is commonly modeled with the log-normal equation:

Pr(d) = Po(do)− 10nplog10(
d

do
) + Xα, (1)

where Po(do) is a reference path-loss in decibel milliwatts
(dBm) measured at a distance, do, from the transmitter, np

is a path loss exponent that represents how the environment
affects the RSS value, and Xα is a zero mean Gaussian
distributed random variable that accounts for shadowing
affects, i.e., Xα ∼ N(0, σ2). Variables np and σ are environ-
ment dependent and vary from application to application [4].
Some researchers refer to localization protocols that use RSS
measurement techniques as “range-based” or “fine-grained”
localization because these techniques calculate inter-mote
distances based on known signal propagation properties.

The connectivity distance measurement technique uses
packet hop count to estimate distance. Connectivity based
localization algorithms use anchor motes that broadcast their
locations. All motes that hear a given anchor-mote location
broadcast are assumed to be one-hop away from that anchor.
The distance between an anchor-mote and every mote that
receives the anchor’s transmission is calculated based on
the expected one-hop communication propagation length. In
general, the connectivity technique sacrifices location accu-
racy for simplicity. Some researchers refer to localization
protocols that use connectivity distance measurements as
“range-free” or “coarse-grained” localization because mote
location estimates are based purely on network connectivity
information.

2.2 Location Computation Techniques
Distance-based localization algorithms use various

mote-location computation techniques; the techniques used
by the distance-based algorithms we evaluate are:

1) multidimensional scaling (MDS),
2) linear programming,

3) statistical estimation, and
4) trilateration.

Each of the five algorithms that we compare use one of
these four location computation techniques. We review these
four location computation techniques next. Details on other
location computation techniques used by WSN localization
algorithms (e.g., machine learning and stochastic optimiza-
tion) exists in the work by Mao and Fidan [4].

Multidimensional scaling (MDS) can use any of the
distance measurement techniques discussed in Section 2.1,
including connectivity. MDS algorithms compute the short-
est paths between pairs of motes (based on euclidean
distances) and store the information in a distance matrix.
MDS then uses the distance matrix to assign a location to
each mote in N -dimensional space. To assign a location,
MDS uses cosines and liner algebra to reconstruct relative
locations of motes based on inter-mote distances. When
MDS is used in localization algorithms, N is either two
or three (depending on network dimensionality).

Many localization algorithms use linear programming
(LP) techniques for mote location estimation. To use lin-
ear programming to estimate mote location, localization is
formed as a convex optimization problem. LP localization
uses a mathematical model to determine the best outcome for
mote locations. Usually LP is used to calculate the minimum
error in location estimates for each mote. Similar to MDS,
LP location estimation techniques can use any of the distance
measurement methods discussed in Section 2.1.

Localization algorithms use statistical estimation for
mote locations through a maximum likelihood (ML) esti-
mator. When ML is used for mote localization, parameters
for the underlying statistical model are selected (i.e., mote
locations), given inter-mote distance measurements, that
maximize the likelihood distribution. The ML estimator can
be modeled as follows:

X̂ = argmaxX f̂(Z|X) (2)

where Z is a vector of inter-mote distance measurements and
X denotes potential coordinate vectors of non-anchor motes;
thus, f̂(Z|X) is the conditional probability of f(Z) when
the non-anchor motes are located at X . Unlike MDS and LP,
statistical estimation techniques cannot operate with connec-
tivity information; in other words statistical estimation must
have inter-mote distance measurements for operation.

Trilateration is a geometric estimation technique that
uses distance measurements and the geometry of shapes
(e.g., spheres [5, 6], triangles [7], or Bezier curves [8]) to
estimate relative locations of points. Trilateration is often
used in WSN localization techniques to calculate the location
of a mote using inter-mote distances calculated using any of
the distance estimation techniques discussed in Section 2.1.
For trilateration to succeed in computing relative point loca-
tions, the known locations should be non-collinear (in two-
dimensional space) and non-coplanar (in three-dimensional
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space). Section 2.1.

2.3 Algorithm Characteristics
We categorize distance-based localization algorithms as

centralized, distributed, or distributed-centralized. A cen-
tralized localization algorithm uses a base station to calcu-
late mote location, which means each mote must transmit
measurement information to the base station for processing.
Since wireless transmissions consume large amounts of
energy, centralized algorithms typically consume more en-
ergy than distributed and distributed-centralized algorithms;
however, as shown in our results, centralized localization
algorithms generally produce better location estimates than
distributed and distributed-centralized algorithms. In a dis-
tributed algorithm, each mote calculates its location in-
network using local measurement information. Distributed
algorithms decrease the energy consumption required for
the localization process, but sacrifice location estimation ac-
curacy. Distributed-centralized algorithms run a centralized
algorithm on overlapping clusters within the network. This
cluster distribution alleviates the need to transmit all mea-
surement information to a central location, which decreases
the localization energy consumption when compared to
centralized algorithms. Due to inter-cluster communication,
distributed-centralized algorithms consume more energy than
distributed algorithms.

Distance-based localization algorithms can also be clas-
sified as anchor-based or cooperative. An anchor-based
algorithm uses motes with known locations (i.e., anchor
motes) to infer the location of other motes within the
network. In a cooperative algorithm, none of the motes know
their location prior to the execution of the localization algo-
rithm; instead, motes use inter-mote distance measurements
to create location estimates for every mote.

Several distance-based localization algorithms are writ-
ten for the two-dimensional case (i.e., localization in the
x and y direction). We note that real-world localization
deployments are not limited to two-dimensional topologies
and require an algorithm that works in three-dimensions (i.e.,
x, y, and z). In Section 2.4, we categorize algorithms as
three-dimensional when they are capable of localizing motes
in the x, y, and z direction.

Not all distance-based localization algorithms are ca-
pable of localizing 100% of the network. The percentage
of the network localized is referred to as coverage. When
a localization algorithm does not guarantee 100% coverage,
the network topology and node degree (number of one hop
neighbors) dictates how much of the network the protocol
can localize. In Section 2.4, we note which algorithms
provide 100% coverage.

2.4 Localization Algorithms
WSN localization is widely researched. As such, there

are too many distance-based localization algorithms to offer

a complete review on every published method in this paper.
Instead, we chose five distance-based algorithms to evaluate
due to either their popularity (i.e., DV-Distance and Robust
Quadrilateral) or their reported localization accuracy (i.e.,
MDS-MAP, TSL, and dwMDS). In addition to choosing
algorithms based on popularity or accuracy, we chose two
centralized (i.e., MDS-MAP and TSL), one distributed (i.e.,
DV-Distance), and two distributed-centralized (i.e., dwMDS
and Robust Quadrilateral) algorithms. In this section we
review the five distance-based algorithms; see Table 1 for
a high-level summary of these algorithms. In the following
sections, material discussed in Sections 2.1 – 2.3 is used
to help summarize and categorize these five localization
algorithms.

2.4.1 Centralized
a) MDS-MAP: MDS-MAP [9] uses MDS to produce mote
coordinates that are the best fit to all measured inter-
mote distances; as mentioned, any measurement technique
discussed in Section 2.1 can be used with MDS. The
coordinates produced by MDS lie at an arbitrary rotation
and translation. MDS-MAP normalizes the coordinates of
the location estimates to take into account anchor motes with
known locations. This normalization rotates and translates
the estimated mote locations to correlate with known anchor
locations.

In the original MDS-MAP publication, Shang et al.
[9] reported extensive Matlab simulation results comparing
MDS-MAP to the traditional MDS algorithm. The simula-
tion comparisons used various network topologies and differ-
ing levels of ranging error and the authors found that MDS-
MAP improves MDS. MDS-MAP is able to produce better
location estimates than traditional MDS because MDS-MAP
rotates and translates the location estimates to align the
network with known anchor mote locations. Shang et al.
[9] concluded that MDS-MAP is an effective localization
protocol, particularly when there are few anchor motes and
the network topology is relatively uniform.
b) TSL: Temporal Stability Localization (TSL) [10] uses
one-hop communication ranges and distance measurements
to create a system of constraints to statistically refine each
mote’s possible location. While other algorithms (e.g., Sex-
tant [8] and Centroid [5]) use only positive (i.e., mote can
be at) constraints, TSL uses both positive and negative (i.e.,
mote cannot be at) constraints to calculate mote locations.
TSL first uses the estimated distance measurements to create
positive constraints based on distance equality and bound
constraints. Distance equality constraints are derived based
on RSS measurements: the distance between mote i and
mote j is equal whether that distance is calculated at mote
i or mote j. Distance bound constraints are derived from
connectivity information: if mote i receives a packet from
mote j, then mote i must be within communication range of
mote j. Similarly, a negative constraint exists if mote i does

Int'l Conf. Wireless Networks |  ICWN'11  | 293



not receive a packet from mote j. To find a mote’s location
based on these positive and negative constraints, TSL uses
a gradient based local search algorithm.

While TSL was developed for mobile networks, Ralla-
palli et al. [10] compared TSL to several static localization
algorithms and found that TSL produces less location esti-
mation error than Centroid [5], Sextant [8], and traditional
MDS. For this comparison, 10% ranging error was added
to pairwise distances between motes before the localization
algorithms were run. To summarize their simulation results,
Rallapalli et al. [10] concluded that TSL effectively accounts
for the temporal stability observed in mobile networks (i.e.,
the direction and speed of mobile nodes are often the same
at adjacent points in time). This observation enables the TSL
algorithm to be robust to ranging errors.

2.4.2 Distributed
a) DV-Distance: DV-Distance [11] approximates the dis-
tance between non-anchor mote i and anchor mote j as the
shortest path, spij , between mote i and j. DV-Distance uses
spij to constrain the location (i.e., (xi, yi)) of non-anchor
mote i in terms of anchor-mote j:

0 = (xi − xj)2 + (yi − yj)2 − sp2
ij . (3)

A system of three such equations, in terms of at least three
anchor motes (i.e., j = 1, 2, 3, ...n), are linearized and
solved using least squares for the coordinates of mote i.

Niculescu and Nath [11] compared DV-Distance to DV-
Hop, which was introduced in the same publication and
uses hop counts instead of distance estimates. The authors
found that, in general, DV-Distance produces more accurate
distance estimates than DV-Hop, if the ranging method is
subject to < 50% error. The authors also concluded that DV-
Distance offers 100% coverage if the anchor to mote density
is >= 10%.

2.4.3 Distributed-Centralized
a) dwMDS: Distributed weighted MDS (dwMDS) [12]
uses the MDS protocol on clusters within the network and
pre-processes the distance estimates before running MDS.
dwMDS selects a radius, r, which is smaller than the
communication range of the motes in the network, and uses
it to prune large communication links. If a link’s distance
is estimated as larger than the selected r, the connection is
dropped from the MDS distance matrix before the algorithm
executes.

Costa et al. [12] used empirically collected ranging data
(TOA and RSS) to compare dwMDS to traditional MDS
and found that dwMDS offers better localization accuracy.
Costa et al. [12] concluded that dwMDS is well suited
for use in wireless sensor networks because the algorithm
provides accurate location estimates and does not consume
a lot of power. In other words, dwMDS has lower intra-
network communication overhead than MDS because it is

a distributed-centralized algorithm instead of a centralized
algorithm.
b) Robust Quadrilateral: Robust Quadrilateral [13] uses
inter-mote ranging information to identify all of the robust
quadrilaterals that exist between neighbors, and then cre-
ates a subgraph of overlapping robust quadrilaterals within
clusters. A triangle of three motes i, j, and k is defined as
robust if the smallest angle in the triangle formed by the
three motes, α, satisfies the requirement: dcos2(α) > θ,
where d is the shortest edge within the triangle and θ
is a pre-defined threshold. The algorithm enforces robust
quadrilaterals by limiting triangle angles between all motes
within a quadrilateral as larger than the minimum threshold,
θ. A robust quadrilateral exists if and only if all triangles
formed by motes in the quadrilateral are robust. Moore
et al. [13] state that this criteria for robustness eliminates
many of the ranging-related issues that introduce location
approximation errors into other distance-based localization
algorithms.

Moore et al. [13] used simulation to analyze the algo-
rithm’s performance. The authors found that, with increasing
levels of ranging inaccuracies, the localization accuracy of
Robust Quadrilateral decreases. To achieve 100% coverage
with Robust Quadrilateral, the network must have node de-
gree >= 10. Furthermore, the authors found that, as ranging
inaccuracies increase, Robust Quadrilateral performs best
with high node degree.

Table 1: Localization algorithm summaries. A “X*” denotes that MDS-
MAP and TSL can be an anchor-based algorithm if anchors are available.
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3. Algorithm Evaluation
Many of the published localization algorithms include a

simulation comparison of several algorithms. From publica-
tion to publication, however, it is hard to compare algorithm
performance because no standards for comparison exist; al-
gorithms are reviewed in different simulation environments,
with different sets of ranging data, under different assump-
tions. Additionally, algorithms are typically analyzed with a
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randomly generated topology, which is not representative of
real-world WSN deployments [2]. We evaluate the localiza-
tion accuracy and coverage of five localization algorithms in
simulation under various network configurations.

For our evaluation, each algorithm is implemented in
Matlab using the Silhouette [14] localization framework.
To compare algorithm performance, we used RSS rang-
ing models produced with empirically collected RF data
(from the CC1000 radio module); in addition, we used
the Statistical Emulation [14] method to generate network
topologies that accurately model real-world ranging noise.
To compare algorithm performance over different network
configurations, we ran 12 experiments with 100 trials each
(i.e., 100 network topologies). The network configuration
used for each experiment is summarized in Table 2.

Table 2: Network configurations for our 12 experiments.
Experiment Topology Network Size Anchor Motes

1 uniform 25 4
2 uniform 25 9
3 random 25 4
4 random 25 9
5 uniform 49 9
6 uniform 49 16
7 random 49 9
8 random 49 16
9 uniform 100 9
10 uniform 100 16
11 random 100 9
12 random 100 16

Our evaluation results are summarized in Figures 1(a)
– 1(f). Algorithm localization error (in cm) for each experi-
ment is depicted using a bar plot (corresponding with the left
hand side y-axis) for each algorithm/anchor mote pair; the
corresponding coverage (in %) is depicted within the same
graph using a bar plot (corresponding to the right hand side
y-axis) drawn with dashed lines. We use the results from our
12 experiments to make four comparisons:
a) Protocol: performance under similar network configu-

rations (i.e., number of motes, number of anchors, and
topology).

b) Anchors: performance with different number of anchors
under the same network size and topology.

c) Network Size: performance with different network sizes
using the same network topology and similar anchor to
mote ratios.

d) Network Topology: performance with different network
topologies (i.e., uniform and random) and the same
network size and number of anchors.

3.1 Protocol
Of the five algorithms we compared, the centralized

algorithms (i.e., MDS-MAP and TSL) generally produce
the lowest localization error. Table 3 summarizes simulation
algorithm performance. In Table 3, algorithms are ordered by
localization error for each experiment, where algorithm #1

has the lowest localization error for the specified experiment.
An “X” in the Significant Improvement column denotes that
the algorithms’ performance is statistically significant when
compared to the next best performing algorithm (i.e., from
algorithm ranked #1 to algorithm ranked #2); we calculated
statistical significance between the two distributions using
a t-Test with α = 0.05. From the 12 experiments analyzed
in Table 3 we can make two conclusions: 1) the centralized
algorithms perform the best independent of anchor count and
network topology and 2) of the two centralized algorithms,
MDS-MAP outperforms TSL in 8 of the 12 cases.

Table 3: Algorithms ordered by localization error in each experiment.
Robust Quadrilateral is not included in the ordering until the algorithm
was able to achieve >= 50% coverage.

Exp. Algorithm Significant Exp. Algorithm Significant
Ranking Improvement Ranking Improvement

1
1. MDS-MAP X

2
1. TSL X

2. TSL X 2. MDS-MAP X
3. dwMDS X 3. dwMDS
4. DV-Distance 4. DV-Distance

3
1. TSL X

4
1. TSL

2. MDS-MAP X 2. MDS-MAP X
3. dwMDS X 3. DV-Distance X
4. DV-Distance 4. dwMDS

5

1. MDS-MAP X

6

1. MDS-MAP X
2. dwMDS X 2. dwMDS X
3. TSL X 3. TSL X
4. DV-Distance X 4. DV-Distance X
5. Robust Quads 5. Robust Quads

7

1. MDS-MAP X

8

1. TSL X
2. TSL X 2. MDS-MAP X
3. dwMDS X 3. dwMDS X
4. DV-Distance X 4. DV-Distance X
5. Robust Quads 5. RobustQuads

9

1. MDS-MAP X

10

1. MDS-MAP X
2. TSL X 2. TSL X
3. dwMDS X 3. dwMDS X
4. DV-Distance X 4. DV-Distance
5. Robust Quads 5. Robust Quads

11

1. MDS-MAP X

12

1. MDS-MAP X
2. TSL X 2. TSL X
3. dwMDS X 3. dwMDS X
4. DV-Distance X 4. DV-Distance X
5. Robust Quads 5. Robust Quads

3.2 Anchors
Each graph in Figure 1 displays protocol performance

with different number of anchor motes (e.g., TSL with 4
anchors vs. TSL with 9 anchors). In each figure, statistically
significant improvements for each algorithm are depicted
with a ?; again, we calculated statistically significant im-
provements in localization error using a t-Test with α =
0.05. When one considers all network configurations and
topologies tested, we found TSL is the only algorithm that
has significant improvements in localization accuracy when
the number of anchor motes is increased. TSL’s accuracy
consistently improves due to its process of statistically
refining motes’ locations based on positive and negative
ranging constraints. With a higher number of anchor motes,
more of the constraints are based on known locations, which
results in improved algorithm accuracy.

3.3 Network Size
To analyze the impact varying network size has on

algorithm performance, we ran experiments with the same
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(a) Experiment 1 and 2 results. On a uniform topology with 25 motes,
Robust Quadrilateral produces 0% coverage.
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(b) Experiment 3 and 4 results.
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(c) Experiment 5 and 6 results.
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(d) Experiment 7 and 8 results.
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(e) Experiment 9 and 10 results.
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(f) Experiment 11 and 12 results.

Figure 1: Localization error in cm (with 95% confidence intervals) and corresponding median coverage in % for each protocol in all 12 experiments in
Table 2. In each figure, localization error is reported for two anchor mote configurations per protocol. Coverage is represented by the dashed bar plot and
corresponds with the y-axis on the right hand side of the figures. Please note that figures (a) and (b) have a different y-axis scale for localization error
than figures (c), (d), (e), and (f). The ?’s represent statistically significant improvements (via a t-Test with α = 0.05) for each algorithm with the different
number of anchor motes. The •’s, 4’s, and �’s at the top of each figure denote statistically significant improvements (again, via a t-Test with α = 0.05)
in the algorithm’s performance under different topologies (between figures (a) and (b), (c) and (d), and (e) and (f)).

network topology and similar anchor to mote ratios; in other
words, we compare experiments 1, 5, and 10 (for uniform
topologies), and we compare experiments 3, 7, and 12 (for
random topologies). Table 4 summarizes algorithm perfor-
mance with varying network sizes and similar mote to anchor

ratios. Of the five algorithms analyzed, Robust Quadrilateral
is the only algorithm that performs better on large networks.
(Again, we only analyze performance of this algorithm when
coverage >= 50%.) Robust Quadrilateral performs poorly
(i.e., has low coverage) on small networks due to its need
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to form a robust quadrilateral to localize each mote. With
small networks, the ability to form robust quadrilaterals is
limited, which results in decreased coverage and decreased
localization accuracy. MDS-MAP always performs best on
small networks. Similarly, DV-Distance, TSL, and dwMDS
perform poorly on large networks.

Table 4: Algorithm performance under different network sizes with similar
anchor to mote ratios. In the Performance Order column, the network sizes
are ordered from best to worst performing under each algorithm category.

Alg Topo. Performance Alg Topo. Performance
Order Order

M
D

S-
M

A
P U

ni
f. 1) 25mote 4anchor

T
SL

U
ni

f. 1) 25mote 4anchor
2) 49mote 9anchor 2) 49mote 9anchor
3) 100mote 16anchor 3) 100mote 16anchor

R
an

d. 1) 25mote 4anchor

R
an

d. 1) 49mote 9anchor
2) 49mote 9anchor 2) 25mote 4anchor
3) 100mote 16anchor 3) 100mote 16anchor

D
V-

D
is

ta
nc

e

U
ni

f. 1) 49mote 9anchor

dw
M

D
S

U
ni

f. 1) 49mote 9anchor
2) 25mote 4anchor 2) 25mote 4anchor
3) 100mote 16anchor 3) 100mote 16anchor

R
an

d. 1) 25mote 4anchor

R
an

d. 1) 49mote 9anchor
2) 49mote 9anchor 2) 25mote 4anchor
3) 100mote 16anchor 3) 100mote 16anchor

R
ob

us
t

Q
ua

ds U
ni

f. 1) 100mote 16anchor
2) 49mote 9anchor

R
an

d. 1) 100mote 16anchor
2) 49mote 9anchor

3.4 Network Topology
To statistically compare our 12 experiments with dif-

ferent topologies (i.e., uniform or random) and the same
network configuration (i.e., same mote and anchor num-
ber), we used a t-Test with α = 0.05. Statistically sig-
nificant improvements in algorithm performance between
uniform and grid topologies in network sizes of 25, 49,
and 100 are indicated with •’s, 4’s, and �’s, respectively.
The symbols graphically mark the better performing proto-
col/configuration between Figures 1(a) and 1(b), Figures 1(c)
and 1(d), and Figures 1(e) and 1(f). For example, in Figure
1(a), there is a • above MDS-MAP in both the 4 anchor and
9 anchor configurations. This graphical marking delineates
that MDS-MAP has significant accuracy improvements in
uniform topologies with 25 motes over random topologies
with 25 motes.

MDS-MAP, TSL, and dwMDS generally perform better
on uniform topologies than on random topologies when the
network size is small or medium. In large networks, most
protocols perform better on random topologies; in a random
topology, motes do not necessarily span the entire grid (i.e.,
some motes will be close), which produces less ranging error
and more accurate location estimates in most algorithms.

4. Conclusions and Future Work
We have provided a comprehensive review of distance-

based localization technologies and techniques. Distance-
based localization algorithms can be categorized as: 1) cen-
tralized, distributed, or distributed-centralized and 2) anchor-
based or cooperative. We provided a detailed review of five

distance-based localization algorithms and presented a real-
istic simulation comparison of these five algorithms using
the connectivity and RSS ranging methods under various
network configurations. From our comparisons we make
the following three conclusions. Our first conclusion is that
localization algorithm performance is dependant on network
configuration. Thus, in selecting a localization algorithm for
a WSN deployment it is important to understand the target
topology of the application. Second, our simulations show
that MDS-MAP and TSL generally outperform the other
tested algorithms. And lastly, MDS-MAP outperforms TSL
in most cases. In the future we will test TSL and MDS-
MAP algorithm performance on a real-world medium sized
geophysical WSN aligned in a uniform topology.
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Abstract— In this article, we develop new analytical 

techniques for the performance analysis of energy 

detection with selection diversity combining (SDC) and 

square-law selection (SLS) diversity schemes over 

generalized fading channels. We present two novel 

approaches in this work. The derived frameworks are 

based on the canonical series representation of Marcum 

Q-function with derivatives of moment generating 

function (MGF) of signal-to-noise ratio (SNR) of fading 

channel and single integral of cumulative distribution 

function (CDF) of SNR for SLS and SDC diversity 

schemes respectively. Using these frameworks, we found 

out that the performance of both SLS and SDC diversity 

schemes improves with smaller number of samples, 

increasing fading index, mean SNR and number of 

diversity branches. Also, comparing both diversity 

schemes shows that the choice of better detection diversity 

scheme varies with mean SNR. At low SNR, SDC 

performs better than the SLC scheme, but as the mean 

SNR increases, SLS gives better performance while high 

mean SNR values favours again the SDC scheme. More so, 

lower number of samples favours the SLS scheme than the 

SDC scheme. Although, the framework is applicable 

across fading channels, selected numerical results are 

presented on the Rice fading channel since there are 

limited results in literature in this area.  

 

Keywords— Energy detection, Cognitive radio, Fading channels, 

Selection diversity combining, Square-law-selection 

1 Introduction 
The emerging technology of cognitive radio has created a 

paradigm shift in the design of wireless system where radio 

can now adapt their operating behaviour to take advantage of 

unused spectrum. One of the main requirements of this system 

is to ensure that the incumbent (i.e. primary or licensed user) 

is not interrupted by the activity of these cognitive radios. 

Therefore the new radio must be capable of determining the 

presence or absence of an incumbent before spectrum usage. 

Among the various known spectrum sensing techniques, blind 

sensing using energy detectors is perhaps the simplest (i.e., 

low complexity) and more importantly, the “secondary users” 

do not require any unauthorized details or a priori knowledge 

of the “primary user” transmissions (i.e., the energy detector 

of a secondary user treats the received primary user 

transmission as an unknown deterministic signal). While 

energy detection of the received signal waveform over an 

observation time window may be more versatile than the 

cyclo-stationary feature detection approach, its performance 

(reliability) is severely limited by multipath fading. Therefore, 

performance characterization of energy detectors with 

diversity reception over different wireless fading 

environments is of practical interest.  

Urkowitz, [1] first studied the detection of an unknown 

deterministic signal over a flat band-limited Gaussian noise 

channel using an energy detector. The results in [1] are further 

extended to Rayleigh, Rice and Nakagami fading channels in 

[2]. Average probabilities of detection (Pd) and false alarm 

probability (Pf) over Rayleigh, Rice and Nakagami-m fading 

channels are presented. The probability of detection was 

derived in closed-form for Rayleigh fading channel; however 

the Nakagami fading channels results to single integral 

solution while the Rice fading channel’s result is an infinite 

summation. Nakagami-m and Rice fading channels are 

considered in [3] and [4]. The reported result for single 

Nakagami-m channel is limited to integer values of the shape 

parameter (m) whereas the result for Rice fading channel is 

restricted to unity time-bandwidth product. The performance 

of energy detector in diversity system such as Maximal ratio 

combining (MRC), square-law selection (SLS) and switch and 

stay (SSC) diversity detectors over i.i.d Rayleigh fading 

channels was considered in [3] and [4]. In [5]-[7], the Authors 

analyse the performance of the energy detector with selection 

diversity combining (SDC) in Nakagami-m channel, MRC in 

Nakagami-m and Rice channel and equal gain combining 

(EGC) in Nakagami-m channel respectively with all derived 

expression in closed form.  In [8], performance with SSC, 

square-law combining (SLC) and SLS were considered. In all 

these cases, only integer u, integer Nakagami fading index m 

and integer Lu or Lm (where L is the number of diversity 

branches) are considered.  

In [12], we presented using an alternative form of Marcum 

Q-function a new approach involving derivatives of moment 

generating function (MGF) of signal-to-noise ratio (SNR) of 

fading channels and we applied this method to MRC and SLC 

in Nakagami-m and Rice fading channels. This method easily 

tackles scenarios with non-integer u, non-integer Nakagami 

fading index m, Lu or Lm with all expressions involving 

single infinite summation term.  
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In this article, we develop novel approaches of analysing 

the performance of energy detector with SDC and SLS 

diversity schemes in generalized fading channels. The derived 

frameworks are based on the canonical series representation 

of Marcum Q-function with derivatives of MGF of SNR of 

fading channel and single integral of cumulative distribution 

function (CDF) of SNR for SLS and SDC diversity schemes 

respectively. However, simpler expressions were derived for 

special cases of SDC scheme for both Nakagami-m and Rice 

fading channels. Using these frameworks, we found out that 

the performance of both SLS and SDC diversity schemes 

improves with smaller number of samples, increasing fading 

index, mean SNR and number of diversity branches. Also, 

comparing both diversity schemes shows that the choice of 

better detection diversity scheme varies with mean SNR.  

Though the derived framework is applicable across fading 

channels, our numerical result is on Rice fading channel 

which has not been well researched in literature.  

The rest of the paper is organized as follows. In section II 

we present system model, notations and performance over 

single channel. Section III extends this to SLS diversity 

system and develops performance analysis for SDC diversity 

scheme. Finally, numerical results and concluding remarks are 

presented in section IV and V respectively. 

2 System model and notation 
To be consistent, notations similar to [8] are used as listed 

below. 

 ( )s t  : Unknown deterministic signal waveform 

( )n t  : Noise waveform – White Gaussian random process 

is  : Unknown deterministic signal waveform 

in  : Noise waveform – White Gaussian random process 

( )r t  : Received signal 

h  : Channel coefficient amplitude 

T  : Observation time interval 

W  : One-sided bandwidth 

u TW=  : Time-Bandwidth product  

01N  : One sided noise power spectral density 

sE  : Signal energy over the time interval T  

λ  : Energy threshold of the receiver 

L  : Number of branches of the receiver combiner 

0H  : Hypothesis 0; no ( )s t  present  

1H  : Hypothesis 1; ( )s t  present 

2

2uχ  : Central Chi-square distribution with 2u degrees of 

freedom 
2

2 ( )u єχ  : Non central Chi-square distribution with 2u

degrees of freedom and non centrality parameter є  

 

The detection of the existence of the unknown deterministic 

signal ( )s t by the receiver, is a binary hypothesis test as 

shown in [1, eq(1)], 

 0

1

:( )
( )

:( ) ( )

Hn t
y t

Hhs t n t


= 

+
 (1) 

Therefore, a sample from noise process in is a Gaussian 

random variable with zero mean and 01N W variance; 

01(0, )in N N W∼ [1]. The energy detector decision variable Y  

can be expressed as [1, eq.(2)]. 

 

2
2

2

0
0

101 01

2
( ) :

uT
i

i

n
Y n t dt H

N N W=

 
 = =
 
 

∑∫  (2) 

Thus, Y  under 0H is a square sum 2u Gaussian random 

variable of (0,1)N and follows 2

2 .uχ Similarly, Y under 1H  is 

formed as given by (3). 

 

2
2

2

1
0

101 01

2
( ) :

uT
i i

i

hs n
Y y t dt H
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 = =
 
 

∑∫  (3) 

Here, we assume that the channel coefficient amplitude is Y
under constant over the 2u samples. It therefore follows that

1H is
2

2 ( )u jєχ where є is given by [1, eq.(4)], 
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222 2
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Here, the SNR is defined by 
2

01

.sh E

N
γ =  

In [12], it has been shown that the detection and false alarm 

probabilities of an energy detector in AWGN channel is given 

by: 

  

 ( 2 , )d uP Q γ λ=  (5) 

and 

 2
( , )

( )
f

u
P

u

λΓ
=

Γ
 (6) 

respectively, where (.,.)uQ is the generalised ( thu order) 

Marcum-Q-function and (.,.)Γ is the upper incomplete gamma 

function which is defined by the integral form 

1( , ) a t

x
a x t e dt

∞
− −Γ = ∫ and ( ,0) ( )a aΓ = Γ . fP  is the same over 

any fading channel since there is no γ in (6). In the other 

sense dP has to be averaged over different fading channels 

and diversity combining. 

Therefore, the average detection probability, dP is given by 

                        0
( 2 , ) ( )d uP Q f dγγ λ γ γ

∞
= ∫  (7) 

where ( )fγ γ  is the probability density function of SNR,
 
γ . 

  Using the alternative representation of generalized Marcum 

Q- function, we have shown in [12] that it can be written as, 

 2

0

( , )
( 2 , ) 1

! ( )

k

u

k

G u ke
Q

k u k

γ λγ
γ λ

−∞

=

+
= −

Γ +∑  (8) 

where (.,.)G is the lower incomplete gamma function which is 

defined by 1

0
( , )

x
a tG a x t e dt− −= ∫ . 

Hence, substituting (8) into (6), we obtain the generalized 

average dP in this case, d Gen
P as 
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where 
( ) ( )

k

k

k
s

s

γ
γ

φ
φ

∂
=

∂
and ( )sγφ is the MGF of SNR of 

different stochastic fading channels. The k
th

 derivatives of the 

MGF of common fading channels are listed in [12, Table 1].   

   For example, the final expression for detection probability is 

easily obtained for Nakagami-m and Rice Fading channels 

respectively as  

2

0

( , )1 ( )
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G u k m m k
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The convergence and truncation error of this infinite series 

has been well treated in [12] and it has been shown that only 

few terms are required for four-digit accuracy. In fact, less 

than 25 terms are required for no diversity case across 

different system parameter changes.  Next, we will apply this 

result in deriving the expression for the performance of 

energy detection over generalized fading channel with post-

detection square-law selection (SLS).  

3 Detection over generalized fading 

channel with diversity system 

3.1 Square-law selection (SLS) 

Since the branch with maximum output decision is been 

chosen, the effective decision variable can be written as in [8] 

 1 2max( , ,..., )SLS LY Y Y Y=  (12) 

Assuming independent branch statistics, 
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Assuming independent branch statistics, we obtain, 
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Since there is no γ in (12), f SLSP is the same across all 

channels and branches. Averaging (13) over different 

channels we obtain similar to (8) 
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and for i.i.d branches we obtain 
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 For example substituting the MGF of Nakagami and Rice 

channels produces respectively 
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3.2 Selection diversity combining (SDC)  

Since the MGF and PDF of i.n.d channels is difficult to 

obtain in the case of SDC, we abandon the above MGF 

method to seek a more general solution taking advantage of 

readily available cumulative distribution function (CDF). 

 In the selection combining detection, the branch with 

maximum SNR is selected i.e. 

 1 2max( , ... )SC Lγ γ γ γ=  (19) 

Therefore, the CDF of the output SNR of L-branch selection 

combiner is given by 

 
1

( ) ( )
SC l

L

l

F Fγ γγ γ
=

=∏  (20) 

where ( )
l

Fγ γ is the CDF of branch l.  

Since only the samples from a single branch are being 

considered at any point in time, the decision variable SCY is 

just the i.i.d 2

2uχ for 0H and 
2

2 ( )u jєχ  for 1H  and this is 

defined by 
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where the non-centrality 2 2SC l l SCє є γ γ= = = , hence the 

false alarm probability remains the same i.e. 

 2
( , )

( )SCf

u
P

u

λΓ
=

Γ
 (22) 

However, the detection probability is affected due to 

distribution of the SNR of the combiner’s output and could be 

written from (7) as 

 
0

( 2 , ) ( )
SC SCd uP Q f dγγ λ γ γ

∞
= ∫  (23) 

where ( )
SC

fγ γ  is the PDF of SNR of the combiner’s output.   

   Our approach here is to first find a generalized solution to 

(23) and later present simpler solution for special cases. We 

will like to mention here that only [5] has considered this 

problem and their result is limited to i.i.d dual combiner (with 

non integer m) and i.i.d multiple branches with integer m with 

both cases resulting to solution with combination of infinite 

summation term and infinite series function [5, Eq. (5), (17), 

(21)].    In order to obtain amore compact and general solution 

for (23) that is applicable to i.n.d channels and mixed fading 

environment, we use the CDF method.  

    Using the integration by part, it is straight forward to show 

that 
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Using the identity in [11 eq. (11)], we obtain 
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where (.)uI is the u-th order modified Bessel function of the 

first kind. Substituting (20) into (23), we obtain 

 ( )
2

2

1

( )

0

1 2 ( )
2

u

SC l

l

L

d uP e I F d
λγ

γ
λ

γλ γ γ
γ

=

∞
− +

  
 = −     

∏∫  (26) 

Eq. (26) can be evaluated numerically to obtain 
SCdP .  The 

CDF of different fade distributions are listed in [9, Table 3, pp. 

420]. Therefore, for Nakagami-m and Rice i.n.d channel, (26) 

becomes,  
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 Eq. (26) can be solved numerically using numerical 

integration methods with the aid of computer (i.e. using 

MATLAB or Mathematica) and it is easier to program, more 

compact and general across fading channels than the result in 

[5, (17), (21)] which holds for only Nakagami-m channel with 

dual SDC combiner and multiple combiner with integer 

fading index, m . 

    For the i.i.d channel scenario, the PDF is given by 

( ) 1

( ) ( ) ( )
SC

L

f Lf Fγ γ γγ γ γ
−

= and therefore, the average detection 

probability using (23) is given by 
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which after substituting (8) becomes 
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Going forward, we split the derivation for Nakagami and Rice 

fading channel; though the same principle is applicable to 

both in order to derive more compact solution for some 

special cases. 
 

3.2.1 Case 1: Nakagami-m fading channel 
 

For Nakagami-m channel, (33) becomes 
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For the special case of dual diversity combiner, (31) becomes 
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Using the identity in [10, 6.455-2], we obtain 
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where ( )2 1 .,.;.;.F is Gauss hypergeometric function. 

When m is an integer, (31) can be expressed using Binomial 

expansion as 
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which using the identity [10, 8.352-4] produces

( ) ( )

2

0

1 1
(1 )1

0
1 0

( , )1
1

( ) ! ( )

( 1)

! !

SC Nak

mm

m

d

k

q
j

mqL m
qm k

q j

G u kL m
P

m k u k

e e d
q j

λ

γγ γ
γ γ

−

ΩΩ

∞

=

− −∞ −− + Ω+ −

= =

+ 
= −  Γ Ω Γ + 

 −  ×
 
 

∑

∑ ∑∫
     

(35) 

which after multinomial expansion becomes 
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where ( , , )j m qζ Ω  is the coefficient of jγ in the multinomial 

expansion of ( )1
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where 00 0 1 11, 1 !,q j qj qβ β β β= = = = .  

Using the identity in [10, 3.326-2], (36) then yields, 
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3.2.2 Case 2: Rice fading channel 
 

 For Rice channel, (30) becomes 
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For special case of dual selection combiner (38) becomes 
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which after manipulation and using [13, eq. (46)], we obtain 
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The r
th

 derivative of ( , , , )I a b c d  could be computed using 

MAPLE. For higher order configuration, the derivation 

becomes involved and therefore it is recommended to use 

numerical evaluation in (28) derived for i.n.d Rice channel.  

4 Numerical results 
In this article, we analyse the performance of energy 

detector using the complementary ROC curves and detection 

probability. Here, we focus on the Rice fading as there is 

limited information on the performance of energy detector in 

Rice fading in literature.  First we study the effect of detection 

parameters on the detection performance of SLS and SDC 

diversity schemes and then compare the two selection 

schemes. Fig. 1 and 2 shows the effect of change in number of 

diversity branches, L, fading index, K, and time-bandwidth 

product, u (which is a function of number of samples). It is 

observed that that both diversity schemes perform better as 

the number of diversity branches and fading index is increases. 

Also, lower number of samples improves the performance. 

The effect of change in different combinations of the three 

parameters can also be observed from both figures. Fig. 3 

shows the comparison of the two diversity schemes for 

different mean SNR values. We observe that the choice of 

better diversity scheme for energy detection varies with mean 

SNR. At low mean SNR, SDC is the better scheme but as the 

mean SNR increases, the performance of SLS becomes better 

than that of SDC while high mean SNR values favours again 

the SDC scheme. Due to this overlap, we decided to 

investigate the variation of average detection probability, dP  

with mean SNR for both schemes. The result is shown in Fig. 

4 and it confirms the observation in Fig. 3. Also, Fig. 4 

indicates that lower number of samples favours the SLS 

diversity scheme more than the SDC. This is expected as the 

performance of SLS is more affected by the sampled signal, 

because the selection of best detection path or circuitry is 

done after sampling unlike the SDC, in which the best path is 

selected before sampling. However, in practical 

implementation, SLS requires more number of detection 

circuitry than SDC which requires only one detection circuitry. 

 

  

Fig. 1 Complementary ROC curves of SLS diversity scheme over Rice 
channels K= {1, 4}, for u= {0, 5.5}, L ={2, 4}, and  mean SNR=10 dB. 

 

 

Fig. 2 Complementary ROC curves of SDC diversity scheme over Rice 
channels K= {1, 4}, for u= {0, 5.5}, L = {2, 4}, and mean SNR=10 dB. 
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Fig. 3 Complementary ROC curves for dual SLS and SDC over Rice channels 
(K=2) for u=2.5 and mean SNR= {0 ,5, 10, 15}.  

 

Fig.4 Average probability of detection for SLS and SDC over Rice channel 
(K=2) for L= {2,4}, u= {0.5, 5}, and Pf=0.01. 

5 Conclusions 
In this paper, the detection an unknown deterministic signal 

by using an energy detector has been considered with 

detectors’ selection diversity system. Both SDC and SLS 

diversity have been analyzed. We derived an expression for 

the performance analysis of both diversity systems. The 

derivation for SLS performance is based on the canonical 

series form of Marcum Q-function in conjunction with 

derivatives of MGF of SNR while a novel technique resulting 

into a single integral expression was presented for SDC 

scheme (for branches with i.n.d statistics) with closed form 

expressions derived for special cases.  

With these mathematical frameworks, we are able to show 

that the choice of better detection diversity scheme between 

SLS and SDC depends on the mean SNR values. Careful 

consideration of related publications revealed that this 

simplified approaches have not been applied in analyzing the 

performance of the energy detector until now and to the best 

of our knowledge, limited analysis has been carried out on the 

performance of energy detector in Rice fading channel.   

We have shown that our approach, unlike other methods 

which are incapable of handling half-integer u and Lu, 

produces result for these cases. These results could be readily 

used in deciding suitable diversity scheme, number of 

diversity branches and the energy threshold value required to 

achieve a specified false alarm and detection rate for different 

scenario of energy detector receiver in cognitive radio system. 
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Abstract 

 
The recent technological developments in communication 

networks have results into a broad range of networks, 

e.g.,Wi-Fi, Mobile ad-hoc networks(MANET), 3G and 

other cellular networks, wireless sensor networks, etc. It 

is envisioned that such diverse networks must cooperate 

with each other to form cooperative urban networks, for 

the sake of making use of all the services and resources. 

Such integration poses great challenges for service 

discovery, for example, interoperability, robustness, 

scalability and context-awareness. In this paper, we 

propose a novel hierarchical architecture to meet the 

requirements of service discovery in cooperative urban 

networks, in which we assume various urban networks 

are connected to overlay infrastructure through 

cooperative gateway to form cooperative urban networks. 

We apply hierarchical architecture to urban networks and 

overlay infrastructure network in order to discover 

services using optimal service selection algorithm to take 

into account context-awareness issue. We also compare 

the performance of our architecture with distributed and 

centralized architectures. 

 

Key Words:  Service Discovery, Cooperative Urban 

Networks, Urban Networks, Service Discovery 

Performance Evaluation 

 

 

1. Introduction 
 

The recent technological developments in communication 

networks have resulted into a broad range of networks, 

e.g.,  Wi-Fi, Mobile ad-hoc networks, 3G and other 

cellular networks, and wireless sensor networks, to name 

a few. Unfortunately, these networks do not cooperate 

with each other to fully utilize the available data and 

network resources.  It is desired for all different brands of 

communication technologies to cooperate with each other 

forming cooperative urban networks. This envisioned 

integration would make the resource sharing possible 

within various networks, maximizing the utilization of 

available data and other resources. Service discovery 

across the cooperative urban networks (CUN) is essential 

to achieving such sophistication.  

A service discovery protocol enables devices to 

automatically advertise, discover and configure services, 

and at the same time facilitate communication with 

service providers to access desired services.  Service 

discovery and provisioning in CUN brings in various 

challenges for its architectural framework designers. 

Firstly, service discovery architecture in CUN must 

provide a highly sophisticated and seamless 

interoperability to ensure that users can discover services 

across different types of networks. Secondly, the service 

discovery mechanism needs to be scalable and flexible 

which can adapt well to the change of network size. 

Thirdly, it also needs to be context-aware which means 

the service discovery mechanism should be aware of and 

make changes according to user context.  

Over the past few years, many organizations have 

designed and developed a lot of service discovery 

protocols but none of existing protocols explicitly 

addresses the idea in the context of cooperative urban 

networks. 

In this paper, we discuss the suitability of existing service 

discovery proposal for CUN. We also propose novel 

service discovery architecture to meet the requirements of 

service discovery in such environments and validate our 

solution through simulations. 

 The rest of the paper is organized as follows. In section 2 

we outline the service discovery challenges for CUN, 

which is followed by our solution architecture in section 

3. We present implementation details and preliminary 

evaluation results in section 4 and 5 respectively. A brief 

review of the state of the art is given in 6 and paper is 

concluded in section 7. 

 

2. Service Discovery in Cooperative Urban 

Networks 
 

Cooperative Urban networks consists of a broad range of 

networks, e.g., Wi-Fi [3], Mobile ad-hoc networks [4], 3G 

[5] and other cellular networks, Bluetooth networks[6], 

wireless sensor networks [7], which cooperate with each 

other to form a network where information and services 

can be shared in a ubiquitous fashion .  An application of 

such scenario is U-city - a futuristic city planned to be 

equipped with services and functionalities of a ubiquitous 

environment [24]. Consider the scenario presented in 
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figure 1. Fire breaks out in say a shopping mall. Sensing 

devices embedded in such a commercial centre detect fire 

and notify it to the municipal machinery through IPv6 

network. Context-specific information is further retrieved 

from the disaster area and disseminated to respective 

personnel. Later various networks including Wi-Fi, 

Sensor Networks, Blutehooth, etc. are involved in 

extending the operational management and inter-

department coordination between the fire department, 

ambulance service, counter terrorism squad, Forensics 

intelligent transportation system (ITS), insurance and 

investigation, police, and other related enterprise 

networks. With existing protocols, generally, clients and 

services do not discover services if they do not use a 

common protocol. This limitation means that there is a 

need to establish interoperability mechanism among 

service discovery protocols. So in a CUN a pervasive 

discovery mechanism should be able to find services 

within its own network as well as across other networks 

or Internet. In order to make a service discovery work in 

pervasive environment, heterogeneity in hardware and 

software platforms, network protocols, and service 

discovery protocols is to be considered.  

 

 
Figure 1. U-City Scenarios 

 

Service discovery in CUN has to meet more challenges 

than to operate in a single subnet or LAN. The main 

challenges are: 

 

Interoperability:  CUN consists of variety of networks 

with different bandwidths, different packet sizes, and 

different capability of nodes resources and so on. 

Therefore, in order to access services across these 

networks, we must provide interoperability between 

different service discovery mechanism and network types. 

Scalability: CUN consists of extremely large number of 

nodes and most service discovery systems’ performance 

decrease sharply when network size goes large. We need 

an architecture which could localize the communication 

between entities and reduce the broadcast and multicast 

and provide scalability. 

 
 Robustness: In CUN, various types of networks 

connected together to provide a large number of services. 

System should not be vulnerable to one point failure. We 

must design a robust architecture against one point 

failure. 

 
Context-awareness:  Context-awareness [23] can be 

described as the ability to use situational information to 

provide highly relevant information. Context awareness is 

often a difficult task for designing a system, however, it is 

essential to consider the context of a situation to provide 

appropriate services with a desired quality of service. 

 

3. Hierarchical Service Discovery for CUN 

 
Figure 2 gives a conceptual model of cooperative urban 

networks where various networks are interworking to 

provide better services to different levels of users. 
 

 
Figure 2. Various Technologies working together 

 

In order to find a tradeoff between scalability and traffic 

overhead, we propose novel hierarchical architecture for 

CUN where an overlay network is established to which 

other sub-networks are attached. For example, in figure 2, 

Wi-Fi network is the overlay network to which sensor 

network, buletooth network, mobile adhoc network, and a 

cellular networks are attached as subnetworks. The 

overlay networks serves as the backbone of the whole 

system. Each network may support its own service 

discovery mechanism but for the cooperating between the 

networks, we provide cooperative gateways which are 

dedicated components that not only provide 

interoperability but also can take the role of service 

directory. And one sub-network’s failure won’t affect the 

robustness of the whole discovery system. In our 

proposed hierarchical architecture, as the simplest 
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situation, the number of urban networks is small, we 

apply distributed architecture to overlay network and 

centralized architecture to sub-networks in which 

cooperative gateways play the role of directory. For 

extremely large number of networks, a multi-overlay 

architecture also can be considered. Followings are the 

major entities in our framework: 

 

User Agent (UA): UA stands for the client requesting for 

the certain service. In our architecture, we have UAs both 

from overlay network and sub-networks.  

 

Service Agent (SA): SA stands for the entity providing 

certain service. There are also different SAs from overlay 

network and sub-networks with different behavior.   

 

Cooperative Gateway (CG):  CG provides services’ cache 

within a sub-network on behalf of the service directory. 

Also, it has dual network interface for providing 

interoperability to sub-networks and overlay network. 

CGs maintain two cache service. The local cache (LC) is 

used for directory service for sub-networks while the 

external cache (ENC) is used for historical service 

discovery record of overlay network. 

 

The following messages are supported to facilitate the 

communication between the entities:  

 

Directory Advertisement Message (DADV): DADV is 

only used in sub-networks. DADV is created by CG and 

broadcasted to the sub-networks to announce the 

existence of cache service provided by CG. 

 

Service Request Message (SREQ:) SREQ is created 

when UA request for certain service. It includes the type 

of requested service and the UA’s address. It can be sent 

by unicasting to CG in sub-networks and also can be sent 

by broadcasting in overlay network. 

 

Service Reply Message (SREP): SREP is created when 

certain SREQ is matched. On receiving SREP, UA can 

establish communication with SA which has the service 

he requested 

 

Service Registration Message (SREG): SREG is only 

used in sub-networks. On receiving DADV from CG, SA 

sends SREG to register service with the CG.  SREG 

specifies the service it provide and lifetime of the 

registration. SA can send another SREG with new 

lifetime when the ole lifetime expires or the registration 

will be removed by the CG.  

 

Service Acknowledgement Message (SACK): SACK is 

also only used in sub-networks. SACK is created by CG 

to acknowledge the registration of certain SA. 

 

3.1 Service Discovery Protocol for Cooperative Urban 

Networks (SDPCUN) 

 

In our novel hierarchical service discovery architecture, 

UAs stands for clients applications while services are 

represented as SAs. CGs are nodes with dual network 

interfaces with both sub-networks and overlay network. 

CGs are responsible for communication between different 

types of networks and also provide cache service for 

certain proximity. 

 

The UA issues SREQ specifying the service type which is 

required. The UA should receive a SREP specified the 

most optimal service matching to the SREQ. The 

hierarchical architecture we used allows UAs to send 

SREQ to CG using unicast within sub-networks and 

broadcast SREQ in overlay network. The main flow is 

shown in figure 3. 
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Figure 3: Service Discovery 

 

SAs within the sub-network register themselves with CGs 

by unicasting SREG and receiving unicasting SACK. The 

registration must be refreshed by sending another SREG 

or they will expire after the lifetime specified in SREG.. 

 

CGs provide directory service for sub-networks. UAs and 

SAs within the sub-networks discover the CGs by 

receiving advertisements which are broadcasted 

periodically from the CGs. There is an alternative way--- 

when a node first comes into the sub-network, it can 

broadcast SREQ to its neighbors and the neighbors will 

send back the CG’s information they hold. 

 

UAs from the overlay network can discover SAs by two 

methods---active method and passive method. In active 

method, UA broadcast SREQ when it needs a certain type 

of service and SA receiving SREQ sends back SREP 
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when matching the request service. Also, the UAs have 

caches restoring the historical service discovery. When 

request a same service next time, UA will unicast the 

SREQ directly to the SAs. In passive method, SAs 

broadcast its service information to the network 

periodically and UAs cache the service information. 

When UAs request a certain type of service, they search 

in their caches and unicast the SREQ to SAs. The 

existence of multiple CGs provides scalability and 

interoperability to the system, whereas the distributed 

architecture of overlay network provides the robustness to 

the system.  

 

3.2 Interoperability 

 

To meet the interoperability challenges we classify the 

service discovery into four scenarios:   

 

Service discovery inside sub-networks: In this scenario, 

UA unicasts SREQ to CG and CG finds match of SREQ 

in its LC. This is a typical scenario of centralized service 

discovery architecture.  

 

Service discovery from sub-network to overlay network: 

In this scenario, UA unicasts SREQ to CG and CG can 

not find match for the request service in LC. Then CG 

broadcasts SREQ in overlay network and SA from the 

overlay network match the service requested and send 

back SREP. The CG provides interoperability to overlay 

network and sub-networks. Figure shows the scenario. 

   

Service discovery within overlay network: In this 

scenario, UA in overlay network broadcasts SREQ and 

the SA also from the overlay network matches the SREQ 

and sends back SREP. This is a typical scenario of 

distributed architecture.  

 

Service discovery from overlay network to sub-networks: 
In this scenario, UA in overlay network broadcasts SREQ 

and one CG match the requested service and sends back 

SREP. Then the UA establish communication with SA 

from the sub-networks through one CG. The CG provides 

interoperability to overlay network and sub-networks. 

Figure shows the scenario. 

  

Service discovery from one sub-network to other sub-

networks: In this scenario, UA from one sub-network 

sends SREQ to CG of its sub-network. CG can not find 

match in its LC and then broadcast SREQ to overlay 

network. Another CG from another sub-network matches 

the requested service and sends back SREP. Then the UA 

establish communication with SA from another sub-

network through two CGs. The two CGs provides 

interoperability to different sub-networks.  

 

 

   3.3 Cooperative Gateway 
 

CG provides interoperability to the system. One CG has 

two network interfaces and has four interfaces with UAs 

and SAs from both sub-network and overlay network. 

Figure 4 shows the CG’s architecture. 
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Figure 4: Cooperative Gateway Architecture 

 

In sub-networks, we apply centralized service discovery 

architecture in which CGs localize the communication 

within the sub-network and produce less traffic. Thus, 

when the sub-networks go large, the system provides 

scalability. When a new type of urban network joins in 

the CUN, we only need to add one CG to allow the urban 

network to connect to overlay network. In overlay 

network, we apply distributed architecture in the 

assumption of the overlay network size is not too large. 

When overlay network’s size increase, distributed 

architecture will suffer from is bad performance. To deal 

with this matter, we introduce multi-overlay in which we 

apply distributed architecture in the top overlay and 

centralized architecture in low overlay networks. 

    

4. Preliminary Evaluation 
 

We simulate our architecture in OMNET++ version 4 

[23]. In our simulation we used an overlay network of 10 

nodes, 3 of them are SA, while remaining are UA or sub-

networks. Each Sub-network consists of 20 nodes, 7 of 

them are SA, one CG and others are UA. The link delay 

of overlay network is 100ms, while 200ms in sub-

networks.  We have compared the hierarchical 

architecture with fully-centralized and fully-distributed 

architectures. Followings are the parameters of our 

performance metrics: 

 
Service discovery overhead: We consider the messages 

created and transmitted as the overhead for service 

discovery because they consume not only the resource of 

devices but also the network bandwidth. A better service 

discovery architecture should generate less overhead 

traffic. 
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Service discovery delay: Service discovery delay means 

the time interval between a device issue request for 

service and it gets reply for the requested service. A better 

service discovery architecture should show low mean 

service discovery delay.  

 
Cache operation: Cache stores the historical service 

request record for future use. The fresh rate and capacity 

of cache affects the whole performance of service 

discovery architecture. 

  

4.1 Service discovery overhead 

At first, the whole network is the overlay network. Then 

every time we replace one UA in overlay with one sub-

network to enlarge the network size to see the change of 

service discovery overhead. Figure 5 shows the results of 

service discovery overhead. 
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Figure 5: Service discovery overhead 

 

 The fully-distributed architecture shows an exponential 

increase when the network size goes large and the 

hierarchical and fully-centralized architecture only 

experience a mild linear increase. Our architecture has 

little more overhead than centralized architecture because 

we introduce distributed architecture in overlay network 

which increases the overhead. However, our architecture 

provides robustness to the service discovery system while 

lack of robustness is the fatal drawback of centralized 

architecture. 

  

4.2 Service discovery delay 

As the same, the whole network is the overlay network at 

first. Then every time we replace one UA in overlay with 

one sub-network to enlarge the network size to see the 

change of mean service discovery delay. There is a sharp 

increase of delay when introducing one, two and three 

sub-networks. This is because the difference of link 

delays in sub-networks and overlay network. When 

network size is small, introducing one sub-network will 

dramatically increase the average link delay of nodes. 

Also, the mean service discovery delay is lower in fully-

distributed and our architecture than in centralized 

architecture.  However, when the network size goes large, 

the increase of average link delay is not apparent; we can 

see from the figure 6 that the mean service discovery 

delay of fully-distributed architecture shows a sharp 

increase while mean delay in fully-centralized and our 

architecture only experience a slow increase. 
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Figure 6: Service discovery delay 

 

4.3 Cache Operation 

 

Cache in CG plays a very important role in our service 

discovery architecture. When UA requests service not 

from the same network as itself, without external cache, 

cooperative gateway must broadcast service request in 

overlay network, which may induce a lot of traffic and 

enlarge the service discovery delay. The effect of cache 

operation varies greatly with different fresh rate and 

capacity. 

To evaluate the cache effect, we set up our simulation 

environment as follows. The overlay networkconsists of 

10 nodes 3 of them are SA 5 of them are UA and 2 sub-

networks of 20 nodes each, 7 of them are SA, one CG and 

others are UA. Each SA provides different services. 

Therefore, there will be 17 services. UA randomly 

requests one of 17 services every 5 seconds.  
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Figure 7:  Cache operation 

 
As shown in figure 7, at first, because cache does not 

come to work, the no match for service request in CG is 

very high. As the cache operates, the no match rate drops 

and the rate of available services from overlay network 

and other sub-network grows. At last, although one sub-

308 Int'l Conf. Wireless Networks |  ICWN'11  |



network only provides 40% services, there are 75% 

services are available in CG. The available service will 

increase if we enlarge the capacity of cache or the fresh 

rate. 

 

6. Related Work 

 
Various solutions have been designed and developed for 

service discovery protocols. Some of them are already 

commercial versions bound to certain operating systems--

-for instance, Sun Microsystems’ Jini Network 

Technology [8], Microsoft’s Universal Plug and Play 

(UPnP) [9], Apple’s Rendezvous [10], Salutation [11] 

protocol, Internet Engineering Task Force’s [12] Service 

Location Protocol (SLP) [13], and Bluetooth SDP[14]. 

UPnP is a proposed architecture for service advertisement 

and discovery supported by the Microsoft. Unlike Jini’s 

mobile code, UPnP aims to standardize the protocols used 

by devices to communicate, using XML [15].  

Simple service discovery protocol (SSDP) [16], the 

protocol used in UPnP for service discovery and 

advertisement. Simple object access protocol (SOAP) 

[17], a protocol for remote procedure calls based on XML 

and HTTP. Generic Event Notification Architecture 

(GENA) [18] is a UPnP subscription-based event 

notification service based on HTTP. Because adopting 

multicast protocol, the scalability of UPnP is very limited. 

It is only used for service discovery in small area. 

Service Location Protocol is developed by Internet 

Engineering Task Force (IETF). Unlike UPnP’s XML, 

SLP uses URL [19] to define the service type and address 

for a particular service.  

There are some service discovery protocols that combine 

the distributed as well as centralized architectures, such as 

[20] and [21].Service providers within the scope of one or 

more directories register their services to the directories. 

At the same time, they are also ready to reply for the 

broadcasting service request. The clients at first send 

service request to the directories. And if there is no match 

in the service reply messages, they broadcast their request 

to the network. 

Most of these works are designed for special purposes and 

specific networks, therefore, none of such solution can be 

deployed for a set of heterogeneous networks like CUNs. 

 

6. Conclusion and Future Works 

 
The objective of this work is to develop service discovery 

architecture in CUN. We list out the requirements for 

service discovery in CUN and bring forth our novel 

hierarchical service discovery architecture for CUN and 

give detailed description of how our architecture meets 

the requirements of service discovery in CUN. We also 

present initial performance evaluation results for our 

solution by using simulator OMNET++. 

Although our architecture meets the requirement, it is 

only the beginning. The future work includes: a) Consider 

more context-awareness issue in service discovery, b) 

simulate the multi-overlay architecture to see the 

scalability of the system, and c) implement the service 

discovery architecture in real life to see how service 

discovery in CUN is worked. 
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Abstract - In an environment with sparse distribution of
mobile wireless nodes, conventional wireless multihop ad-
hoc routing protocols are inefficient due to less available
neighbor nodes for detection of next-hop nodes. Thus, DTN
(Delay-Tolerant Network) routing is required, which sup-
ports combination of wireless multihop transmissions and a
store-carry-forward method. For avoidance of communica-
tion overhead caused by copies of data messages, a unique
next-hop node is selected based on locations, velocities,
mobility plans and so on of neighbor nodes in distributed
methods, and based on mobility plans of all nodes in global
methods. However, in the former, due to lack of information
about the future topology of the network, it is difficult for
intermediate nodes to select their next-hop nodes with high
reachability of data messages to the destination node. On
the other hand, in the latter, high communication overhead
for distribution of mobility plans and high computation
overhead to determine next-hop node are required. This
paper proposes a localized distribution method of mobil-
ity plans where each node distributes all the achieved mo-
bility plans to its neighbor node and a routing method for
data message transmissions where each node determines
its next-hop node based on the achieved mobility plans.
The methods are expected to realize higher reachability of
data messages with lower communication and computation
overheads.

Keywords: Wireless Multihop Networks, Ad-Hoc Net-
works, DTN, Routing, Store-Carry-Forward, Mobility Plan

1 Introduction

Wireless multihop transmissions of data messages are one
of the most important techniques for the future wireless
computer networks such as mobile ad-hoc networks, sensor
networks and mesh networks. Even though a source wire-
less node and a destination one are not included in their
wireless transmission ranges each other, data messages are
transmitted from the source wireless node to the destina-
tion one with help of intermediate wireless nodes which
forward the data messages. Each intermediate wireless
node stores data messages received from its previous-hop
wireless node and forwards them to its next-hop wireless
node. For higher reachability of date massages, i.e. for
higher connectivity between wireless nodes, it is assumed
that density of mobile wireless nodes are enough high in the
conventional routing protocols for wireless multihop trans-

missions.
On the other hand in wireless multihop networks with

sparsely distributed mobile wireless nodes, it is not always
possible to detect a wireless multihop transmission route
from a source wireless node to a destination one. In ad-
dition, it is difficult for the wireless multihop transmission
route to be stable for enough long period for transmissions
of data messages. Hence, recently, DTN (Delay Toler-
ant Networks) are being researched. DTN is based on the
Store-Carry-Forward method in which data message trans-
missions from a source wireless node to a destination one
is realized by the combination of wireless multihop trans-
missions and mobility of wireless nodes carrying the data
messages. Here, the DTN routing method is expected to
require less communication overhead and to achieve high
reachability of data messages.

One of the methods is to transmit data messages based
on mobility plans of wireless nodes. Some DTN routing
protocols are designed based on an assumption that mo-
bility plans of all the wireless nodes are determined and
shared among them in advance. Wireless multihop com-
munication among spaceships is one of the applications.
However, in wireless multihop networks in which mobility
plans are determined autonomously in every wireless node
in realtime manner, it is difficult or impossible to share their
mobility plans globally among all the wireless nodes.

In this paper, we propose a novel DTN routing
method in which each intermediate wireless node deter-
mines its next-hop wireless node for each data message
based on achieved mobility plans of wireless nodes which
are advertised and distributed locally and autonomously in
also DTN manner. The distribution of the mobility plans
are independent of the requirements of data message trans-
missions and higher reachability of data messages are ex-
pected with lower communication overhead.

2 Related Works

Let N := 〈M,L〉 be a mobile wireless multihop network
where M := {Mi} is a set of mobile wireless nodes and
L := {〈MiMj〉} is a set of bi-directional wireless com-
munication link 〈MiMj〉 between mobile wireless nodes
Mi and Mj . 〈MiMj〉 is available only while the distance
|MiMj | between Mi and Mj is less than the wireless signal
transmission range R. Since L depends on relative loca-
tions of the mobile wireless nodes in M , L is variable even
though M is stable. In wireless multihop networks such
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as ad-hoc networks, sensor networks and mesh networks,
in case that a destination node M

d is out of the wireless
signal transmission range of a source node M

s and vice
versa, data messages are transmitted along a wireless mul-
tihop transmission route R := ||M

s
M1 . . . Mn−1M

d
〉〉,

a sequence of intermediate nodes Mi (i = 1 . . . n − 1)
which forwards data messages.Various ad-hoc routing pro-
tocol for detection of R have been proposed [6]. Here, it is
assumed that the density of wireless nodes is enough high
to detect wireless multihop transmission route R with high
probability and R is stable while a sequence of data mes-
sages are transmitted from M

s to M
d or even if a wireless

link 〈MiMi+1〉 ∈ L becomes unavailable, another wire-
less multihop transmission route R

′ is configured by re-
detection or localized restoration.

However, it is difficult or impossible to detect wireless
multihop transmission routes in a wireless multihop net-
work with low density of wireless nodes1where each wire-
less nodes has only a few neighbor wireless nodes or has
not always its neighbor wireless nodes. In order to solve
this problem, a novel wireless multihop transmission tech-
nique, DTN (Delay-Tolerant Network) routing based on
the Store-Carry-Forward method, has been proposed[5]. If
an intermediate mobile wireless node Mi which receives
a data message from its previous-hop wireless node Mi−1

cannot detect its next-hop wireless node Mi+1 in its wire-
less signal transmission range, it carries the data message
until it detects Mi+1. That is, the combination of wire-
less multihop transmission and mobility of nodes provides
stable data message transmission from a source wireless
node M

s to a destination one M
d even in the environ-

ment where detection and maintenance of wireless multi-
hop transmission route from M

s to M
d. However, longer

transmission delay and higher communication overhead are
required generally in DTN routing than in the conventional
ad-hoc routing and it is required for them to be reduced.

Until now, various DTN routing methods have been
proposed under the following different assumptions:

• Mobility of all or part of the wireless nodes are under
control.

• Mobility plans of all the wireless nodes are advertised
to all or part of the wireless nodes in advance or in
realtime manner.

• All the wireless nodes determines their mobility plans
autonomously and in realtime manner.

Message Ferrying[10] is one of the DTN routing method
designed under an assumption that mobility of some wire-
less nodes are under control. Here, some mobile wireless
nodes serve a role to store data messages into their stor-
age and to carry them to their destination wireless nodes.
The key technique to realize this routing method is to make

1[7] shows that more than 8 neighbor wireless nodes are required for
each wireless node to detect wireless multihop transmission routes with
probability higher than 90%.

mobility plans of the mobile wireless nodes carrying data
messages depending on the requirements of data message
transmissions.

In [3], the mobility plans of all the wireless nodes in
the DTN are assumed to be always available globally in ad-
vance or in realtime manner. Here, a source wireless node
of a sequence of data messages determines whole the wire-
less multihop transmission routes to a destination wireless
nodes, i.e. it determines all the intermediate wireless nodes
in the transmission route and the time when each intermedi-
ate wireless node forwards the carrying data messages to its
next-hop wireless node. It is possible for the source wire-
less node to determine the plan of the transmission of the
data messages since it has mobility plans of all the wireless
nodes in the DTN. This routing method is adoptable to the
DTNs consisting of spaceships and aircrafts since the mo-
bility plans of all the mobile wireless nodes have been de-
termined in advance and distributed to all the nodes. How-
ever, in DTNs in which each wireless nodes determines
its mobility plan autonomously and in realtime manner, it
requires higher communication overhead to advertise the
dynamically determined mobility plans to all the wireless
nodes in the DTN.

On the other hand in [2], another variation of the rout-
ing method has been proposed. Here, a DTN consists of not
only wireless nodes moving autonomously but also some
wireless nodes moving in accordance with the predeter-
mined mobility plans which have been advertised to all the
wireless nodes in the DTN in advance. Each intermediate
wireless node carrying data messages in transmission de-
termines its next-hop wireless node based not only on the
information about its neighbor wireless nodes but also on
the information about the wireless nodes whose mobility
plans have already been advertised. Thus, the routing pro-
tocol achieves high reachability of data messages to their
destination nodes.

There are two kinds of routing protocols for DTNs in
which all the wireless nodes determines their mobility plan
autonomously and dynamically as follows:

• Data messages are copied in intermediate wireless
nodes for their higher reachability to their destination
nodes.

• No data messages are copied and each intermediate
wireless node forwards them only to its next-hop wire-
less node for lower communication overhead.

Epidemic Routing[8] is one of the most well-known rout-
ing protocol using copies of data messages. Each time a
wireless node M is included in an intermediate wireless
node Mi carrying data messages, Mi confirms whether M

is carrying copies of the data messages. If it is not carry-
ing them, Mi forwards copies of the data messages to M

with the predetermined probability called infection proba-
bility. That is, it is a variation of flooding of the data mes-
sages which is based on store-carry-forward manner and
realizes reduction of communication overhead caused by
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the copies of the data messages by the restrict broadcasts
of data messages in intermediate wireless nodes. On the
other hand in Probabilistic Routing[4], based on the prob-
ability of the neighbor wireless nodes to become neighbor
wireless nodes of a destination wireless node, an interme-
diate wireless node carrying data messages forwards to its
neighbor wireless nodes only if the evaluated probability
is higher than the threshold probability. It is also a varia-
tion of flooding of data messages and is designed for DTNs
with autonomous mobility of wireless nodes. Until now,
such various DTN routing protocols have been proposed.
However, most of them are based on certain limitations on
mobility of wireless nodes. For DTNs with autonomous
mobility of wireless nodes, higher communication over-
head is required in some DTN routing protocols due to
copies of data messages since it requires many broadcasts
of copies of data messages and higher storage overhead to
store copies of the data messages. In addition, it is difficult
for each wireless nodes to determine when it discards the
storing data messages. Hence, this paper proposes a novel
DTN routing protocols for support of autonomous and dy-
namic mobility of wireless nodes with less communication
overhead. Here, no copies of data messages are transmit-
ted and each intermediate mobile wireless node carries data
messages and forwards them to only one neighbor wireless
node based on the achieved mobility plans of multiple wire-
less nodes. For lower communication overhead and higher
reachability of data messages, mobility plans are shared ac-
cording to localized distribution, i.e. each wireless nodes
advertises sharing mobility plans to its neighbor wireless
nodes independently of the requirements of transmissions
of data messages.

3 Proposal

3.1 Localized Distribution of Mobility Plans

As discussed in the previous section, in case that each wire-
less node moves based on its mobility plan determined in-
dependently of the other nodes, DTN routing protocol by
which next-hop wireless node is determined in each inter-
mediate wireless node based on its achieved mobility plans
of the other nodes is expected to achieve higher reachabil-
ity and shorter transmission delay of data messages with
less communication overhead. Since the mobility plans
are determined autonomously and dynamically, i.e. not
in advance but in realtime manner, the DTN routing pro-
tocols based on an assumption that all the wireless nodes
achieve mobility plans of all the wireless nodes in the DTN
in advance or in realtime manner with low communication
overhead are not adopted. Thus, a novel DTN routing pro-
tocol by which an intermediate mobile wireless node car-
rying data messages determines to carry them until it for-
wards them to its neighbor wireless node which it includes
in its wireless signal transmission range later based on its
achieved mobility plans is required to be developed. In
DTN routing protocols proposed in [9] and some others,

an intermediate mobile wireless nodes determines whether
it continue to carry data messages or to forward them to
one of its neighbor wireless nodes based on the mobility
plans of its own and its neighbor wireless nodes. However
in these routing protocols, it does not consider the cases
where the intermediate node carries the data messages and
forwards them to a wireless node which becomes to be in-
cluded in its wireless signal transmission range later. In
addition, it also does not consider the cases where one of
its neighbor wireless node to which it forwards the data
messages moves and other wireless nodes become to be
included in its wireless signal transmission range and the
data messages are also forwarded since each intermediate
wireless node determines its next-hop wireless node only
based on the mobility plans of its own and its 1-hop neigh-
bor wireless nodes. For example in Figure 1, a mobile wire-
less node Mi carries data messages and forward them to its
neighbor mobile wireless node Mj at time tij . Here, mo-
bility plans are exchanged between Mi and Mj and these
wireless nodes detect that the data messages are expected
to be transmitted to nearer to a destination wireless node
M

d by Mj than by Mi. However, if Mi has achieved the
mobility plan of Mk which will be included in its wire-
less signal transmission range at time tik > tij and will
carry data messages nearer to M

d than Mi and Mj , Mi

does not forward the data messages to Mj at tij but car-
ries and forwards them to Mj at tik. In addition, if Mi has
achieved mobility plan of another mobile wireless node Ml

which will become a neighbor wireless node of Mj at time
tjl > tij and it detects that Ml carries the data messages
nearer to M

d by Ml than by Mk, Mi forwards the data
messages to Mj at tij

2

For realizing such DTN routing, this paper proposes
a method by which each wireless node holds not only its
mobility plan but also mobility plans of the other wire-
less nodes and exchanges them with its possible neighbor
wireless nodes even when it has not any data messages to
forward to one of its neighbor wireless nodes. A mobil-
ity plan MP

j is a 4-tuple 〈Mj , t
j
b, t

j
e, l

j(t)〉 where Mj is
a node identifier of Mj and l

j(t) is a location of Mj at
time t between the mobility beginning time t

j
b and the mo-

bility ending time t
j
e, i.e. t

j
b < t < t

j
e. Each wireless

node Mi holds mobility plans {MP
j
} (Mj ∈ MS

i) which
Mi achieves by exchange with its neighbor wireless nodes
where MS

i is a set of wireless nodes whose mobility plan
Mi has achieved and Mi ∈ MS

i. Each time Mi and an-
other wireless node Mk become neighbor nodes one an-
other, Mi sends all or part of the holding mobility plans
{MP

j
} (Mj ∈ MS

j) to Mk and Mi receives all or part
of the mobility plans {MP

j
} (Mj ∈ MS

k) held by Mk

2Though Mi expects Mj to forward the data messages to Ml at tjl,
Mj does not always forward the data messages to Ml. According to the
distribution method of advertised mobility plans of wireless nodes, Mj

achieves mobility plans of Ml from Mi with the data messages. Hence,
it is possible for Mj to forward the data messages to Ml. However, since
Mj also achieves mobility plans of other wireless nodes, it may forward
the messages to one of the other wireless nodes if the messages will be
transmitted nearer to M

d.
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Figure 1. DTN Routing with Mobility Plans Advertised
Locally.

from Mk as shown in Figure 2. Here, if Mi holds a mo-
bility plan 〈Ml, t

l
b, t

l
e, l

l(t)〉 of a mobile wireless node Ml

and achieves another mobility plan 〈M
′
l , t

l
b

′
, t

l
e

′
, l

l(t)′〉 of
Ml from Mk, Mi holds the more recent mobility plan of
Ml and discards the other. That is, if t

l
b < t

l
b

′
is satisfied,

Mi holds 〈M
′
l , t

l
b

′
, t

l
e

′
, l

l(t)′〉 from Mk and otherwise, i.e.
t
l
b ≥ t

l
b

′
is satisfied, Mi discards 〈M ′

l , t
l
b

′
, t

l
e

′
, l

l(t)′〉 from
Mk. According to the procedure, each wireless node holds
not only mobility plans of its own and its 1-hop neighbor
mobile wireless nodes but also mobility plans of wireless
nodes which has not yet been included in its wireless signal
transmission range, i.e. it also achieves mobility plans of
wireless nodes which have not yet been its neighbor wire-
less nodes.

At time t > t
l
e, Mi also discard holding mobility plan

〈Ml, t
l
b, t

l
e, l

l(t)〉 of Ml since it never provides useful infor-
mation for future routing of data messages.
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Figure 2. Localized Advertisement of Mobility Plans based
on Exchange between Neighbor Nodes.

3.2 DTN Routing

A mobile wireless node Mi carrying data messages in
transmission determines to continue to hold the data mes-
sages without forwarding to one of the current neighbor
wireless nodes or to forward the data messages to one of
the current neighbor wireless nodes Mj ∈ MS

i based on
the set SMP

i := {MP
j
} of mobility plans of its own

and of some other wireless nodes. This section proposes a
DTN routing protocol in which data messages are transmit-
ted in Store-Carry-Forward manner to a destination wire-
less node M

d based on the mobility plans achieved by the
method proposed in the previous subsection. Each interme-
diate wireless node determines its next-hop wireless node
according to the following 4 steps.
[Step 1] Calculation of Neighboring Duration of Pairs of
Nodes

For every pair {Mj , Mk} of mobile wireless nodes in
MS

i, time duration while Mj and Mk are neighbor wire-
less nodes, i.e. |MjMk| ≤ R where R is the wireless
signal transmission range, is calculated. Since mobility
plans of Mj and Mk held by Mi are 〈Mj , t

j
b, t

j
e, l

j(t)〉 and
〈Mk, t

k
b , t

k
e , l

k(t)〉 respectively, if one of the following con-
ditions is satisfied, there are no common t where both mo-
bility plans of Mj and Mk are available and Mi does not
detects the time when Mj and Mk exchange data messages
with each other.

• t
j
e < t

k
b is satisfied.

• t
k
e < t

j
b is satisfied.

By solving the inequality |l
j(t) − l

k(t)| ≤ R on t,
the solution is a set of time when Mj and Mk are included
in their wireless signal transmission range and are neigh-
bor wireless nodes each other, i.e. it is possible for them
to exchange data messages. Hence, if there are no reason-
able solutions of the inequality, Mi does not also detect
the time when Mj and Mk exchange data messages. The
solution is a set of closed intervals TI

jk
u := [tjk

b(u), t
jk

e(u)]
(u = 1, 2, . . .). If data messages are exchanged between
Mj and Mk while one of the intervals TI

jk
u , there should

be a common interval among TI
jk
u and intervals [tjb , t

j
e] and

[tkb , t
k
e ] while mobility plans of Mj and Mk are available.

That is, in a closed interval TI
jk
u which satisfies one of the

following conditions, Mi does not determine that Mj and
Mk can exchange data messages each other:

• max(tjb, t
k
b ) > t

jk

e(u) is satisfied.

• min(tje, t
k
e ) < t

jk

b(u) is satisfied.

In a closed interval TI
jk
u which does not satisfy all

the above conditions, it is possible for data messages to be
transmitted between Mj and Mk at time t as the following:

t ∈ [min(tjk

e(u), t
j
e, t

k
e), max(tjk

b(u), t
j
b, t

k
b )]
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[Step 2] Calculation of Shortest Time DTN Transmission
Route to Each Node

Based on the calculation result in Step 1, Mi achieves
the shortest time DTN transmission route from Mi to Mj ∈

MS
i according to the Dijkstra’s SPF algorithm[1].

As shown in Figure 3, let T
jk be a time when a data

message transmitted from Mi is forwarded from Mj to Mk.
In addition, let TI

kl
u := [tkl

b(u), t
kl
e(u)] (u = 1, 2, . . .) be

closed intervals while data messages are transmitted from
Mk to Ml. Here, if there are any u where T

jk
< t

kl
e(u) is

satisfied, it is possible for Mk to forward the data messages
forwarded by Mj at T

jk. Let u
′ be the minimum u where

T
jk

< t kle(u) is satisfied. Now, the earliest time T
kl when

Ml receives data messages from Mk is as follows:

T
kl := max(T jk

, t
kl
b(u′))
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Figure 3. Calculation of Earliest Arrival Time of Data Mes-
sage.

According to this formula, by applying the Dijkstra’s
SPF algorithm, for all wireless nodes Mj ∈ MS

i, the ear-
liest time when Mj receives data messages which Mi is
currently carrying and the DTN transmission route to Mj

are calculated. If Mi does not detect that it is possible for
data messages to be transmitted between Mj and Mk, T

jk

is evaluated as infinite, i.e. T
jk := ∞.

Here, a tree S whose root is Mi is configured. A path
on S from Mi to each wireless node Mj is the shortest time
DTN transmission route for data messages. Let D[Mj ]
be the temporary earliest time when data messages from
Mi reach Mj and initially D[Mj ] := ∞. In addition, let
P [Mj ] be the temporary previous-hop wireless node of Mi

in the shortest time DTN transmission route and initially
P [Mj ] := ∅. When the algorithm terminates, D[Mj ] is the
determined earliest time when the data messages reach Mj

and P [Mj ] is the determined previous-hop wireless node
along the shortest time DTN transmission route.

1. Let S be a tree only with a root node Mi.

2. T := MS
i
− {Mi}.

3. D[Mi] := t where t is the current time.

4. For all the wireless nodes Mj in T , D[Mj ] := T
ij

and P [Mj ] := Mi.

5. While D[Mj ] 6= ∞ for ∃Mj ∈ T , the following pro-
cedures are repeated:

(a) Mj ∈ T with the minimum D[Mj ] is added to
S as a child node of P [Mj ].

(b) T := T − {Mj}.

(c) For ∀Mk ∈ T , the earliest time T
jk when

data messages reach Mk from Mi through Mj

is calculated and if T
jk

< D[Mk] is satisfied,
D[Mk] := T

jk and P [Mk] := Mj .

When the algorithm terminates, Mi detects that it is
possible for data messages to reach wireless nodes Mj in-
cluded in the tree S at D[Mj ] and Mi does not determine
whether it is possible for data messages to reach wireless
nodes in T . In order to transmit data messages from Mi to
Mj ∈ S along the shortest time DTN transmission route,
Mi forwards data messages to its child wireless node Mk

along the unique path from Mi to Mj in S at time T
ik. This

does not mean that the data messages are transmitted along
the path in S as discussed in the previous section.
[Step 3] Calculation of the Shortest Distance between
Nodes Carrying Data Messages and the Destination Node

It is possible for data messages to reach the wireless
nodes included in S with the root node Mi configured in
Step 2. Each mobile wireless node Mj ∈ S can receive
the data messages at time D[Mj ] from its previous-hop
wireless node P [Mj ] along the detected DTN transmis-
sion route. Hence, Mi detects that during a closed in-
terval [D[Mj ], t

j
e], Mj can carry the data messages and

moves along l
j(t). At time t

′
j during the closed interval

[D[Mj ], t
j
e], i.e. t

′
j ∈ [D[Mj ], t

j
e], the distance |l

j(t′j)Md|

between Mj and a destination wireless node M
d is the

shortest. Here, Dist(Mj) := |l
j(t′j)Md|.

[Step 4] Determination of Next-Hop Wireless Node Ac-
cording to the calculation in Step 3, Mi detects the mo-
bile wireless node Mj where Dist(Mj) (Mj ∈ S) is the
shortest to which data messages are transmitted from Mi

by combination of wireless multihop transmission and mo-
bility and which carries the messages to the nearest to the
destination wireless node. Thus, the path from Mi to Mj

in the configured tree S is the best DTN transmission route
along which the data messages reach the nearest to the des-
tination wireless node which Mi can detect based on the
mobility plans which Mi has achieved. Mi forwards the
data messages to its child wireless node Mk in S at time
D[Mk]. As discussed before, Mk does not always trans-
mits the received data messages to its child wireless node
in S which is a tree configured by Mi. On receipt of the
data messages and each time Mk achieves new mobility
plans from its neighbor nodes while it carries the data mes-
sages, Mk determines its next-hop wireless node according
to the procedure, i.e. Steps 1 to 4, and carries and forwards
the data messages.

4 Performance Evaluation

This section evaluate some performance of the proposed
DTN routing protocol based on the localized distribution
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of mobility plans. Here, reachability of data messages and
expected delay for DTN transmission are evaluated in sim-
ulation. The performance of the proposed protocol is com-
pared to that of the conventional protocol in which it is
assumed that mobility plans of all the wireless nodes are
shared among all the wireless nodes without communica-
tion overhead and transmission delay for the distribution.

A simulation field is a 3,000m × 3,000m square and
a source wireless node M

s and a destination one M
d are

stationary at (1,000m, 1,000m) and (2,000m, 2,000m) re-
spectively as shown in Figure 4. 10–100 mobile wireless
nodes with 100m wireless signal transmission range are ini-
tially distributed randomly according to the unique distri-
bution randomness. Each mobile node moves according to
the Random-Way-Point mobility model where it moves in
straight line with randomly determined constant speed 0–
10m/s. Thus, the location (xi(t), yi(t)) of a mobile wire-
less node Mi at time t ∈ [tib, t

i
e] moving from (xi

b, y
i
b) at

time t
i
b to (xi

e, y
i
e) at time t

i
e is as follows:

x
i(t) = x

i
b + (xi

e − x
i
b)(t − t

i
b)/(tie − t

i
b)

y
i(t) = y

i
b + (yi

e − y
i
b)(t − t

i
b)/(tie − t

i
b)

Each mobile wireless node Mi has randomly deter-
mined 0–50s interval time at (xi

e, y
i
e) and randomly de-

termines its next mobility plan. During the interval time,
though Mi does not move, Mi receives, stores and for-
wards data messages and exchanges mobility plans with its
neighbor wireless nodes. In the conventional method, the
newly determined mobility plans are assumed to be adver-
tised at the moment without communication overhead. The
lifetime of all the data messages is assumed to be 1,000s.
If the lifetime is expired during the transmission without
reaching a destination wireless node, a data messages is
discarded by the carrying intermediate wireless node.

Figure 5 shows reachability of data messages in the
proposed routing protocol and in the conventional one in
various numbers of mobile wireless nodes. The reachabil-
ity in the proposed protocol is averagely only 13.7% lower
than the conventional one even though each wireless node
holds only part of mobility plans in the mobile wireless net-
work. Figure 6 shows average DTN transmission delay of
data messages. In cases with various numbers of mobile
wireless nodes, almost the same transmission delay is re-
quired in the proposed and conventional protocols.

5 Concluding Remarks

This paper proposes a novel DTN routing protocol in which
each intermediate wireless node determines its next-hop
wireless node based on the achieved mobility plans of the
other wireless nodes which are locally advertised among
the neighbor wireless nodes. It is expected to achieve
higher reachability of data messages with shorter transmis-
sion delay and lower communication overhead. In brief
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Figure 4. Simulation Field.
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Figure 5. Reachability of Data Messages.

simulation experiments, it achieves 13.7% lower reacha-
bility with the same transmission delay in comparison with
the impractical conventional protocol based on the assump-
tion with the ideal sharing of mobility plans among all the
mobile wireless nodes in the network.

Our future works are as follows:

• Evaluation of communication overhead including that
for distribution of mobility plans.

• Performance comparison with the other conventional
protocol in which mobility plans are only exchanged
between neighbor wireless nodes, i.e. next-hop wire-
less nodes are determined only based on the mobility
plan of 1-hop neighbor nodes.

• Extension of the proposed protocol based on the as-
sumption of variable (unstable) mobility speed of
wireless nodes.
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Figure 6. Transmission Delay of Data Messages.

• A method to discard the achieved mobility plans based
on the limitation of storages in wireless nodes.
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Abstract - For the inter-LMA network environment in 
PMIPv6, location information of communicating Mobile 
Node(MN) and Correspondent Node(CN) is maintained in the 
different Local Mobility Anchor(LMA). Accordingly, when 
both MN and CN move to different MAGs simultaneously, 
race condition occurs in which updated location information 
of MN is forwarded to the previous MAG of CN. In this paper, 
an inter-LMA Route Optimization(RO) scheme is proposed to 
solve the race condition.  It solves the race condition using the 
Correspondent Binding Cache(CBC) that keep track of 
location information of MNs managed by neighboring MAGs. 

Keywords: PMIPv6; Inter-LMA; Router Optimization; Race 
Condition; Correspondent Binding Cache.  

 

1 Introduction 
Recently, with development wireless network 

technologies, user needs to access Internet for receiving the 
services anytime, anywhere even while on the move as well as 
fixed place. To ensure the Mobile Node’s mobility, Internet 
Engineering Task Force(IETF) has been researched. Proxy 
Mobile IPv6(PMIPv6)[2] is RFC 5213. 
PMIPv6[1] is network-based mobility management protocol 

based on MIPv6[3]. In PMIPv6, it doesn’t need to exchange 
the signaling messages between MN and Home Agent(HA). 
In other worlds, it has a good advantage that MN doesn’t have 
to do any modifying the protocol stack. Although this, 
PMIPv6 has a problem, triangular routing problem, that all 
packet passes by the LMA. To solve this problem, many 
researches has been studied various RO schemes. However, 
they mostly couldn’t treat the race conditions which might 
occur in the Inter-LMA local routing. Therefore, we propose 
the PMIPv6 Inter-LMA RO scheme for solving the race 
condition in this paper. In chapter 2, we explain the proposed 
the Inter-LMA in Internet draft[4] , and in chapter 3, we 

propose the PMIPv6 Inter-LMA RO scheme. We will make a 
conclusion in chapter  4. 

2 PMIPv6 
This chapter addresses shortly about the route 

optimization scheme[4] proposed by the Network based 
Localized Mobility Management(NetLMM) working group.  
In [4], the Local Route Optimization Indication(LRI) field 
values in the Local Routing Optimization Mobility Option is 
used for the route optimization. Local Optimization Mobility 
Option is added in the route optimization message. 

 
[Figure 1] LMA in the path of two or more optimization methods 
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[Figure 1] shows the processes of the Inter-LMA Local 
Routing in [4]. This RO scheme is more efficient than the 
others, nevertheless they couldn’t handle the race conditions 
which might occur with the Inter-LMA networks. [Figure 2] 
represents the race conditions in the Inter-LMA networks. 
The location information of the CN and MN is managed by 
each LMA, if they belong to the different LMAs. In this 
Inter-LMA network environments, when two nodes move 
into the new MAG area at the same time, a MN’s location 
information is transmitted to a CN’s previous MAG. This 
situation is so called the race condition and it leads to the 
packet loss and the needless signaling exchanges[5]. 

[Figure 2] Race conditions in the Inter-LMA Local Routing 

 

3 Proposed Route Optimization Scheme 
We solved the problem, the race condition, by applying 

the CBC proposed in [6]. A CBC maintains the location 
information of MNs, which is managed by the neighbor MAG, 
at the Binding Cache in the MAG. [Table 1] is a data structure 
of a MAG’s CBC Entry. MN is managed by the neighboring 
MAGs in this table. 

 

Entry Description 

Proxy-CoA of 
MAG 

Proxy Care-of Address of neighboring 
MAG 

MN-Identifier
The Identifier of the MN in the 
neighboring MAG 

MN-Link 
layer Identifier

Link-layer Identifier of the MN's 
connected interface on the access link 

MN-HNP 
Home Network Prefix of the MN's 
connected interface 

Link-local 
address 

of the MAG 

Link-local address of the MAG on the 
access link shared with the MN 

LMA Address
Address of the LMA serving the attached 
MN 

Tunnel 
Interface 
Identifier 

Interface Identifier of the tunnel between 
LMA and MAG of the MN 

[Table 1]Correspondent Binding Cache Entry data structure of MAG 
 

[Figure 3] shows our proposal route optimization method. 
Above the process, the data messages transmission from a 
MN to a CN is as follows. 

[Figure 3] The proposed Inter-LMA route optimization scheme 

318 Int'l Conf. Wireless Networks |  ICWN'11  |



When a MN and a CN simultaneously goes into the new 
MAG area, the bi-directional tunnel between MN's MAG1 
and CN's MAG3 is deleted, and MAG1 transmits the context 
information including the address of all CN’s MAG 
communicated with a MN to the MAG2. A MAG2 exchanges 
the Proxy Binding Update (PBU) / Proxy Binding 
Acknowledgement (PBA) messages with a LMA for updating 
the MN’s location information. A LMA sends the 
Correspondent Binding Update(CBU) message with a MAG1 
for a notifying the MN’s location information, then the 
MAG1 is created CBC. MAG2 is MN to communicate with 
the PBU message delivery to all CN in order to update the 
location information. MAG3 is sent the PBU message to the 
MAG4 using CBC. MAG4 is an update location information 
of MN and while send a PBU messages, create a tunnel 
between the MAG2. MAG2 that received PBA message from 
MAG4 also update the location information of CN and make 
a tunnel to MAG4, local data path between two MAG is made. 
Therefore, proposed route optimization technique with 
additional CBC in MAG can be used to avoid the race 
condition. 

4 Conclusions 
The triangle routing problem in PMIPv6 occurs 

additional delay during the packet transmissions and then 
causes packet loss or reordering. As a result, the cause 
packets re-transmissions reduce the quality of the 
transmission to provide facilitate service to give trouble. To 
solve this triangle routing problem various RO or local 
routing scheme has been proposed. But, most of them cannot 
handle the race condition which might occur with the Inter-
LMA network environment. By solving problems we can 
expect higher performance than proposed different route 
optimization scheme. In addition, it can provides efficient 
transport environment in PMIPv6. 
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Abstract - After a message is arrived at the destination, it’s 
copies can remain in the DTN. So, we propose the duplicated 
message reduction scheme based on the delivered message 
lists. Each node in the network maintains a list of messages 
that already arrived at the destination. Whenever two nodes 
are connected, they update their delivered message lists by 
exchanging the lists information. By removing duplicated 
messages in the list, are reduced and the network traffic is 
reduced too. This eventually reduce network overhead and 
improve transmission success rate on the DTN network. 

Keywords: DTN, Duplicated message, Delivered message 
list, Epidemic, Spray and Wait 

 

1 Introduction 
  Recently, as technology has been advancing rapidly, 
communicative technology has been developed in various 
environments. However, there are still some problems such as 
a communication gap due to lack of infrastructure in many 
areas, and difficulty in communicating between different 
networks because of diversity in communicative technology. 
A new network model is required, not just for an earth but for 
the communication between satellites or planets. Delay 
Tolerant Network(DTN) [1] is the network for supporting 
communication in such environments. 
 DTN supports communication in environment which has 
many communication gaps, errors, delay, and bandwidth. In 
this paper, we researched the ways to reduce network’s 
overhead and improve transmission success rate by 
exchanging the list of messages reached the destination. In 
chapter 2, we explain the previous Epidemic Routing 
Protocols and Spray and Wait Routing Protocols, and in 
chapter 3, we will discuss the way of reducing overhead and 
improving transmission success rate by using the list of the 
messages with ID that reached the destination. We will make 
a conclusion in chapter 4.  
 

2 Routhing Protocol Of DTN 
 There are various routing protocols in DTN. Especially, 
Epidemic [2] and Spray and Wait[3] Routing Protocol are 
often used for it because of their simple structure. 
Epidemic Routing Protocol exchanges messages with 

different nodes whenever communication is possible. [Fig.1] 

shows the procedure of how Epidemic Routing delivers the 
message. (a) Source node S does not have a connection to its 
destination, node D. But it sends the message to C1 and C2, 
and in (b) C1 and C2 move to reach C3. C2 sends the 
message to C3, and C3 delivers it to node D. Thus, the 
message can reach the right destination. Epidemic Routing 
uses the Flooding method, which is the way of sending the 
message whenever possible, so it causes many overheads in 
the network and exhausts the each node’s storage so quickly. 
In contrast, Spray and Wait Routing protocol keeps messages 
from being spread more than certain number in whole 
network, using two modes of Spray phase and Wait phase. 
Spray phase is similar to Epidemic Routing Protocol and 
Wait phase is similar to the Direct Transmission [4]. 
 

 
Fig. 1. Epidemic Routing 

[Fig.2] shows the case of Spray phase and Wait phase, 
respectively. In (a) Spray phase, when a Source node happens 
to meet the other nodes, it sends the fixed number of 
messages and turns into the Wait Phase. On the other hand, in 
(b) Wait phase, a Source node must send messages only when 
it meet the destination node directly. 

Fig. 2. Spray and Wait Routing 
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3 Deleting Duplicated Messages Using 
The Message List 

 In this paper, we propose the method of deleting the 
messages already delivered from the network. Previous 
methods mainly focused on how to deliver the message using 
the Routing between nodes. But the messages that already 
reached the destination in network, unless its TTL expires or 
every message is deleted, make it difficult to deliver other 
messages and waste the storage space of the node. 
 
The suggested method is characterized as follows : 

1)  Every node has the list of the messages reached the 
               destination. 
        2)  When a node receives a message headed for itself, 
                it updates the message ID and TTL value at the list. 
        3)  The node exchanges and updates the list every time, 
                if it meets another node. 

4)  The node deletes the message from a storage space, 
      if it already has the messages on the list. 

5)    When a TTL value of the message expires, it deletes the 
      message from the list. 

6)   The list’s size is not limited, because it does not have a 
     great effect on the storage space of node. 

 

 
Fig. 3. Exchanging and creating the item of the message list 

arrived at the destination 
 

With these six assumptions, when a message arrived at the 
destination node D, Node D updates its’ list with message’s 
ID and TTL value as shown in [Fig.3]. After then, whenever 
it meets by chance the other nodes, it exchanged the messages 
with Node A, B, and C for removing the expired messages. 
That is, the mechanism will be widespread in the network, 
helping the message be deleted, and when TTL expires the 
nodes will delete the message automatically, causing the 
message to disappear from the list.  

If two nodes are connected as shown in (a) of [Fig.4], they 
exchange the each owned messages (message delivered to the 
destination).  The node which updated its list checks the 
storage space if it has the ID of that message and if it has, 
deletes the message (b). They continue exchanging message 
with message exchanging procedure (c). When they finish 
exchange, the process ends as like (d).  
 

 
Fig. 4. List exchange process between two nodes 

 

4 Conclusions 
The suggested method cannot have a positive effect in 
existing network because of increased network traffic when 
exchanging the lists. But in DTN, it could be very effective 
due to the response message or the method of deleting 
messages with TTL does not have great effects. Also, it is 
necessary to delete the duplicated message because a single 
message take a lot of space compared to previous 
communication. 
In this study, we can reduce overhead of network using the 

method suggested on the previous chapter in the network 
with special environment like DTN, reducing the case that the 
delivered massages keep other messages from being delivered. 
Through this method, we can improve the transmission 
success rate of the messages and expect to improve the 
performance by applying to various Routing Protocol 
researched in previous studies. 
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Abstract: Packet Tracer uses two representation 

schemes to represent a network: logical workspace and 

physical workspace. In this paper, our implementation 

uses these two schemes to build networks and to 

demonstrate our experiments. Logical workspace is used to 

build a logical topology and physical workspace is used to 

arrange devices physically. Packet Tracer as demonstrated 

in this paper has an operating mode that reflects the 

network time scheme and demonstrates the behavior of 

packet travels over the network and how collision occurs 

in networks. The work presented in this paper shows the 

need to use packet tracer as an e-learning tool to 

demonstrate the behavior of network as it concern packet 

travels and collision occurrences. 

 

Keywords: Network, Packet tracer, Collision, Host, 

Topology, Subnet. 

 

1. Introduction 
 

One of the strongest engines with immense mixtures of 

application driving the evolution witness in our modern 

society is the internet network. People’s life, techniques for 

capturing data and the way of information transmission is 

drastically being affected on daily basis through internet 

usage. Internet has become a huge market for 

communication, education, business and entertainment. 

With a growing internet network, the size of data resources 

on the Internet is increasing exploding and it is important 

for every organisation to retain well-trained staff to support 

its IT infrastructure. Without the correct skills, time and 

money can be wasted in trying to solve seemingly complex 

or difficult problems. 

 

Packet Tracer supports internet users in simulations, 

visualizations, and animations of networking phenomena. 

The instrument was developed by Cisco to assist in 

addressing the "digital divide" in networking learning. In 

this paper, Packet Tracer is the tool used to demonstrations 

or clarify the concept of Internet and to define different 

networking media, cabling testing, Ethernet technologies, 

how layers operate, Ethernet switching, some protocols 

used in the network, TCP/IP transport and how the 

software works. By that we mean some of the features that 

are used in Packet Tracer, such as the workplace basics 

(logical and physical) and the operating modes (real-time 

and simulation time) functioned in Packet Tracer. With the 

aid of a series of demonstrations, we will show how the 

network looks in real-time mode and simulation time 

mode. 

These are the keys that one should know in order to 

understand what happens when packets travel over the 

network. Different network devices (hubs, switches, 

routers) will be used to demonstrate the experiments with 

different technologies such as star topology, ring topology 

and a mix of star and ring called hybrid topology.  

 

2. Background Information 
 

For clarity, it is important for us to lay some foundation 

concerning the realities in networks -how do networks 

work, what is necessary for a network to operate. 

Therefore we need a network media, and various kinds of 

cabling that are used in the network for hosts to 

communicate. Also, we would define the behavior of each 

device and the layer in which the devices operate.  

Packet Tracer uses two representation schemes to represent 

a network: logical workspace and physical workspace. 

These two will be used to build networks and to 

demonstrate our experiments. Logical workspace is used to 

build a logical topology and physical workspace is used to 

arrange devices physically. Packet Tracer operating modes 

reflect the network time scheme.  For us to be able to 

demonstrate the behaviour of the network in reality we will 

need these operating modes (Real-time Mode and 

Simulation Mode). In real-time mode, the network 
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responds to actions immediately as they would in a real 

device. In Simulation Mode, you have direct control over 

time related to the flow of PDUs. You can see the network 

run step by step, or event by event, however quickly or 

slowly you like. Here we will set up scenarios, such as 

sending a ping packet from one device to another. This 

will help us to demonstrate most of our experiments in this 

piece of software Packet Tracer. 

We’ll also use different topologies to represents our little 

networks that will be built using Packet Tracer4.0, such as 

star topology, where one device is connected to the hosts 

through a central point. Ring and hybrid topologies will 

also be used with a mix of ring and star topologies. This 

will help us to come up with some experiments to explain 

network behaviour in real-time mode and simulation mode 

using Packet Tracer 4.0. Consequently, the report on this 
paper will consist of a number of demonstrations with each 

of them containing some theoretical explanation. 

 

3. System Model 
 

In this section, we present the underlying system model, 

focusing particularly on issues related to virtual networks 

and its infrastructure. We assumed that communication is 

synchronous, and that at each round of communication a 

node may choose to broadcast or not. But eventually, 

during intervals in which the network is well-behaved, 

nearby nodes can communicate, as long as there is no 

contention. During intervals when the network is badly 

behaved, however, all messages may be lost. Also, we 

assumed that nodes have limited collision detection 

capability (without which collision detection is 

impossible), and also that collision detection are complete 

(i.e. there are no false negatives; when a collision occurs, 

the detector reports a collision) and eventually accurate 

(i.e. there are eventually no false positives; eventually, the 

collision detector reports a collision only when a message 

has been lost - which is usually due to high channel 

contention). 

 Our virtual infrastructure are containing a set of 

deterministic virtual nodes which are distributed 

throughout the network and residing at a fixed location.  

There is an interaction between the virtual nodes and the 

clients behaving like any other mobile device. We would 

like to emphasize that the system containing virtual nodes 

appears from a client’s perspective, more or less like a 

system in which each virtual nodes is replaced with a 

reliable, real mobile device.  

 

As part of our model, we’ll like to refer to a network 

configuration as a network topology and our 

implementation would be using packet tracer 4.0. Packet 

Tracer 4.0 uses two representation schemes for a network: 

the Logical Workspace and the Physical workspace. The 

logical workspace allows you to build a logical network 

topology, without regard to its physical scale and 

arrangement. While the Physical Workspace allows you to 

arrange devices physically in Workspace (the area in 

which we use to create our network in Packet Tracer 4.0, 

watch simulations, and view many kinds of information 

and statistic) cities, building and wiring closet. Network 

topology defines the structure of the network. One part of 

the topology definition is the physical topology, which is 

the layout of the wire or media. The other part is the 

logical topology, which defines how the hosts access the 

media to send data.  In designing a network in reality, the 

network designer has three major goals when establishing 

the topology of a network: 

To provide the maximum reliability, route network traffic 

through the least cost path within the network and to give 

the end user the best possible response time and 

throughput [1] 

 

In order to provide the flexibility required to support 

differently sized networks, IP addresses come in three 

classes, A, B, and C. Every class fixes the boundary 

between the network portion and the host portion of the IP 

address at a different point. This makes them appropriate 

for different size networks. [2] 

 

 
 

Figure 1: Classes of IP addresses 

 
Class C addresses allow 254 hosts per network and are 

typically used by smaller and middle-sized companies. 

Class B networks allow a maximum of 16,384 (65534) 

hosts, while Class A networks allow more than 16 million 

hosts. As a consequence, Class A networks are only used 

by really large organisations. In this project we will be 

using only class B addresses and Class C addresses. 

Calculating the number of possible hosts requires a closer 

look at the IP classes in their binary form. (The binary 

system is a base-2 number system, just like the base-10 

number system is known as the decimal number system). It 

is done as follows:  
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 In a Class C network only the last octet is used to 

designate the hosts. The maximum decimal 

number that you can write using eight bits is 256 

(28). The host calculation now requires that 2 is 

subtracted, because two host addresses must be 

reserved for a network address and a broadcast 

address. The maximum number of hosts on a 

Class C network is 256-2=254.  

 A class B network allows a maximum of 16,384 

hosts (216-2) per network (two octets designate 

the hosts).  

 A class A network allows up to 16,777,214  (224-

2) hosts per network (three octets are used to 

designate the hosts).  

The table below shows the range of dotted-decimal values 

that can be assigned to each of the three address classes. 

An x represents the host number field of the address which 

is assigned by the network administrator. 

 

Address class 

notation 

IP address range in 

dotted-decimal 

A (/8 prefixes) 1xxx.xxx.xxx through 

126.xxx.xxx.xxx 

B (/16 prefixes) 128.0.xxx.xxx through 

191.255.xxx.xxx 

C (/24 prefixes) 192.0.0.xxx. through 

223.255.255.xxx 

 
Table 1: IP address range in dotted-decimal notation 

 

It is very important to understand the notation in the above 

table, because, when you are using Packet Tracer 4.0, 

some time when you point your mouse on a device it will 

give you this notation. Class A networks are also referred 

to as ‘/8’s (pronounced slash eight’s or just eight’s) since 

they have an 8-bit network prefix (one octet is used to 

designate the network). Following the same convention, 

Class B networks are called ‘/16s’ and Class C networks 

‘/24s’. [2] 

 

3.1. Subnet 
 

Formula 

2N, where N is equal to number of bits borrowed, this is to 

get the number of total subnets created. 2N-2 Number of 

valid subnets created 2 H, Where H is equal to number of 

host bits; this is to get the number of total hosts per subnet. 

The last formula is 2H-2 to get the number of valid hosts 

per subnet. The classification bellow shows you how to get 

your N and H from different IP addresses classes. 

 

Class A Address N H H H  

Class B Address N N H H 

Class C Address N N N H 

N = Network bits 

H = Host bits 

All 0s in host portion = Network or subnetwork address 

All 1s in host portion = Broadcast address 

Combination of 1s and 0s in host portion = Valid host 

address. 

 

3.2. List of Subnets 
 

Class B Host/Subnet Table  

Class B      Subnet              Effective       Effective    

Number of Subnet 

 Bits            Mask                 Subnets         Hosts        Mask 

Bits 

-------  ---------------          ---------       ---------    ------------- 

  1      255.255.128.0                2             32766        /17 

  2      255.255.192.0                4             16382        /18 

  3      255.255.224.0                8              8190        /19 

  4      255.255.240.0               16              4094        /20 

  5      255.255.248.0               32              2046        /21 

  6      255.255.252.0               64              1022        /22 

  7      255.255.254.0              128               510        /23 

  8      255.255.255.0              256               254        /24 

  9      255.255.255.128            512             126        /25 

  10     255.255.255.192           1024             62        /26 

  11     255.255.255.224           2048             30        /27 

  12     255.255.255.240           4096             14        /28 

  13     255.255.255.248          8192                6        /29 

  14     255.255.255.252          16384              2        /30 

  15     255.255.255.254          32768              2*       /31 

 

Table 2: Class B Host / subnet Table 

 
Class C Host/Subnet Table  

Class C      Subnet       Effective  Effective   Number of 

Subnet 

 Bits        Mask         Subnets     Hosts     Mask Bits 

-------  ---------------  ---------  ---------  -------------- 

  1      255.255.255.128      2        126        /25 

  2      255.255.255.192      4         62        /26 

  3      255.255.255.224      8         30        /27 

  4      255.255.255.240     16         14        /28 

  5      255.255.255.248     32          6        /29 

  6      255.255.255.252     64          2        /30 

  7      255.255.255.254    128        2*       /31 

 

Table 3: Class C Host / subnet Table 

 

3.3. Subnet Mask 

 
3.3.1. How to Calculate Subnet Mask 

The default subnet mask for a Class B network is as 

follows: 

Decimal Binary 

255.255.0.0

 11111111.11111111.00000000.00000000 

1 = Network or subnetwork bit 

0 = Host bit 
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You borrowed 4 bits; therefore, the new subnet mask is the 

following: 

11111111.11111111.11110000.00000000 255.255.240.0 

The default subnet mask for a Class C network is as 

follows: 

 

Decimal  Binary 

255.255.255.0  

11111111.11111111.11111111.00000000 

1 = Network or subnetwork bit 

0 = Host bit 

You borrowed 4 bits; therefore, the new subnet mask is the 

following: 

11111111.11111111.11111111.11110000

 255.255.255.240  

 

Note: Subnet a Class B or a Class A network with exactly 

the same steps as for a Class C network; the only 

difference is that you start with more H bits. Since we 

won’t be using Class A there is no need for us to show 

how you get your subnet or subnet mask but the 

procedures still the same. [1] 

 

3.3.2. List of Subnet Masks 

 
The list below can be used as a fast track when subnetting. 

It describes the relationship between the number of host IP 

addresses required and the corresponding subnet mask.  

 
 

Table 4: List of subnet Mark 

 

4. Conclusion 

 
In networking, packet tracer is an enabling tool that 

supports internet users in simulations, visualizations and 

animations of phenomena. It helps to show what happens 

when packets travel over the network and when collisions 

occur. Therefore, in this paper, we have demonstrated how 

packet tracer implementation is useful in determining 

packet travel and collision occurrences in Networks. A 

system model was instantiated to clarify the 

implementation and an assumption that communication is 

synchronous, that at each round of communication a node 

may choose to broadcast or not. But as long as there is no 

contention between nodes and the network is well-

behaved, during such intervals the nearby nodes can 

communicate. This also implies that when the network is 

badly behaved with increased collision, messages may be 

lost. In submission, network behavior can be determined 

using packet tracer and our model implementation 

demonstrates this behavior.  

 

 

 

References 
 

[1] http://www.cisco.com/warp/public/473/lan-

switch-cisco.pdf. Updated Aug. 01, 2007.  

  

[2]   Todd, Lammle, Cisco Certified Networking, 

Sybex Publishing, 3
rd

 Edition Jones, ISBN: 

0782141676, 2004.  

326 Int'l Conf. Wireless Networks |  ICWN'11  |

http://www.cisco.com/warp/public/473/lan-switch-cisco.pdf
http://www.cisco.com/warp/public/473/lan-switch-cisco.pdf


 

Abstract—Vehicular Ad hoc Networks (VANETs) are 

recognized as an important component of the Intelligent 

Transportation Systems. Thanks to this emerging technology, 

new information will be available to design better adaptive 

traffic light control systems which will dramatically improve 

the traffic flow. In this paper, we present a novel VANET-

based approach to obtain (1) the position of the last vehicle 

and (2) the number of vehicles, in a line of vehicles stopped at 

a traffic light. We also show that our algorithm to estimate the 

position of the last vehicle will still function even if just a few 

vehicles are equipped with VANET technology (low 

penetration rate), which is important since it will take years 

for all vehicles to be equipped with VANET technology. 

 
Keywords: DSRC, Adaptive Traffic Light Control Systems, 

VANET, V2V (Vehicle-to-Vehicle Communication), V2I 

(Vehicle-to-Infrastructure Communication), Vehicular 

Networks, Intelligent Transportation Systems. 

 

1. Introduction 

Vehicular Ad hoc Network (VANET) is a promising, 

emerging, new technology that integrates the capabilities of 

wireless networks to vehicles. VANET shares some common 

characteristics with the general Mobile Ad hoc Network 

(MANET), such as the movement and self-organization of the 

nodes. Indeed, some researches consider VANET as a kind of 

MANET. However, they also have some significant 

differences that tend to separate them and motivate the 

development of new specific algorithms, especially for routing 

protocols [13]. MANETs can contain many nodes that are 

power constrained and are subject to uncontrolled moving 

patterns [10]. On the other hand, most of the VANET nodes 

do not have battery issue since their indirect source of power 

is the gas in the fuel tank of the vehicle, and their movements 

are constrained by the road and traffic pattern. In most case, 

the mobility of vehicles in VANET is assumed to be the car 

 
 

following model [21], in which cars follow one after the other 

in a streamlined fashion. 

There are two types of special electronic devices in 

VANET: On Board Units (OBUs) and Road Side Units 

(RSUs). OBUs are placed inside each vehicle and therefore 

are mobile. RSUs are fixed and installed near the road. 

Vehicle-to-Vehicle (V2V) communications take place 

between OBUs, while Vehicle-to-Infrastructure (V2I) 

communications involve OBUs and RSUs. A VANET-

enabled vehicle should be able to receive and relay messages 

to other VANET-enabled vehicles in its neighborhood (also 

known as multi-hop relaying), as shown in Fig. 1 where car A 

is sending a message to car C through car B. 

 

B

A

C

 
Fig. 1. Example of a Vehicular Ad hoc Network 

 

In the US, the Federal Communication Commission (FCC) 

allocated a 75 MHz of spectrum in the 5.850-5.925 GHz band 

for Dedicated Short Range Communication (DSRC) for the 

Intelligent Transportation System (ITS) [11]. The usage of 

VANET in the ITS is mainly focused on safety and will be 

extensively used for collision prevention, forward obstacle 

detection and avoidance [7], blind crossing, and approaching 

emergency vehicle warning (Blue Waves). Other important 

applications are traffic congestion detection, adaptive traffic 
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light control systems, accident reconstruction [6], mapping 

and navigation guidance, electronic payment (e.g., electronic 

toll collection, electronic parking payment), weather advisory 

dissemination, and gas station and hotel information 

dissemination. Comfort applications will also be present in 

VANET and aim to improve the comfort of the passengers 

and include the communication with other vehicles or with the 

Internet, as well as various social or multimedia entertainment 

applications. Some of these applications use broadcast 

communications extensively [18][22][23][26]. 

Traffic congestion continues to worsen in cities all over the 

world. In the US alone, traffic congestion creates $114.8 

billion annual drain on the economy in the form of 4.8 billion 

lost hours and 3.9 billion gallons of wasted fuel [25]. 

Consequently, a lot of research has been done in the field of 

adaptive traffic light control systems [29] and traffic 

congestion detection [4][8][19] to try to improve the flow of 

vehicles. At the present, most of the proposals for adaptive 

traffic light control systems rely on information gained from 

inductive loops [24] or video cameras. An inductive loop is a 

coil of wire buried in the road’s surface. The two ends of the 

loop wire are connected to a loop extension cable, which in 

turn connects to a vehicle detector. The detector powers the 

loop causing a magnetic field in the loop area. The loop 

resonates at a constant frequency that the detector monitors. A 

base frequency is established when there is no vehicle over the 

loop. When a vehicle passes over the loop, the frequency 

increases and is sensed by the detector. So inductive loops are 

generally used in adaptive traffic light control systems to 

detect the presence of a vehicle and trigger the red light to 

change to green. Video cameras are another alternative for 

vehicle detection. They usually require some initial 

configuration, are processor intensive, have visibility issues, 

and the information gathered from them is limited to the 

vision range of the camera. 

In this paper, we focus on the use of VANET in adaptive 

traffic light control systems. We highlight some important 

information that we consider useful for an adaptive traffic 

light control system and propose some algorithms to obtain 

this information. 

The rest of this paper is organized as follows. In Section 2, 

we introduce our novel algorithms to collect useful 

information from VANET to be used in adaptive traffic light 

control systems. In Section 3, we discuss some issues and 

strengths of our approach. Section 4 presents the related 

works. Finally, Section 5 concludes the paper. 

2. Collecting Information from VANET 

for Adaptive Traffic Light Control 

Systems 

Important information that can be gathered from a line of 

vehicles stopped at the red light is the number of vehicles in 

the line and the location of the last vehicle in the line. Priority 

levels of the vehicles can also be considered. For now, and 

probably for a few years to come, just a few vehicles will be 

equipped with a VANET device. So it is important to keep 

this fact present in our solutions. We will assume that all 

VANET-enabled vehicles are also capable of determining 

their current position on the road using a location service like 

the Global Positioning System [5][9] (GPS). For our 

algorithms, the location is specified through the latitude and 

the longitude. However, the same algorithms can be modified 

to use Cartesian coordinates, by choosing the origin and the 

direction of the axis. 

2.1 Obtaining the Position of the Last Vehicle 

We will first focus on obtaining the position of the last 

vehicle in a line of vehicles stopped at a light. Having the 

position of the RSU and the last vehicle in the line, it is easy 

to infer the length of the line. We propose to obtain this 

information by propagating a first message (Last Location 

Request or LLRequest) from the RSU toward the last vehicle 

in the line and a second message (Last Location Reply or 

LLReply) from the last vehicle toward the RSU. These 

messages are sent as broadcast. The direction of propagation 

of an LLRequest will be indicated by the RSU using a field 

called Direction. To restrict the rebroadcast of a message and 

control unnecessary redundant messages which may trigger 

the familiar broadcast storm problem [17], nodes will 

rebroadcast the messages according to a “Rebroadcast-Wait-

Time” called T and computed by each node as: 

 











max

max 1
D

D
TT  (1) 

 

where Tmax is the “Maximum Rebroadcast-Wait-Time”, 

Dmax is the “Maximum Transmission Range” of a node, and D 

is the distance between the node and the node that sent the 

LLRequest or the LLReply. Note that T goes to zero for nodes 

that are far-away (at a distance of Dmax) from the sender and to 

Tmax for nodes that are nearby (at a distance of 0) the sender. 

Therefore, the further away a node is from the sender, the 

smaller is his Rebroadcast-Wait-Time (T). This strategy will 

minimize the number of rebroadcast and give a total 

propagation time closed to the best one that can be achieved. 

The Last Location Request (LLRequest) message and the 

Last Location Reply (LLReply) message have the same 

Protocol Data Unit (PDU) and are composed of 8 fields (see 

Fig. 2). 
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Fig. 2. LLRequest and LLReply Message 

 

Message Type can be either 0 or 1, and identifies an 
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LLRequest message and an LLReply message, respectively. 

Sequence Number is used to match a request with a reply and 

to distinguish between different requests (LLRequests). When 

the RSU sent an LLRequest message, it must specify a value 

of Hop Count greater than or equal to 1. Each OBU that 

rebroadcast the message will decrement this field by 1, until 0 

where the message is discarded. Hop Count is used to control 

the extent of the propagation of the messages. Timestamp is 

set by the RSU when it sends an LLRequest message and is 

aimed to control out-of-date messages and replay attacks. By 

indicating a direction (field Direction) in an LLRequest, an 

RSU can obtain information about different lines of vehicles 

in the same intersection. In other words, it is not necessary to 

install several RSUs in an intersection, since one can do all the 

required work. RSU Location (latitude and longitude) are 

filled by the RSU when it sends an LLRequest message and 

must contain its latitude and longitude. Each VANET-enabled 

device that sends or resends a message has to fill Sender 

Location with its own latitude and longitude. This information 

is used by the recipients to compute their distance (D) from 

the sender. Last Location is the location (latitude and 

longitude) of the last-known vehicle in the line. 

To explain the algorithm, let us take the example of Fig. 3 

where 11 vehicles are in a line waiting for the green light. To 

make the explanation easier, we assume that the radius of the 

range of a message is equivalent to 3 vehicles. In a real 

scenario, it will be bigger than 3 vehicles since the range of 

DSRC is targeted to be up to 1 km. We will assume that each 

VANET-enabled vehicle periodically broadcast beacon 

messages that include its position (latitude and longitude), 

speed, direction, and a timestamp (for dating the spread 

information). This assumption is fair since the main objective 

of VANET is safety, so that vehicles have to send regular 

beaconing messages in order to advertise their presence and 

prevent collisions. Also, we will presume that it is possible to 

infer if a vehicle is stopped in the queue of a light from its 

location, speed, and direction. Before the initiation of the 

process, the RSU will listen to beaconing messages to 

discover vehicles waiting in the line, and will find out that 

within its range (assumed to be 3 vehicles), vehicles A, B, and 

C are waiting in the line. The RSU initiates the process by 

sending an LLRequest message with its own position for both 

RSU Location and Sender Location fields. It will also fill Last 

Location with the position of vehicle C, since it is the further 

away vehicle that the RSU knows. It starts a timer for Tmax 

seconds, in case it has to resend the LLRequest. Vehicles A, 

B, and C receive the LLRequest, so they compute their 

Rebroadcast-Wait-Time (T) to schedule a rebroadcast at T 

seconds. The Rebroadcast-Wait-Time of vehicle C will be the 

smallest (closed to 0 seconds) since it is almost out of the 

range of the RSU (i.e., its distance D from the source of the 

message is almost Dmax). Vehicle B will have the second 

smallest Rebroadcast-Wait-Time, and vehicle A will have the 

biggest Rebroadcast-Wait-Time (closed to Tmax) since it is 

near the RSU. So vehicle C will rebroadcast the LLRequest 

message almost immediately, with the adequate modifications; 

that is, decrementing by 1 the Hop Count field, replacing the 

Sender Location with its own position, and Last Location with 

the position of vehicle F (discovered by vehicle C thanks to 

the beacon messages). It also starts a timer for Tmax seconds, in 

case it has to resend the LLRequest. Six nodes are within the 

range of vehicle C (the RSU, vehicles A, B, D, E, and F). 

When the RSU, vehicles A and B receive the second 

broadcast (the one from vehicle C), they realize that the 

propagation of the broadcast is already further away than their 

own position, by comparing their location with the Sender 

Location field in the broadcast. Hence, they cancel the 

scheduled rebroadcast. When vehicles D, E, and F receive the 

second broadcast (the one from vehicle C), they compute their 

Rebroadcast-Wait-Time (T) to schedule a rebroadcast; vehicle 

F having the smallest one and vehicle D the biggest one. So 

vehicle F will be the first to rebroadcast the LLRequest 

message, with the adequate modifications; that is, 

decrementing by 1 the Hop Count field, replacing the Sender 

Location with its own position, and setting Last Location field 

with the position of vehicle I. The process will continue with 

the rebroadcast of vehicle I, followed by the one of vehicle K. 

Vehicle K, the last in the line, will not receive a rebroadcast of 

the LLRequest with a Sender Location field that is further 

away than its own location. So after the first rebroadcast of the 

LLRequest, vehicle K will send up to MAXREQUEST-1 

copies of the LLRequest separated by Tmax seconds (for a total 

of MAXREQUEST messages of type LLRequest). If during 

this period, vehicle K does not receive an LLRequest further 

away than its own location, it will assume that it is the last 

vehicle in the line, and therefore will start to propagate a 

LLReply back to the RSU. 

 

B ACDEFGHIJK

Range of the RSU
Sent 1 time

Range of vehicle C
Sent 1 time
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Fig. 3. Propagation of a Last Location Request Message 

 

Fig. 4 shows the propagation of the LLReply. Vehicle K 

initiates the process by sending an LLReply message, which is 

a copy of the LLRequest it previously sent several times with 

Message Type in 1 (indicating a LLReply) and a decremented 

value of Hop Count. It also starts a timer for Tmax seconds, in 

case it has to resend the LLReply. Vehicles H, I, and J are 

within the range of vehicle K, and therefore compute their 

Rebroadcast-Wait-Time (T); vehicle H having the smallest 
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one and vehicle J the biggest one. So vehicle H will be the 

first to rebroadcast the LLReply message, with the adequate 

modifications; that is, decrementing by 1 the Hop Count field 

and replacing the Sender Location field with its own position. 

Vehicles I, J, and K will cancel their scheduled rebroadcast 

since they realize that the propagation of the broadcast is 

already closer to the RSU than their own location. Note that 

the Last Location field will not be changed by LLReply 

messages. The process will continue with the rebroadcast of 

the LLReply message by vehicles E, B, and the RSU, in 

sequence. The RSU rebroadcasts the LLReply just to inform 

vehicles A, B and C that they can cancel their scheduled 

rebroadcast of the LLReply. 
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Fig. 4. Propagation of a Last Location Reply Message 

 

Our algorithm to find the last position of a vehicle in a line 

of vehicles waiting for the green light will still work even if a 

few vehicles have a VANET device installed. Let us come 

back to Fig. 3 and assume that vehicle C does not have an 

OBU. When the RSU initiate the propagation of the 

LLRequest, only vehicles A and B (which are VANET-

enabled nodes) will compute the Rebroadcast-Wait-Time (T), 

and vehicle B will rebroadcast first since it has the smallest 

Rebroadcast-Wait-Time. Therefore, the LLRequest will still 

advance toward the end of the line of vehicles. As it can be 

easily inferred, the algorithm will still work if at least one 

vehicle in the range of the LLRequest or the LLReply is a 

VANET-enabled vehicle, since this VANET-enabled vehicle 

will allow the progress of the message. Given that DSRC is 

expected to have a range of up to 1 km, the algorithm will 

work if at least one vehicle, every 1 km, has VANET 

technology. The drawback will be in an increased Round-

Trip-Time (RTT). Also note that in the case that the last 

vehicles in a line do not have an OBU, the algorithm will 

report the location of the last VANET-enabled vehicle, and 

not the location of the last vehicle. 

It is also important to notice that the algorithm will still 

function if the vehicles do not send periodic beacon messages. 

In the example of Fig. 3 and without beaconing messages, the 

LLRequest sent by the RSU will be the same, except for the 

Last Location field that will have the position of the RSU, 

instead of the location of vehicle C, since the RSU will not be 

able to discover vehicles A, B, and C. Then, almost 

immediately after the reception of the LLRequest, vehicle C 

will rebroadcast the request with the field Last Location sets 

with its own position; and the LLRequest will continue to 

progress towards the end of the line. 

2.2 Obtaining the Number of Vehicles 

We will now focus on obtaining the number of vehicles in a 

line of vehicles stopped at a light. For this purpose, we 

introduce two new PDUs called Count Vehicle Request 

(CVRequest) and Count Vehicle Reply (CVReply) as shown 

in Fig. 5. 
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Fig. 5. CVRequest and CVReply Message 

 

These new PDUs (see Fig. 5) are similar to the previous 

ones (see Fig. 2), but also include a field called Number 

Vehicles to store the actual number of vehicles. The RSU will 

be in charge of starting the process by sending a CVRequest. 

To simplify the explanation, we will show the process with the 

vehicles of Fig. 3. Before the initiation of the process, the 

RSU listens to beaconing messages to discover vehicles 

waiting in the line, and will find out that vehicles A, B, and C 

are waiting in the line. So the RSU will send a CVRequest 

with Last Location filed with the location of vehicle C, and 

Number Vehicles set to 3. That is, up to the position of vehicle 

C, 3 vehicles are waiting in the line. It also starts a timer for 

Tmax seconds, in case it has to resend the CVRequest. Vehicles 

A, B, and C are within the range of the RSU, and therefore 

compute their Rebroadcast-Wait-Time (T); vehicle C having 

the smallest one and vehicle A the biggest one. So vehicle C 

will be the first to rebroadcast the CVRequest message. By 

discovering through the beaconing messages, vehicle C has 

determined that there are 3 vehicles (D, E, and F) that are 

waiting on the line and are further away from the position 

specified in Last Location. So vehicle C rebroadcast the 

message with the adequate modifications; that is, 

decrementing by 1 the Hop Count field, replacing the Sender 

Location field with its own position, setting Last Location to 

the one of vehicle F, and adding 3 to Number Vehicles (the 

new value is now 6). This message means that up to the 

position of vehicle F, 6 vehicles are waiting in the line. The 

CVRequest will continue its propagation through vehicles F 

and I, in sequence. Vehicle I will rebroadcast the CVRequest 

with a Last Location set to the position of vehicle K and 

Number Vehicles set to 11. Since the Rebroadcast-Wait-Time 

of vehicle K is smaller, it will act before vehicles I and J. By 

discovering through the beaconing messages, vehicle K has 

determined that no vehicles are further away from it waiting in 

the line. So it will rebroadcast the CVRequest with 

modifications in Hop Count and Sender Location up to 

MAXREQUEST times, before sending an CVReply in the 
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direction of the RSU. The CVReply will be forwarded by 

vehicles H, E, and B, before reaching the RSU, which in turn 

will repeat it as a way to inform vehicles A, B, and C of the 

finalization of the process. 

3. Discussion over the Approaches 

In our proposal, determining if a vehicle is waiting in a line 

for the green light to come is done based on the location of the 

vehicle (latitude and longitude), its speed and direction. 

However for some applications or in some intersections, this 

information may be insufficient or the way to determine 

whether or not a vehicle has to be counted may need to be 

more specific. In this case, the RSU may also propagate the 

code to be executed for the determination of inclusion or 

exclusion in the LLRequest or the CVRequest. 

As stated in Section 2.1, the algorithm to obtain the position 

of the last vehicle in a line of vehicles will still function well 

even if just a few vehicles have VANET technology. 

However, the algorithm that counts the number of vehicles 

will work only when most of the vehicles are equipped with a 

VANET device, since beaconing messages are needed to 

sense the presence of a vehicle. According to [1], it can take 

15 to 20 years for the vehicle fleet to be equipped with V2V 

technology. So another option to count the number of vehicles 

is necessary, and can be achieved by using the proposed 

algorithm to obtain the location of the last vehicle to compute 

the distance between the RSU and the last vehicle, before 

dividing the obtained value by a constant (e.g., 7 m) that 

represents the space to accommodate one vehicle in the line. 

4. Related Works 

Most of the works that have been done for vehicle detection 

and vehicle counting are based on video cameras, and a few 

used sensors. For example, Wu and Gu [28] presented a new 

algorithm that takes advantage of digital image processing and 

camera optics to automatically estimate vehicle speed and 

vehicle count in real-time. The algorithm requires only a 

single video camera and a computer to operate. The camera 

has to be set up directly above the target road section (at least 

6 meters above the road to assure satisfactory accuracy) with 

its optical axis tilting a certain angle downward from the 

highway forward direction. Daigavane and Bajaj [3] 

introduced a background subtraction and image segmentation 

using morphological transformation to detect and count 

dynamic objects on highways efficiently. Their proposed 

algorithm segments the image by preserving important edges 

which improves the adaptive background mixture model and 

makes the system learn faster and more accurately, as well as 

adapt effectively to changing environments. Pornpanomchai, 

Liamsanguan, and Vannakosit [20] proposed a system 

consisting of a PC connected to a video camera to detect and 

count vehicles. An input of the system must be a background 

frame without any moving vehicles and a foreground frame 

with moving objects. The basic idea of the system is to 

calculate the number of vehicles that move through the 

detection area from the difference between the background 

frame and foreground frame. Lei et al. [14] presented a video-

based solution for real time vehicle detection and counting, 

using a surveillance camera mounted on a relatively high 

place to acquire the traffic video stream. The two main 

methods applied in their solution are (1) the adaptive 

background estimation for robust moving detection and (2) the 

Gaussian shadow elimination to deal with different size and 

intensity of shadows. Wang et al. [27] described an automated 

vehicle counting system using DSP board and image 

processing techniques. The counting algorithm is based on 

virtual loops that the end users need to initially set in the 

detection zones in the video image. Bas, Tekalp, and Salman 

[2] proposed a new video analysis method for counting 

vehicles using an adaptive bounding box size to detect and 

track vehicles according to their estimated distance from the 

camera given the scene-camera geometry. They employed 

adaptive background subtraction and Kalman filtering for 

road/vehicle detection and tracking, respectively. Some other 

works also use sensors. For example, Litzenberger et al. [16] 

presented an embedded system comprising a motion-sensitive 

optical sensor and low-cost DSP to detect and count vehicles. 

The detection is based on monitoring of the optical sensor 

output within configurable regions of interest in the sensor’s 

field-of-view. 

As shown by this related work study, a lot of work has been 

done in this area, but mostly based in cameras. Sensors are 

another technology that is sometime also used. It seems that 

no work has been done to count vehicles using VANET 

technology. We strongly believe that many other algorithms 

will be soon proposed, especially algorithms that will used 

hybrid technology. 

5. Conclusions and Future Work 

In this paper, we proposed some algorithms to get the 

location of the last vehicle in a line of vehicles waiting for a 

green light. We also modify the algorithms to count the 

number of vehicles that are present in the line of vehicles. Our 

proposal minimizes the number of rebroadcasts necessary, 

with the use of a broadcast scheme based on position and time 

(Rebroadcast-Wait-Time), and has a response time closed to 

the best that can be achieved. To the best of our knowledge, 

this is the first work based on VANET in this direction. 

Many public sites have important parking space problems. 

It can be very frustrating for a driver to be forced to circle 

several times in search for a vacant spot in a huge parking lot. 

If the driver were notified in advance of how many parking 

slots are available and their position in a parking lot, he or she 

would not have to waste time and gasoline looking for a 

vacant space. Parking lot management systems had been 

proposed [12][15] based on different technologies such as 
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sensors and video cameras. However, up to now, just a few 

works have been done in this area using VANET. As future 

work, we plan to develop some methods to count the number 

of VANET-enabled vehicles in a parking lot with the aim of 

developing a new parking lot management system based on 

VANET. 
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Abstract - In this paper, we suggest a new technique for 
LDPC parity-check matrix (H-matrix) generation and a 
corresponding decoding process. The key idea is to construct 
LDPC H-matrix by using a convolutional encoder. It is easy to 
have many different coderates from a mother code with 
convolutional codes.  However, it is difficult to have many 
different coderates with LDPC codes. Constructing LDPC H-
matrix based on a convolutional code can easily bring the 
advantage of convolutional codes to have different coderates. 
Moreover, both LDPC and convolutional decoding algorithms 
can be applied altogether in the decoding part. This process 
prevents the performance degradation of short-length LDPC 
code. 

Keywords: Systematic convolutional encoder, Low Density 
Parity Check code, Parity-check matrix, Sum-product 
algorithm, Viterbi decoder 

 

1 Introduction 
 For the last several decades or so, many researchers have 
studied low-density parity check codes (LDPC) [1] and turbo 
codes [2] that is possible to achieve the practical realizations 
of Shannon’s theory [3], which have revolutionized the field 
of error correction coding [4].  

 Shannon’s claim can be realized by a technique referred 
to as forward error correction. The basic idea is that of 
incorporating redundant bits, or check bits, thus creating what 
is known as a codeword. If the check bits are introduced in an 
appropriate manner so as to make each codeword sufficiently 
distinct from each other, the receiver then becomes capable of 
determining the most likely codeword that has been 
transmitted.  

 Our main interest, LDPC codes are typically referred to 
as linear block codes. A code is termed a block code, if the 
original information bit-sequence is segmented into fixed-
length message blocks, denoted by u=u1,u2,…,uK, each having 
K information bits. The LDPC encoder is then capable of 
transforming each input message block u according to a 

predefined set of rules into a distinct N-tuple c, which is 
typically referred to as the codeword. In this way, there are 2K 
distinct legitimate codewords among 2N codewords.   

 This paper shows how to generate LDPC generator 
matrix and parity matrix by using convolutional codes. 
Moreover, in a receiver, both Viterbi decoding and Sum-
product algorithm can be applied together. This is the reason 
why we suggest here applying two decoding process at the 
same time with one encoding process.  

 The status of wireless channel is unpredictable and 
changing continuously. For the transmission efficiency, the 
coderate of a codeword should be changed every moment 
according to the channel status. In this sense, it is very 
important to make different coderates from one mother code 
in forward error correcting system. However, it is difficult to 
make many different coderates with LDPC codes from a 
mother code. This problem can be easily solved by 
constructing LDPC codes with convolutional codes.  

 Also codeword size of a codeword should be changed 
every transmitting moment according to the channel status for 
the transmission efficiency. For any channel codes, there 
exists bit error (BER) performance degradation in case of 
short-length frame size. Applying both Viterbi and sum-
product algorithm together a little bit prevents this BER 
performance degradation which is caused by using short-
length frame size codeword.  

 Section 2 describes how to generate LDPC generator 
matrix and parity matrix for a block channel code by a 
convolutional encoder. Section 3 shows new decoding process 
corresponding to the LDPC generator matrix which is 
constructed in section 2 by a convolutional encoder. Section 4 
shows simulation results and section 5 concludes our paper.  

2 LDPC based on a convolutional code  
 The unique and distinctive nature of the codewords 
implies that there is a one-to-one mapping between a K-bit 
information sequence and the corresponding N-bit codeword 
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described by the set of rules of the encoder. This LDPC codes 
are linear codes and thus the codeword c can be calculated by 
multiplying the input message sequence u with a K by N 
element G-matrix, which is referred to as the generator matrix. 
We also note that G can also be transformed into what is 
referred as the systematic matrix form, i.e., to G=[IK P], where 
IK is a K by K element identity matrix and P is K by N-K 
matrix. 
 There is another useful matrix associated with a linear 
block code. This matrix is referred to as the parity-check 
matrix, which is typically denoted by H and contains N-K by 
N elements. If the generator matrix is in the systematic matrix 
form, then the H-matrix of the code is given by H=[-PT IN-K], 
where IN-K is an identity matrix of dimension N-K by N-K. A 
characteristic of the H-matrix of LDPC codes is that it is 
sparse, i.e., there are fewer ones than there are zeros. As a 
result, their H matrix is said to have a low-density hence the 
terminology of low-density parity check codes. 

2.1 LDPC H-matrix generation 
 Figure 1 shows a Forward Error Correcting (FEC) 
system over Additive White Gaussian Noise (AWGN) 
channel.  

Fig. 1.  Block diagram of new encoding and decoding process 
with AWGN channel 

 By truncating at every frame size, any convolutional 
encoder can be seen as a generator matrix (G-matrix) for a 
block channel code. In our work specifically for the 
simulation result, a systematic convolutional (SC) encoder is 
used with which code rate is 1/2, constraint length is 3, and 
code vector is (4, 5) to generate corresponding G-matrix and 
H-matrix. Here, code vector (4, 5) is represented by an octal 
number. This SC encoder is depicted in figure 2. 

 

 

Fig. 2.  Systematic convolutional encoder (rate=1/2, constraint 
length=3, code vector=(4,5)) 

 Here, this SC code is not optimum code. The code 
vector for the optimum convolutional code with constraint 
length of 3 and code rate of 1/2 is (5,7) as an octal number [5]. 
This encoder is non-systematic convolutional encoder. The 
reason why the optimum non systematic convolutional code is 
not used for generating corresponding G-matrix and H-matrix 
is the 4-cycle factor in H-matrix. 4-cycle factor exists when 
there are at least 2 ones in the same columns across every 
each row. This 4-cycle factor is called a girth in LDPC code. 
Figure 3 shows this 4-cycle factor with H-matrix and Tanner 
graph. 

 

 

Fig. 3.  4-cycle factor with H-matrix and Tanner graph 

 In figure 3, there are 2 ones in the third and forth 
columns across first row and second row from the H-matrix. 
This causes 4-cycle factor. Also 4-cycle factor can be seen as 
a dashed line from the Tanner graph starting from one node to 
itself.  

 If there exits 4-cycle factor in H-matrix or in Tanner 
graph, there is no guarantee for the performance of LDPC 
decoder. Considered to this 4-cycle factor, SC code as shown 
in figure 2 is used. As an example, the identical G-matrix and 
H-matrix are generated in figure 4 according to the above SC 
encoder for the frame size of 6 bits. 

 

 

 

 

 

 

 

 

Fig. 4.  Identical generator matrix and parity-check matrix to 
the above non-systematic convolutional code (N=12,K=6) 

 Code vector of the above SC encoder is (4, 5) as an octal 
number. This vector can be seen to (100, 101) as a binary 
number. In figure 4 on G-matrix, this each code vector is 
located on the first row at left side and right side with (K-3) 
zeros padding. From the second row on G-matrix, this each 
code vector is right-shifted. Then, this G-matrix is exactly 
identical to SC encoder by truncating every each K-bit frame 
size except the arrangement of codeword. Let left side of G-
matrix be identical matrix I with K by K size and right side of 
G-matrix be P with K by N-K size. To generate the 
corresponding H-matrix, the left side of H-matrix becomes PT 
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Viterbi decoder LDPC decoder 

and right side of H-matrix becomes I with N-K by N size. For 
a block channel code, the below equation must be satisfied 
between G-matrix and H-matrix [6]. 

          G HT = 0          (1) 

 The identical G-matrix and H-matrix generated by the 
above SC encoder are satisfied with the equation. 

3 Decoding process 
 In FEC encoder, a codeword is made by using SC 
encoder. Even though a codeword is made by SC, it is 
considered to be the same as a codeword by using the 
identical G-matrix. That is how we can apply LDPC decoder 
to received codeword over AWGN channel in a receiver. Also, 
since a codeword is made by a convolutional encoder, Viterbi 
decoder can be applied to decode a received codeword too. In 
this sense, we suggest a new decoding approach to use both 
Viterbi decoder and LDPC decoder to a received codeword 
encoded once by SC encoder in a transmitter. Figure 5 depicts 
that the block diagram of FEC decoder consists of Viterbi 
decoder and LDPC decoder. 

 

Fig. 5.  Block diagram of FEC decoder 

 First, each frame of a received codeword through 
AWGN channel is decoded by Viterbi decoder. Log-
likelihood Ratio (LLR) of information bits is taken as the 
output value from Viterbi decoder. Second, a codeword once 
decoded in Viterbi decoder becomes the input to LDPC 
decoder. This LDPC decoder uses H-matrix generated by the 
convolutional encoder.  

 For example, if received codeword size is 96 bits, then 
the input to Viterbi decoder is 96-bit codeword. If the 
coderate is 1/2 and encoder is systematic, then half of 96-bit 
codeword (46 bits) is information part, the other part is parity 
part. If the number of received signals to Viterbi decoder is 96 
bits, then the output from Viterbi decoder is 48 bits. The 
decoded output value becomes now input value to LDPC 
decoder. However in LDPC decoder whole received signals 
are needed to be decoded. In this reason, the input value is 
added between the output LLR value of Viterbi decoder and 
the half of originally received signal, the parity part, from the 
AWGN channel. Then the input size to LDPC decoder is 96 
bits. After the iterative decoding in LDPC decoder, the final 
decoded codewords are retrieved. Because of the property of 
the systematic codes, the first half of the decoded codewords 
becomes the estimated information messages.   

3.1 Viterbi decoding 
 A convolutional encoder is a finite state machine. Hence 
the optimum decoder is a maximum likelihood sequence 

estimator (MLSE) for signals with memory. Therefore, 
optimum decoding of a convolutional code involves a search 
through the trellis for the most probable sequence. First 
branch metric (BM) value is calculated with the received 
signals. Then, forward metric (FM) value and backward 
metric (KM) value are calculated. Finally the log likelihood 
ratio (LLR) value can be taken by using these three metric 
values. Since our paper is focused on the LDPC, we here skip 
the specific Viterbi decoding algorithm. 

3.2 Sum-Product algorithm 
 The SP algorithm [7] is a multi-iteration procedure that 
exchanges the extrinsic log likelihood ratio (LLR) information 
between check and variable nodes until the stopping criterion 
is satisfied. Usually this means that either the parity check 
equations are satisfied or the preset maximum iteration 
number is reached. At every iteration step, the SP algorithm 
consists of two sequential steps: variable node decoder 
followed by check node decoder. Let pj

0 and pj
1 be a priori 

probabilities of bit values 0 and 1 for each bit j. Let P0
ij and 

P1
ij be probabilities that bit j is 0 or 1, given the parity checks 

other than check i. Also, let Q0
ij and Q1

ij be probabilities that 
check i is satisfied by a value of 0 in bit j given the current 
values of the other bits. The standard SP decoding algorithm 
works as follows: 

1. The horizontal (row) step at P check nodes 

Define dPij=P0
ij-P1

ij 

For each i,  

Compute dQij’ as the product of dPij for all j’ is not j. 

Set Q0
ij be 1/2(1+dQij), Set Q1

ij be 1/2(1-dQij). 

2. The vertical (column) step at N variable nodes 

For each j, 

Compute P0
ij as p0

j times the product of Q0
i¢j for all i¢¹i 

Compute P1
ij as p1

j times the product of Q1
i¢j for all i¢¹i. 

Scale the values of P0
ij and P1

ij such that P0
ij + P1

ij=1 

For each j, 

Compute P0
j as p0

j times the product of Q0
ij for all i.  

 Compute P1
j as p1

j times the product of Q1
ij for all i.  

Scale the values of P0
j and P1

j such that P0
j + P1

j=1. 

3.  Last step 
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Check c HT=0 (use hard decision value), if fails the values of 
P0

ij and P1
ij are fed back to another iteration of the horizontal 

step. 

4 Simulation result 
 In this paper, we choose the parameter of convolutional 
encoder with which code rate is 1/2, constraint length is 9, and 
code vector is (400, 435). With this convolutional encoder, 
we constructed corresponding G-matrix and H-matrix for our 
simulation as explained in section 2. After analyzing the error 
correcting performance of the suggested decoding process 
through AWGN channel, the BER performance versus Eb/N0 
(dB) is depicted in figure 5 and 6.  

 In figure 5 during the simulation, a convolutional 
encoder is used for encoding information bit sequence into a 
codeword and only sum-product algorithm is used for 
decoding received signal sequence into an information bit 
sequence. In order to compare BER performance of the 
suggested LDPC codes, Mackay LDPC codes are selected of 
which the coderate is 1/2 and the block size is the same as the 
suggested code (N=96, K=48) [8]. As it is shown as figure 5, 
there is no performance difference between Mackay LDPC 
codes and suggested LDPC codes.  

 In figure 6, a convolutional encoder is used for encoding 
information bit sequence into a codeword and both Viterbi 
decoder and sum-product algorithm are used for decoding 
received signal sequence into an information bit sequence at 
the same time. In this case, there is about 0.5 dB of Eb/N0 
coding gain versus Mackay LDPC code at BER is equal to 10-

5 with which N=96, and K=48, and coderate is 1/2. 

Fig. 5.  BER performance of (N=96, K=48) LDPC codes for 
Mackay H-matrix and the suggested LDPC with SP algorithm 

 

 

 

Fig. 6.  BER performance of (N=96, K=48) LDPC codes for 
Mackay H-matrix and the suggested LDPC with Viterbi and 
SP algorithm 

5 Conclusion 
 LDPC code selected for the simulation has the property 
of N=96, K=48 and coderate is 1/2. Mackay LDPC code and 
convolutional code basis LDPC code are simulated for 
comparison. As expected, LDPC code we suggested in our 
paper shows better BER performance in a short-length LDPC 
codes. We analyzed and simulated the code with which N=96, 
K=48 and coderate is 1/2. As a future work, different length of 
LDPC codes should be studied and found. Then because of 
the property that many different coderate can be made from 
the mother code in case of convolutional codes, BER 
performance analysis is necessary for many different 
coderates. 
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Abstract: 

At the outset, I am to concentrate on the concepts of 
swarm intelligence and genetic algorithms, which 
enhance the scope of usage of cognitive networks. 
There are an ever-increasing number of wireless mobile 
nodes. This necessitates the instillation of an element 
of cognition at the mobile node. Here evolves cognitive 
network that can detect its operating wireless 
environment and learn how to adapt and evolve. The 
DARWIN THEORY of evolution-the basis for GENETIC 
ALGORITHM, models this evolution. The world is 
moving towards vastly higher bandwidth applications. 
The need for flexible and dynamic allocation of 
frequency bands opens the door for the novel SWARM 
INTELLIGENCE based approach. This satiates the thirst 
for bandwidth. The detailed approach for both the 
above concepts is mentioned by introducing cognitive 
chromosome and cognitive sub-network. A solution for 
the problem of re-initialization in cognitive sub-
networks is also proposed. 

Keywords:   Genetic algorithm, swarm intelligence, 
fitness measure, re-initialization, optimization. 

1 Introduction  

The emerging wireless technologies and their QoS 
(Quality of Service) requirements lead to dramatic rise 
in the demand for bandwidth. The frequency bands are 
allocated by selling access rights exclusively to users. 
According to Federal Communications Commission’s 
(FCC’s) report, only 15% to 85% of licensed spectrum is 

used, i.e. about 90 percent of the licensed spectrum is 
unused. Fundamental physical laws limit the 
availability of free spectrum .Spectrum scarcity is 
mainly due to the inefficient use of spectrum. Hence, 
the availability of free spectrum is limited.  The FCC 
unanimously agreed in November 2008 to open up the 
unused spectrum for unlicensed use. Cognitive 
network, an adaptive data network, has the potential 
to open up secondary or complementary spectrum 
markets. A cognitive network provides efficient 
utilization of spectrum and network resources and 
thereby provides competitive wireless services to the 
consumer. Cognitive Wireless Network technologies 
employ intelligent decision-making for finding 
unoccupied spectrum or channel. It dynamically 
reconfigures the networks and gets itself adapted to 
the available Networks. The dynamic reconfiguration is 
possible due to the autonomic multiplexing in cognitive 
networks [1]. Cognitive networks adopt the idea of 
coupling the network devices with sensors to sense 
network conditions and perform autonomously with 
the minimum possible user intervention. Cognitive 
networks exploit self-learning policy. The network 
elements observe the network conditions and then, 
using prior knowledge gained from previous 
interactions with the network, plans, decides and acts 
on this information. These actions are taken with 
respect to the end-to-end goals of a data flow.  In the 
modern communication networks, emphasis is laid on 
network centric goals rather than node based goals. 
The element of cognition organizes the network nodes 
to allow for cooperation and distributed reasoning and 
learning and achieving the required goals [2].
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2   Genetic Algorithm (GA) 
Genetic algorithm is an optimization algorithm 
that tries to imitate the evolutionary behavior of 
the living creatures [3]. The algorithm applies the 
rules of nature. Genetic algorithms (GAs) are 
algorithms rooted in biological functions like 
reproduction and evolution. Darwin’s theory is 
the base for these algorithms. 

Figure1A flowchart depicting GA 
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It involves all the methods described in Darwin’s theory 
like, selection, crossover and mutation. These 
algorithms are capable of exploring large solution 
spaces. The main concept behind genetic algorithm is 
trial and error [3]. The algorithms work best for 
centralized problems where the environment is well 
known. Hence, they can be used to achieve the 
required network centric goals [4].  
2.1 Explanation of the flow chart 
 
First we generate an initial population. we take the 
user’s QoS requirements. The initial population is 
generated according to the QoS requirements. The 
next step is evaluating fitness measure. It is calculated 
from a fixed set of formulae given in section 3.2. The 
third step is checking the condition of stopping criteria. 
The stopping criteria can be set according to our own 
decision. If time is a matter of consideration, then 
stopping criteria is set to some fixed number of 
generations. Stopping criteria can also be set as the 
time required to achieve the required result. 
Formation of new population takes place in three 
steps. 
 
“Selection” Genetic algorithms take a population of 
chromosomes using this genetic operation. Its purpose 
is to choose the individuals from the current population, 
which will go into an intermediate population. Only 
individuals in this intermediate population will be 
chosen to mate with each other. 
 
“Crossover”, it involves choosing two individuals to 
swap segments of their code, producing artificial 
"offspring" that are combinations of their parents. This 
process is intended to simulate the analogous process 
of recombination that occurs to chromosomes during 
sexual reproduction. There are two types of crossover. 
Single-point crossover, in which a point of exchange is 
set at a random location in the two individuals' 
genomes, and one individual contributes all its code 
from before that point and the other contributes all its 
code from after that point to produce an offspring. 
Uniform crossover, in which the value at any given 
location in the offspring's genome is either the value of 
one parent's genome at that location or the value of 
the other parent's genome at that location, chosen 
with 50/50 probability [5]. 
 
“Mutation”, just as mutation in living things changes 
one gene to another, so mutation in a genetic 
algorithm causes small alterations at single points in an 
individual's code. 

 

 
 

Calculate fitness measure 

Is stopping 
criteria met? 

Formation of new                                 
population by: 

 

 

  

1. Selection 

2.Mutation 

3. Crossover 

Generate INITIAL POPULATION 
according to the user’s QoS 
requirements 

result 
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3.  Proposing a cognitive chromosome 
The genetic algorithms operate on chromosomes. A 
chromosome is the basic structure of the GA. The 
chromosomes represent a multi-dimensional solution 
search space. Chromosomes are comprised of numerous 

individual “genes”. Each gene represents different 
parameters. In our consideration we assumed a 
chromosome with six different genes namely data rate, 
error rate, bandwidth, operating frequency, signal 
power and modulation technique [6]. 

Table 1: The genes of a typical chromosome of our consideration- 
THE COGNITIVE CHROMOSOME 

 
DATA 
RATE 
 

ERROR RATE BANDWIDTH OPERATING 
FREQUENCY 

SIGNAL 
POWER 

MODULATION 
TECHNIQUE 

  

Table 2: A table showing the genes of the cognitive chromosome and the range of values of the 
genes and the encoding of the values in binary and decimal formats. 

 
 

DATA 
RATE 

ERROR 
RATE 

BAND-
WIDTH  

FREQUENCY POWER  MODU-
LATION 

RANGE 0-4Mbps 10^(-1) to 10^(-
16) 

0 to 8 MHz 0 to 40MHz -30dBm 
to30dBm 

given below 

NUMBER OF 
INTERVALS 

16  16 8 500 61 8 

VALUE OF 
INTERVAL 

250 Kbps 10^(-1) 1MHz 80KHz 1dBm given below 

DECIMAL 
VALUES 

0-15 0-15 0-7 0-499 0-60 0-7 

NUMBER OF 
BINARY  BITS  

4 4 3 9 6 3 

GENE WEIGHT 14% 14% 10% 31% 21% 10% 
Fitness Point 
value 

7 8 4 200 20 1 

    

Table 3: A table of the gene, modulation technique, with decimal values for each technique. 

DECIMALVALUES: 0 1 2 3 4 5 6 7 
MODULATION 
TECHNIQUE: 

BPSK  QPSK GMSK 16 QAM DPSK MSK  OFDM OOK 

 
3.1 Analyzing the cognitive chromosome:  
The proper representation of the chromosome will 
increase the performance of the GA by limiting the 
search space. The range of each gene is divided into 
intervals. Each interval is represented in two ways. 
Decimal representation and binary representation. The 
gene weight is found by dividing the number of binary 
bits needed to represent a gene by the total number of 
binary bits required. Let the fitness point value be ‘n’. 
To find an optimal value for a particular gene, the 
genetic algorithm considers n values in each direction 
of the user’s requested value. If the value of n is half the 
interval size, it will cover the whole search space. The 
fitness point value is generally approximated to the half 
the value of the interval size in order to optimize the 

solution. The fitness point value is taken as one for 
modulation technique because we cannot compromise 
on the modulation technique used. The modulation 
technique used is the same as the one requested by 
the user. 
The modulation techniques involve BPSK binary phase 
shift keying, QPSK quadrature phase shift keying, GMSK 
Gaussian minimum shift keying, 16 QAM quadrature 
amplitude modulation, DPSK differential phase shift 
keying, MSK minimum shift keying, OFDM orthogonal 
frequency division multiplexing, and OOK on-off 
keying. 
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3.2   FORMULAE USED IN 
DETERMINING FITNESS MEASURE OF 
THE GENES  
Let the absolute value of gene be ABS. 

ABS of a gene = (the value of our cognitive 
chromosome’s gene)-(the value of the gene requested 
by the user)                                                           (1) 

 
 FP=fitness point value 
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           (3)       

 
Total fitness measure of a chromosome=         

100-(sum of fitness measures of all the genes) (4) 
 

The selection process can be done by Roulette-wheel 
selection. It is a form of fitness-proportionate 
selection. The selection probability p(i) of an individual 
is proportional to its fitness measure f(i) [6]. 

 
�����#�$� � %�$�&' %�$�(

)*+                                  (5) 
 
p(i)=selection probability of  ith chromosome 
f(i)=fitness measure of the ith chromosome 
n=number of chromosomes 
Secondly, crossover is performed with a crossover rate 
80%. Thirdly, mutation is performed with a mutation 
rate 2%. This generates a new population. The stopping 
criterion is set either by limiting the number of 
generations or by limiting the process until we achieve 
the required fitness value. 
3.3  RESULTS: 
To achieve satisfactory results, the QoS requirements of 
the user should be within the specified range (given in 
the Table2). The above-mentioned process can be 
simulated in MATLAB. The QoS (Quality of Service) 
requirements (i.e., data rate, error rate, bandwidth, 
power etc.,) of the user can be applied on different 
possible sets of initial population. The fitness measure 
of each chromosome can be calculated using genetic 
algorithm toolbox in the MATLAB model. The graph 
of the fitness measurement can be plotted in MATLAB 
[6]. 
 

 
 
 
 
 
 

4   Swarm Intelligence: 
 
Have you ever been marveled by the brilliant motion of 
the flocks of birds that fly in a cooperative behavior and 
perfect synchronization? The underlying intelligent 
principle is the SWARM INTELLIGENCE [7]. Swarm 
intelligence (SI) is the collective behavior of 
decentralized, self-organized systems, natural or 
artificial [8]. The present networks employ 
‘fundamentally dumb’ sensors. ‘Dumb’ in the sense, 
they require a centralized server for the information 
processing. By extending the principle of swarm 
intelligence, in which every bird looks through the eyes 
of all other birds, to our cognitive networks, we make 
an ‘intelligent sensor’. We beneficially utilize the 
cooperation and coordination among all our ‘intelligent 
sensors’ for the effective spectrum hole detection 
[9][10].  
4.1   Advantages of swarm intelligence
1. Swarm intelligence matches the dynamic nature of 
the Cognitive network very well. 
2. A Secondary User is allowed to access a spectrum 
hole only when causing tolerant interference to the 
Primary Users working nearby on that hole. This 
protects the interests of primary users.  
3. The communications among the Secondary Users are 
not falsely recognized as Primary User signals, due to 
the synchronized spectrum sensing process.  
4. Due to flexibility, the swarms can quickly adapt to a 
changing environment. 
5. The swarm network is robust: even when one or 
more individuals fail, the group can still perform its 
tasks. 
6. Self organization: the group needs relatively little 
supervision or top down control. They have little or no 
centralized control. 
7. The subunits are effectively autonomous. High 
connectivity exists between the subunits [11]. 
8. Swarms are not goal directed; they react rather than 
plan extensively. 
9. Swarms are simple, with minimal behavior and 
memory. 
10. Control is decentralized; there is no global 
information in the system. 
11. Swarms can react to dynamically changing 
environments. 
12. Direct swarm interaction is not required [12]. 
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5   Particle swarm optimization (PSO) 
PSO is a versatile population-based optimization 
algorithm, in which population individuals are modeled 
as particles in the multidimensional search space.PSO 
is  inspired by nature. PSO is a computational method 
that optimizes a problem iteratively.  PSO is suitable for 
optimization problems that are relatively irregular, 
noisy, or dynamic [13]. The large numbers of members 
that make up the particle swarm make the technique 
impressively resilient to the problem of local minima.
 
5.1 Simplicity of PSO 
1. PSO is conceptually very simple. 
2. PSO can be implemented in just a few lines of code, 
requiring no operations more advanced than scalar 
multiplication [14]. 
3. PSO is utilized in many fields of optimization [15], 
[16].   
 
5.2   Comparison between PSO and GA: 
5.2.1 Similarities: 
1. PSO and GA do not require the objective function to 
be differentiable. Hence, they are suitable for cognitive 
networks.  
2. Both algorithms start with a group of a randomly 
generated population. 
3.  Both have fitness values to evaluate the population. 
4. Both systems do not guarantee success [17]. 

Differences: 
1. PSO is prone to premature convergence than GAs 
2. PSO does not have genetic operators like crossover 
and mutation.  
3. Particles update themselves with the internal 
velocity.  
4. PSO has memory, which is important to the 
algorithm.  
5. The information sharing mechanism in PSO is 
different from GA. In GAs, chromosomes share 
information with each other. So the whole population 
moves like a one group towards an optimal area. It is a 
one -way information sharing mechanism in PSO.  
6. In PSO, the evolution only looks for the best 
solution. All the particles tend to converge to the best 
solution quickly [17]. 

6  A swarm sub-network and its 
significance: 
A single swarm of particles represents the cognitive 
sub-network and the search within the sub-network is 
achieved through PSO. Each sub swarm in PSO has a 
fixed number of particles. The cognitive network is 
divided into several sub-networks, each searching in a 

different region of the spectrum. Information sharing 
within a swarm is global adopt the idea of coupling the 
network devices (often nodes with software defined 
radios) with sensors to sense network conditions a 
network that can perform autonomously with the
minimum possible user intervention. PSO starts with a 
single swarm and adds additional swarms as needed 
(all consisting of a predefined number of particles) 
 

6.1  Significance 
1. Multiple vacant bands can be found. 
2. As the cognitive sub–networks work simultaneously 
the overall processing time can be reduced. 
3.  Effects due to multi–path propagation can be met in 
a more efficient way. 
 

7 A problem in a swarm sub-network: 
Two different swarm sub-networks start their search. 
Their search proceeds in different directions. Maximum 
probability is that, their search leads to different 
frequency bands. However, there are chances that both 
the sub-networks may allocate the same frequency band 
to the secondary user. This leads to collision of sub-
networks. 
 
7.1  The Solution: 
The search space of our cognitive network is the entire 
RF spectrum .it is indeed a tedious and time-consuming 
task for a single network to search the whole spectrum. 
The only plausible option at our disposal is the 
cognitive sub-network. The requirement for a swarm 
sub-network is that the swarm sub-networks 
collaborate among each other and scan the frequency 
range simultaneously. If this collaboration is effective 
then several vacant frequency bands can be found.  
 
7.1.1 The present day solution 
This solution is based on the principle of exclusion [18]. 
It states that if two sub-networks collide there exists a 
competition between the sub-networks. Taking the 
help of the genetic algorithm the fitness of both the 
competing sub-networks is calculated. The sub-
network with the minimum fitness is reinitialized. Here 
minimum fitness implies maximum fitness measure.  
This is not a viable option. This solution poses a serious 
bottleneck to the whole process. 
 

7.1.2 The proposed solution: 
To plug in the bottleneck we consider the time based 
sharing of the allocated spectrum. In this method, we 
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consider the fitness of each swarm sub-network. The 
sub-network with the maximum fitness (minimum 
fitness measure) gets ‘more’ time compared to the one 
with the minimum fitness. The word ‘more’ here is a 
measure of the difference between the fitness measures 
of the two sub-networks. 
 
7.1.2.1 Drawbacks of present day solution 
The spectrum resources depend on frequency, time, and 
location. 
1. This method increases the search time. The search 
time is the time taken by a swarm sub-network to find a 
vacant frequency band. 
2. It decreases the probability of a successful search, 
posing a serious bottleneck to the whole process. 
3. This solution cannot cope up with the dynamic real 
world problems.  
 
7.1.2.2 Advantages of proposed solution 
1. There is no problem of re-initialization. Initialization 
is a crucial aspect for effective spectrum detection. A 
good initialization decreases the search time. A bad 
initialization leads to improper setup of communication 
[18]. 
2. It is suitable for dynamic real world problems where 
frequency allocation will change in time. 
3. It increases the probability of successful search 
because both the swarm sub-networks get a chance in 
time based sharing. 
 
8 Conclusion 
In this paper, we emulated the natural processes like 
genetic algorithm and swarm intelligence to our 
cognitive networks. We proposed a ‘Cognitive 
Chromosome’, a ‘Swarm Sub-network’, and an 
‘Intelligent Sensor’ in the cognitive network. We gave a 
detailed description of all the genes present in our 
cognitive chromosome. We solved the problem of 
collision between two sub-networks. Moreover, we 
proposed a solution to the problem of re-initialization as 
the time based spectrum sharing. There exists a large 
scope for future research in the cognitive field, which 
involves the intermingling of cognitive science and the 
wireless network technology. NOESIS, which is the 
essence of existence of we human beings, will surely 
succeed in making the cognitive networks ubiquitous in 
the nearby future. 
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Abstract—The basic idea behind intelligent transportation 

system is how to deploy vehicular sensor network that have 

many characteristic such as high computation power, enough 

storage space and mobile sensor node in order to design an 

effective and efficient architecture for data collection and data 

exchange. In this paper we will introduce an intelligent 

transportation system with new network paradigm to collect 

important information from the road environment based on the 

vehicular sensor network (VSN).  Data aggregate provides the 

drivers by valuable information in order to make the road safer 

and less congested. Our system framework consists of active 

vehicular sensor node, passive vehicular sensor node and sink 

node distributed according to the road segmentation for 

collecting data from active vehicular sensor node passing by, 

while active vehicular sensor node collect data from passive 

vehicular sensor node in their segment using multihop data 

harvesting. Our scheme aims to reduce broadcast storm and 

avoid collision. Finally, the simulation using the OPNET 

simulator shows the effectiveness of the proposed schema.  

Keyword- ITS, VSN, IVS, data harvesting, hybrid architecture, 

data aggregation. 

I. INTRODUCTION  

Significant advances in manufacturing technology equipment 

and the advent of Micro-Electro-Mechanical Switches 

(MEMS) has opened the way for the construction of 

intelligent sensor nodes which are able to perform three 

major functions: sensing, processing and wireless 

communication. These wireless sensor nodes are 

characterized by their intelligence, their small size, low cost, 

battery powered, and easy to install and repair. These features 

open doors to deploy WSNs in the future for a wide range of 

applications because it greatly expands our ability to monitor 

and control the physical environment from remote locations. 

An interesting field where the use of WSNs proves 

effectiveness is the field of Intelligent Vehicular Systems. An 

Intelligent Vehicular System (IVS) uses technological 

advances in computers and information technology to 

improve the efficiency of both new and existing vehicular 

systems.  

Vehicular sensor networks (VSNs) is a technology where 

sensors are deployed in the road side and in the vehicles to 

sense various urban phenomenon’s and transmit information 

for vehicular traffic control and monitoring. VSNs have 

different characteristic from traditional sensor network (static 

network), interns of mobility, computational, power supply, 

memory storage and reliability. Moreover vehicular sensor 

network VSN has a much more dynamic topology as 

compared to the static WSN. It is often assumed that VSN will 

move continuously in a random fashion, thus making the 

whole network a very dynamic topology. This dynamic nature 

of VSN is reflected in the choice of other characteristic 

properties, such as routing, MAC level protocols and physical 

hardware, beside this, dynamic topology of vehicular sensor 

network VSN, communication links can often become 

unreliable [1]. The previous characteristics allow deploying 

vehicular wireless sensor network to design intelligent 

transportation system. 

In this paper we are interested to design an optimal system 

architecture for such vehicular sensor network for vehicular 

traffic control and monitoring. several assumption have been 

made. First, we assume that vehicles communicate through a 

wireless interface, implementing a CSMA/CA MAC layer 

protocol that provides a RTS/CTS/DATA/ACK handshake 

sequence for each transmission. Vehicular sensor network 

adopt IEEE 802.11 as a cost efficient and widely deployed 

solution for network communication. IEEE 802.11p is a draft 

amendment to IEEE 802.11 standard to add wireless access 

in vehicular environment. It supports data exchange for 

vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) 

in the licensed ITS band of 5.9 GHz.  

The number of sink nodes that are distributed beside the road 

is very small in proportion to the number of vehicular sensor 

nodes. So, we assume that sink node has a relatively fast 

processor and a large storage device and has enough energy 
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resources. In addition, it has very large data base to store 

information from the vehicles. However, vehicular sensor 

node has lower storage space and low processor capability. It 

is assumed that each vehicle has unique ID to identify the 

vehicular node and included in each message sent. 

Finally, we assume devices participating in vehicular networks 

are highly mobile with a speed up to 30 m/s. But, their 

mobility patterns are predictable due to the constrained 

movement imposed by the road system and constrained speed 

imposed by speed limits, traffic conditions and signals. In fact, 

the mobility of vehicular sensors poses challenges to the 

communication system. Mobility undermines the reliability of 

communication and also causes the topology to continuously 

change. 

This paper focus on how to deploy WSN as an intelligent 

transportation system over effective and efficient architecture 

for data collection and data exchange allowing vehicle traffic 

monitoring and control. The rest of the paper is organized as 

follow. Section II provides a back ground and related work in 

vehicular sensor networks. Section V introduces the proposed 

scheme for data harvesting and dissemination. Section VI 

evaluates the simulation results conducted with OPNET. 

Finally, section VII concludes the paper. 

II. RELATED WORK 

Recently, there is a strong interest from researcher’s in 

deploying WSNs in VSNs in many applications that involve 

constraints related to the traffic conditions such as traffic 

monitoring and control, traffic estimation and monitoring 

parking. Some research focus in moving vehicles to enable 

wireless sensor communication between roadside and vehicle 

or between vehicles. These applications aim to make roads 

safer and less congested in order to save the time for people. 

It’s important to note that these applications encounter three 

types of communications [2]: 

 Vehicle-to-Vehicle (V2V) communication: vehicles are 

equipped with sensors in order to exchange information 

that is crucial to avoid severe situations like traffic jam 

avoidance. 

 Vehicle-to-Infrastructure (V2I) communications: 

information flow from vehicles to sensors installed on 

roadway infrastructure 

 Hybrid communication: uses both V2V and V2I 

architecture  

In [3] the author proposed a scheme based on the hybrid 

communication. Vehicles will send all their sensed data to 

infostations, where the data will be forwarded to 

corresponding infostation based on the infostations 

management area. Later, any vehicle requesting sensed data 

can request these infostation, which is more of an indirect 

form of vehicle to vehicle communication using relay nodes 

forming another type of data harvesting protocol. However, 

this technique requires installation of an infostation 

infrastructure, which can be very costly and complex. 

With the use of wireless sensor network, multiple sensory 

devices can be networked together to share geographically 

distributed information. In [4], the system consists of two 

vehicle sensory nodes that are placed on each side of a two-

lane road. These two wireless sensory nodes will send the 

collected data to the base node whenever a vehicle is 

detected. The road traffic monitoring system consists of a 3-

tier structure. The system is made up of the end-node tier, 

base node tier and lastly the PC tier. All data that is captured 

by the end-nodes will be forwarded to the base node. The 

base node will then perform pre-processing before 

forwarding the message to the PC for analysis. 

Communication via the PC to the end nodes is also carried 

out through the services of the base node using a star 

topology. The end-node tier is responsible for vehicle 

detection and gathering all the data from its onboard sensors.  

One of the biggest issues in realizing VSN is concerned with 

data harvesting which is a technique where sensors create 

data that summarize the characteristic of the data and send it 

to the target. In [5], the author proposed a novel multi-hop 

data harvesting (MDH) method for the V2I architecture.  

MDH have two scheme proposed for VSN. The MDH 

scheme using replicas (MDH-R) is proposed for requesting 

data from single sensor node, while data aggregation scheme 

is designed (MDH-RA) for cases when the request was made 

to a geo cast region. Many applications in VSN may require 

multi-hop data transmission to meet real-time constraints. 

The author see multi-hop data dissemination capabilities may 

become ideal for future researches in this area.  

VSNs come out as new brand of vehicular networks, whose 

propose is the real time gathering and diffusion of 

information. In [2] the author used a Clustering Gathering 

Protocol (CGP) that is across layered protocol based on 

hierarchal and geographical data gathering, aggregation and 

dissemination. The goal of CGP is to gather from all node in 

the vehicular ad hoc network in order to offer different kind 

ITS services, it allows telecommunication/service providers 

to get valuable information about the road environment in a 

specific geographical area, using V2V network to minimize 

the high cost links usability and base station to gather 

information from the vehicles  

III. OVER VIEW  

Our system framework is consisting of static road side node 

(sink node), and mobile vehicular sensors. Road side nodes 

are distributed according to the road segmentation for 

collecting data from mobile vehicular sensors passing by and 
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to exchange data about traffic condition. While mobile 

sensors on vehicles monitor the road condition and send this 

information to active mobile neighbors when they are close 

enough then to the road side sink node (see Figure 1). We 

focus on vehicular mobility, collaboration between mobile 

and static nodes, and information exchange among mobile 

cars. Mobile cars can gather latest information spreading on 

the map out of the reach of static node, whereas static node 

can gather information from more active cars coming across, 

where the connectivity between static and mobile nodes and 

also between mobile and mobile nodes are most likely 

meaningful and useful. 

 

Figure 1: Vehicular Sensor Architecture 

IV. ROAD SEGMENTATION  

The roads are divided into small segments. On each road 

segment, there are two road side node (sink node) located at 

the both ends of the segment, as shown in Figure.2. Usually, 

the road side nodes are placed on the roadside with different 

distances        based on the road environment to collect 

data from active cars passing by. So, cars can get the road 

condition before entering this segment; while vehicular 

mobile sensors, assisted by the mobility of the vehicles, can 

know the road information along their own path.  

The road is divided into   virtual segments with the different 

length (Figure 2). In each segment an active node is selected 

to gather data from all nodes in its segment, aggregate them, 

and send the result to the sink node.  

 

Figure 2: Road Segmentation 

V. PROPOSED SCHEME  

The proposed scheme consists of providing a feasible, 

efficient and robust vehicular sensor network framework to 

monitor road traffic and provide desired and reliable 

information for users, particularly for drivers in automobiles. 

In the context we decided to use active node based solution 

for the V2V dissemination. The scheme will be divided into 

three parts: Active vehicular sensor node selection phase, 

data harvesting/dissemination phase, and the data sharing 

phase. 

ACTIVE VEHICULAR SENSOR NODE SELECTION 

PHASE 

Every road segment has two such sink near the ends. Every 

vehicle enter the segment will send hello message to the sink 

node at the beginning of each segment containing the vehicle 

ID. Then, the sink node will store this information in the data 

base. Using this information, the sink node will create an 

active node based on two parameters as threshold; the 

maximum number of vehicles (passive nodes) detected in the 

road, and the elapsed time. 

First, the sink node stores the data about each vehicle entering 

the segment until reaching the maximum number of vehicles. 

Second, the sink node will choose one of these car’s randomly 

to be an active node by broadcasting control information as 

request including the ID of the vehicle. When collecting this 

request, the other vehicle nodes (passive nodes) identify the 

target node dedicated for forwarding their information. All 

other nodes must know the active node in their segment. To do 

so, the AVS will include its ID in the packet as new 

destination and then diffuse reply to the sink node which will 

be also received and processed by its neighbored vehicles. 

The mobility of vehicular sensor network can affect the 

topology of the network. Therefore, we also use the elapsed 

delay to control when the sink sends request to create an active 

node exactly before the group of vehicle leave the wireless 

range of the sink. This time will be calculated using the 

equation below. 

  
 

 
 

Where   is the distance that our wireless communication can 

support (IEEE 802.11), and   reflects the mobility of the 

vehicles which is the velocity of the vehicular sensor node. As 

a result, we need two counters in the sink node one for time 

and the other for the number of vehicles. So, in this way we 

guarantee that we create an active node for each group of 

vehicles.  
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Figure 3: Active Node Selection 

 

DATA HARVESTING AND DISSEMINATION PHASE 

A road segment can be congested, or free. When it is 

congested, it can be either heavily congested or lightly 

congested. Moreover, the traffic condition is changing with 

time passing. So, a simple but effective method is needed to 

represent the road condition. For a better delivery ratio and to 

reduce broadcast storms, a message has to be relayed by a 

minimum number of intermediate active nodes to the 

destination. To do so, nodes are organized on a set of 

segments, in which one node or more (active node) gathers 

data in its segment and later sends this data to the sink node. 

Segment-based active node solutions provide less propagation 

delay and high delivery ratio with also bandwidth fairness. In 

[4] the authors use a distributed clustering algorithm to create 

a virtual backbone that allows only some nodes to broadcast 

messages and thus, to reduce significantly broadcast storms.  

When the active node receives the data from the passive node 

originally holding the data, it will process it in store & forward 

fashion instead of sending directly to the sink node when the 

next sink node is far. Similarly, the passive node keeps the 

data in its memory during a parametric time, and waits for 

active node to be closest enough from it. An example is given 

in figure 4, where the node (F) cannot reach the active node. 

In this case, it will store its data till it reaches the active node 

or wait another active node. 

All nodes in the segment unicast their sensed data to the active 

node, using a mechanism similar to DCF (Distributed 

Coordination Function, presented in IEEE 802.11). 

 Each node wait a random bounded back-off time, 

 At the end of the back-off time, a node send a request to 

send to the active node, 

 The active node acknowledges the reception by sending a 

Clear to Send message, 

 The node sends its data to the active node. 

An example is shown in figure 4. 

 

Figure 4: Data Harvesting Model 

Passive vehicular sensor nodes will monitor the traffic 

condition by measuring the speed of the vehicle and send this 

data to active node in its segment.  The active vehicular sensor 

node will store the data message and count the number of 

vehicles in its segment, because it has limit number of 

vehicles. This data will be forwarded to sink node (   ) that 

is located at the end of this segment. In turn, the sink node 

      will send this data to the preceding sink node     that 

to update its data about traffic condition in this segment and 

floods it to new coming vehicles that wish to enter this 

segment.  

When the vehicle is going to enter a new road segment, the 

sink node at the near end will communicate with this vehicle. 

So, the vehicle can know the road condition of this segment in 

advance. There is no needs to place more sink node in the 

middle of one segment, because even if the vehicle get 

information at the middle of a segment, drivers still cannot 

change their direction or change the route trip. 

DATA SHARING PHASE  

In some areas, data traffic may increase dramatically due to 

many vehicles requesting for data at the same time. In this 

case, there is a high probability that more than one vehicle is 

requested to be an active vehicular node from the sink node  . 

When the active node reach its limit from the passive node due 

to the congestion that involve many vehicle in the segment, in 

this situation the sink node send request to create new active 

node to provides fairness which is very important in a sensor 

network where every node has to send its data. It also reduces 

significantly broadcast storms and thus avoids collisions. 

another case that we can have new active node when we have 

two groups of cars and there is a time between them and one 

of them reach the end of wireless communication range of 

sink     but the maximum number of passive node still not 

complete. In this case, the sink node will request new active 

node from the coming group based on time factor in order to 

ensure that each group have active node to send information to 

it. It can be seen from figure 5, when there are many vehicles 

have data to be sent about the traffic condition which means 
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congestion occurs on a specific segment.  In this case, the 

active node sends to the sink node   message in order to create 

new active node. 

 

Figure 5: Sharing Phase 

VI. SIMULATION 

The network topology was built in OPNET Modeler with the 

following design considerations. There are three scenarios in 

which we compare the traffic behavior based on congestion 

and active node availability. For the first scenario, we have 

one active node sidelined with 30 passive nodes and the 

second scenario deals with congestion by increasing the traffic 

generation by dramatically doubling the passive nodes. 

Finally, the third scenario involves a mitigation step from the 

sink by requesting an additional active node to accommodate 

the situation for this congestion.  

The environment for the research is set as, CSMA-CA with 

minimum back-off exponent set to 3 and having 4 as 

maximum number of back-off’s with channel sensed every 0.1 

seconds and operating in 2.4Ghz frequency band and the 

transmit power is set to 0.002, with ACK wait duration set to 

0.05 seconds for the participating active and passive nodes. 

First of all the traffic received at the active agent is of utmost 

importance to study the performance of the system. In figure 

6 the traffic received is indicated as in the three scenarios. 

When there is no congestion in the network the average 

traffic received converges to 4300 b/s which decreases to 

3500 b/s as soon as there is congestion in the network due to 

extra management and control information besides data 

traffic and finally having the additional active node will help 

in having more data traffic. Secondly, we will consider the 

delay incurred for transmission in the three scenarios, 

average values are considered to study the effect of 

congestion on the network. In this first scenario where we 

have just one active node the average delay is around 0.013 

seconds where as it rises to 0.014 seconds when congestion 

occurs with the inclusion of additional passive nodes in the 

network. 

 

Figure 6: Data traffic received 

After this the sink requests for an additional active node to 

corner out the increase in the delay and with the inclusion of 

this active node the load is distributed between the two active 

nodes hence decreasing the delay incurring at each node 

which is illustrated in figure 7. 

Finally, the delay to access media is shown in figure 8 which 

reveals the fact that without congestion in the network the 

channel was accessed on an average of 0.0014 seconds but 

with the inclusion of congestion the delay rises to a value of 

0.021 seconds approx. and with the second active node 

sharing the load reduces this value to 0.018 seconds which is 

in the desirable range. 

 

Figure 7: MAC delay 
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Figure 8: Media access delay 

So, in all we can say that including extra active node is only 

required in scenarios where the congestion in the network 

increases and this will distribute the load among the 

participating active nodes which are used for harvesting of 

the information to the sink. 

VII. CONCLUSION 

In this paper, a scheme for data harvesting and data exchange 

based on active vehicular sensor node is proposed.  We 

provide a collaborative hybrid method to deliver important 

information to particular drivers effectively. We use road side 

sink and vehicular sensor nodes to restore and exchange data, 

then we use OPNET simulator to study our novel scheme 

which illustrates that during the time of congestion in the 

network, it is better to have additional active node beside the 

old one and have many advantage as we see from the result. 
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Abstract

1
— The decoding of Low Density Parity Check 

(LDPC) codes through the iterative process of belief 

propagation presents practical challenges for designers 

looking for real time performance in communication systems. 

Due to the geometric and finite pattern nature endemic in the 

construction of LDPC codes, this paper proposes the use of 

Multi Layer Perception (MLP) feed forward artificial neural 

networks to replace belief propagation to achieve constant 

decoding times while retaining performance levels 

comparable to more traditional decoding methods. Due to the 

back propagation training method used for neural networks, 

and the requirement of showing the network every possible 

input output sequence it will ever see, this paper also presents 

a novel method of approaching long block length codes far 

larger than is otherwise possible to train neural networks for 

with modern computer hardware.  

 

Keywords – Neural Networks, Low Density Parity Check, 

Decoding algorithms, channel coding, communication theory 

1. INTRODUCTION 

 

IN the field of designing error correcting codes, two types 

of codes stand out as being able to achieve performance 

rates near the theoretical upper channel capacity limit laid 

out in the Shannon  theorem [1]. In the field of convolution 

codes, turbo codes with proper iterative decoding based on 

belief propagation can come within fractions of a dB of the 

limit. [2] And in the field of linear block codes Low Density 

Parity Check (LDPC) codes with sufficient block length 

also can achieve comparable performance arbitrarily close 

to this theoretical upper limit on binary symmetric channels 

[3]. The limitation of both of these types of codes is that the 

decoding is an iterative process to which performance is 

frequently tied to the number of iterations in the decoding 

process.  With sufficient iterations, the decoding algorithm 

can converge with maximum likelihood to what the original 

transmitted data was. The general rule tends to be, the more 

iterations, the closer to the Shannon limit the performance 

of each type of code can achieve. For real time 
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communications this poses a problem, because for many 

applications users will not tolerate the latency required to 

iterate through a long code, and from a engineering point of 

view a powerful floating point processor with sufficient 

memory must be dedicated to the decoding process of the 

Sum Product Algorithm (SPA), where the computational 

complexity is a linear function of the number of 1’s in the 

parity check matrix H [4]. Some research has been done 

with limited precision SPA, but the precision drops off for 

greater and greater quantization error [5]. For low signal 

powers associated with mobile devices which must contend 

with battery storage capacity and maximum efficiency 

requires that every clock cycle must be used to complete as 

much work as possible. A new method of efficiently 

decoding these signals at high, constant speeds has been 

proposed. The idea of using Artificial Neural Networks 

(ANN) for the purpose of decoding LDPC codes by itself is 

not a new idea, however one of the inherent limitations has 

always been the length of the codes being constrained by 

the length that is reasonable to train [6]. Using the inherent 

pattern recognition and generalization abilities of a properly 

trained neural network can enable constant time very high 

speed, non iterative LDPC decoding, with error 

performance levels on short codes approaching or even 

surpassing more traditional iterative belief propagation 

decoding methods.   

2. LDPC A BRIEF REVIEW 

To understand how errors are corrected with LDPC, first 

look at the highlighted row in Figure 1. As with all other 

rows in this particular parity check matrix there are exactly 

4 bits. These four bits for every valid codeword will have 

known parity.  

 

 

 

 

 

                            (1) 

 

As demonstrated in (1) the parity check matrix 
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Figure 1: H Matrix for (12,6) LDPC code 
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guarantees that the indexed values from the rows of the 

received codeword specified by the ones will have known 

parity. This is at the core of what the LDPC does to provide 

the decoder with a-priori information to allow error 

correction. To further this process and to allow for the 

exchange of information between rows, the highlighted 

column of Figure 1 demonstrates that the two rows share 

one common check value. Using a tanner graph one can 

verify that the smallest cycle in this H matrix is of length 3. 

The objective is that each row has no more than one bit in 

common with any other row to reduce short cycles in the 

connectedness graph. The example in Figure 1 only has two 

ones per column; however there is no specific number of 

1’s per row or column which makes a good code. Irregular 

LDPC codes have been shown to have better performance 

in certain situations [7]. The neural network approach 

proposed by this research allows us to deal with regular or 

irregular codes; however a new network must be trained for 

each new row with a different number of ones.  

As the proposed method discussed here breaks apart the 

H space into individual rows, where each row has n ones. 

Now since each row must have even parity that means there 

are      possible permutations of these values. Thus in the 

case of a row with     there are      valid codewords. 

Each sequence of which is separated by at least        

values. Since the neural network only has to be trained with 

     sequences it simplifies and expedites the training 

process. But more than simplifying it, this approach makes 

the training possible. It can be easily seen that with modern 

computer memory limitations it would be impossible to 

train a network with a data of binary length 100 bits, since it 

would have      permutations. Even in binary form this 

would require           GB of ram to store all the 

permutations of the training vector. And due to the so called 

curse of dimensionality, require such a large network as to 

be completely impossible to train or operate with any 

modern systems. 

3. MULTI LAYER PERCEPTIONS 

Artificial Neural Networks (ANN) of the Multi Layer 

Perception (MLP) are a class of feed forward neural 

networks, meaning they have no recursive or feedback 

connections.  As shown in Figure 2, they are constructed by 

interconnecting multiple summing blocks which each sum 

together some scaled version of the input. For the 

application of pattern recognition, the results of each 

summation gets multiplied by a nonlinear sigmoid 

activation function then feed to the next layer of perceptions 

where the same set of operations gets repeated. After this 

has propagated through several layers as shown in Figure 2, 

the signal reaches a probability based competitive layer 

which makes a decision about the likelihood that the input 

vector belongs to each possible class of valid outputs. 

 

These feedforward networks are ideally suited for pattern 

recognition [8], and have several major benefits which 

make them a great choice decoding signals. Their ability to 

properly classify inputs when presented with novel signal 

data means that even when corrupted with random noise, 

the neural networks can be trained to look past the signal 

errors and noise and find the underlying geometric 

relationship that defines the coded signal. The method of 

training the network, rather than having a static design 

provides another benefit for the purposes of codeword 

recognition. Being shown perfect versions of the signal, 

then having a gradient descent algorithm update each 

interconnecting weight in an attempt to iteratively find 

global function minima in the output space. Then being 

shown corrupted versions to allow the network to generalize 

itself to novel inputs better. This method allows the training 

to be done offline, iteratively approaching successively 

better and better network weight and bias configurations for 

network performance. Then when the network is online, the 

performance will be tied to the performance of the trained 

network. However MLP networks, unlike other algorithms 

used for pattern recognition, require no recursion or 

iteration to achieve similar performance levels online as 

other algorithms achieve. [9] 

  

4. FPGA NEURAL NETWORK PATTERN 

RECOGNITION 

 One major benefit of this approach can be seen in the 

lack of precision required by neural networks to achieve 

good results. The exact mathematical precision for the 

sigmoid activation functions is not nearly as important as its 

shape, so fixed point lookup tables can be used to perform 

what could otherwise be a computationally complex 

nonlinear transformation [10]. It has been shown that when 

using 16-bit fixed point math with VHDL synthesis tools 

for FPGA’s using the uog_fixed_arith library that 

performance of neural networks can be increased by 12x, 

and exhibit quantization error of only               for the 

bipolar range of [-8 8]. [11]  Also due to the manner in 

which the network is trained instead of programmed, there 

are many possible convergent points which will produce 

good results. This means that the network can be trained 

using fixed point weights which consist only of powers of 

two and sums of powers of two. This means that all the 

multiplications can be done with shift registers and 

Figure 2: Neural Network Structure 

356 Int'l Conf. Wireless Networks |  ICWN'11  |



 

additions rather than requiring dedicated multiplication 

hardware [12]. This results in a network which can be 

implemented in a FPGA in a massively parallel fashion 

taking up no extra clock cycles for a CPU to accomplish 

near real-time decoding. This highlights the true benefit of 

the neural network approach, the ability to do the training 

offline, then to implement the trained network as dedicated 

logic registers. The referenced papers and texts provide 

proof for the reader that neural networks can be 

implemented effectively in this way. It is outside of the 

scope of this paper to implement and demonstrate the 

specific performance of this method, however the reader 

should be aware that through the work of others achieving 

this extreme performance is possible using the neural 

network approach. 

 

5. IMPLEMENTATION 

 Therefore this paper presents two different approaches to 

using neural networks for decoding. The first approach is 

for illustrative purposes and has been investigated before 

[13] for linear block codes. This technique is to train the 

network with all possible valid codewords. Being that this 

approach will only work for short codes, a second approach 

is proposed by this paper. The idea of training the network 

using the row based parity sequences endemic of valid 

LDPC codes, then allowing the belief about the state of 

certain bits to propagate through the network.  

The procedure for the first process is: 

 

1) Offline: With a linear block code of M data bits and N 

parity bits. Train a neural network where the input is a 

            channel output matrix, and the output is 

a         matrix of properly decoded values.  

 

2) Online: Feed the network input with each of the 

received noise corrupted vectors from the channel, and the 

maximum likelihood decoded sequence will be produced 

on the output.  

 

There are two drawbacks to this design. The first being 

the training being prohibitive for long sequences as 

discussed before. The second is referred to as the curse of 

dimensionality. This basically means that the number of 

multiplications and additions performed by a feed forward 

network is given by:  

 

            

 

M = Data Bits 

N = Parity Bits 

H = Number of Hidden Nodes 

 

As the number of data bits grows, the number of hidden 

nodes must grow proportionally for the decoding 

performance to stay constant. Accordingly the number of 

multiplications can grow to the point of inefficiency quite 

quickly. 

  

As a hypothesized alternative which removes these 

limitations, this paper proposes the following alternative 

process:  

 

1) Offline: Determine the number of ones    in each of 

the i rows of the H matrix. 

 

2) Train individual networks for each unique   .   

Ex: if a LDPC has 6 rows with 5 ones each  and 2 

rows with 4 ones each, two unique networks, one for 

5 ones and one for 4 ones are necessary  

 

Figure 3: Full Proposed Decoder Arrangement 
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3) Online: Encode and transmit the LDPC vector through 

the channel as normal. On the receiving end rearrange the 

received vector from the channel into the shape of the 

encoded H space.  

 

4) Feed each row of the received vector through the 

correctly sized neural network. 

 

5) The output Y will now be the  size            vector 

of likelihoods that the given input sequence belongs to 

each of the        possible sequences. Multiply the 

           likelihood output sequence by the             

matrix of all possible valid sequences. This will generate 

the probabilistic        values to fill back into the    

positions from the current row of the H matrix. 

 

6) Sum each column to update the likelihood of each bit 

with the knowledge passed from each other common 

column bit. 

 

The arrangement of these steps is shown in Figure 3. 

 

 

6. RESULTS 

In Figure 4 it is shown that several different neural 

network structures haven nearly indistinguishable 

performance to the Sum Product Algorithm. Once the 

network can be shown every possible input / output 

sequence, the decoding performance will achieve maximum 

likelihood. However because of the limitations discussed 

earlier this approach only works for very short codes.   

 

Figure 5 shows the performance of the proposed 

alternative method. While it can be seen that the BER 

performance isn’t up to par with the SPA approach, this 

demonstrates neural networks can decode the DVB-S2 

standard (64,800, 32,400) LDPC code, which would as 

discussed earlier be completely impossible with modern 

hardware without using this approach.   

 

7. CONCLUSION 

Despite the lack of complimentary BER performance for 

the method this paper has proposed compared to SPA 

decoding, the concept that a neural network can be used to 

decode a much longer code by identifying substructures 

which can be individually and independently decoded has 

been verified. Performance levels could be improved if the 

identified substructures were uncorrelated, since it is 

assumed that it’s the correlation between various sub 

elements which prevents the performance from improving 

any more with a greater number of ones in each column. 

Further research is needed to improve the performance 

levels of this method. This paper has presented a starting 

framework from which to build a better performing neural 

network decoder which can approach substantially longer 

LDPC codes than was previously possible.  
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Abstract—Pervasive healthcare promises to support the desire 

of many elderly for independent living and at-home care. This 

paper presents the CARA (Context Aware Real-time Assistant) 

system whose design goal is to provide a pervasive real-time 

intelligent at-home healthcare solution. While this is the goal it 

is recognized that current practice and current user 

requirements of both the subject (such as an elderly person) 

and caregiver (such as a medical consultant) may differ from 

our ultimate goal. Recognizing this, we have built a solution 

that supports scenarios of use of CARA other than as a fully 

automatic pervasive healthcare solution. In this paper we 

describe a scenario where the full wireless medical BAN (body 

area network) is used remotely under supervision, and 

supplementary continuous monitoring of the patient is done in 

a non-intrusive way via a movement sensor. This movement 

monitoring is integrated with the CARA system and can make 

use of CARA’s intelligent analysis as well as its recording and 

playback facilities. While this scenario does not use the full 

capabilities of the CARA system, it provides a less disruptive 

introduction to the technology for an elderly person, and leads 

easily to incremental incorporation of the technology. The full 

CARA system has sensors to continuously measure 

physiological signals, and it can either store the data on a 

server or stream the data to a remote location in real-time. 

Implementation as a rich internet application means that it is 

available to a remote caregiver just using any web browser 

that has the standard Adobe Flash plug-in. Thus the CARA 

system can be accessed on any internet-connected PC or 

appropriate smart device. The results of experiments are 

presented that illustrate the effectiveness of the system in 

analyzing a patient’s movement, and its performance over the 
internet. 

Keywords- Pervasive Healthcare, Data Review, Remote 

Monitoring, Movement Monitoring, Rich Internet Application 

I.  INTRODUCTION  

Healthcare systems are challenged by a rapidly growing 
aging population and rising expenditure. According to the 
U.S. Census Bureau [1], the number of people over the age 
of 65 is expected to hit 70 million by 2030, having doubled 
since 2000. Healthcare expenditures in the United States 
were projected to rise to 15.9% of the GDP ($2.6 trillion) by 
2010. This challenge calls for a major shift of healthcare 
from a traditional clinical setting to an at-home  patient 
setting, which can reduce healthcare expenses through more 
efficient use of clinical resources, earlier detection of 
medical conditions and proactive management of wellness. 

One proposed solution to the current crisis is pervasive 
healthcare[2]. The wide scale deployment of wireless 
networks will improve communication among patients, 
physicians, and other healthcare workers as well as enabling 
the delivery of accurate medical information anytime 
anywhere, thereby reducing errors and improving access. At 
the same time, advances in wireless devices such as 
intelligent mobile devices and wearable sensors have made 
possible a wide range of efficient and powerful medical 
applications. Our solution is based on the CARA pervasive 
healthcare architecture. The architecture supports various 
scenarios of use that are discussed later. The main 
components of the CARA system are: 

1. Wearable Wireless Sensors. 
 A key component of the system is a BAN (Body Area 

Network, i.e. a portable electronic device capable of 
monitoring and communicating patient vital signs), and this 
includes medical sensors such as the ECG, SpO2 meter, and 
temperature sensor. The BAN plays a central role in health 
monitoring and in the emergency detection functionality of 
the system. 

2. Non-intrusive Movement Sensor. 
      A smartphone with a gyroscope and accelerometer is 
used as a non-intrusive alternative to the BAN for movement 
monitoring. This can provide valuable information regarding 
an individual’s functional ability and general level of daily 
living activities. 

3. Remote Monitoring System. 
This is responsible for remotely controlling the BAN and 

continuously measuring physiological signals of the elderly 
through the BAN and internet connection. A web camera is 
integrated to this application that may be used for monitoring 
and for interaction between the elderly and the caregiver. 
Furthermore, real-time data obtained from the BAN are 
recorded on the server for further reviewing and analyzing. 

4. Data & Video Review System. 
This is designed for the medical consultant or caregiver 

to review the data previously collected from the elderly in 
case s/he might be not available for real-time monitoring. 
This application not only can present the recorded data in 
graphical form but also allows the consultant to play the 
recorded video of the monitoring session along with 
synchronized playback of the associated real-time sensor 
data. 

5. Healthcare Reasoning System. 
This is implemented by a Windows Workflow Rule 

Engine, and applies simple medical rules, appropriate for the 
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individual, to real-time data that is received from the vital 
sign sensors. 

II. INCREMENTAL USE OF CARA  

The CARA system can be used in different ways, varying 
from fully automatic real-time at-home monitoring of patient 
vital signs resulting in automated response, to use as a non-
automatic assistant for remote real-time consultation by a 
specialist. While the fully automated system is the ultimate 
goal, it is recognized this may be too disruptive initially for 
both patient and caregiver. Healthcare is about more than just 
immediate application of the most advanced technology. 
Recognizing this, we have built a solution that focuses on an 
incremental introduction of CARA as a pervasive healthcare 
solution. This solution supports a scenario where the wireless 
BAN is used under supervision (using a two-way video link) 
during a real-time interactive session with a remote 
healthcare specialist. This use of CARA is over a short 
interval of time and is fully supervised with guidance for the 
patient in the wearing of the BAN and the use of the 
interactive system. It makes effective use of time for both the 
specialist and remote patient, and furthermore a facility in 
CARA to record both video and associated sensor data 
streams allows the session information to persist. 

This restricted use of the CARA system is also important 
from a number of viewpoints. An inherent problem with all 
wearable wireless small sensors is noise of various kinds, 
and this results in data errors. The real-time visual 
monitoring along with the sensor recordings allows the 
consultant to disambiguate erroneous readings from 
significant readings. Furthermore, it avoids the medical, legal 
and social issues associated with introducing new models of 
healthcare, and instead is an alternative, less-disruptive 
approach. This use of the system provides an immediately 
practicable solution that respects current healthcare practice 
and the experience of both patient and caregiver, and leads to 
incremental incorporation of the technology. 

While this use of the CARA system is useful, there may 
also be a need to continuously monitor a patient during 
normal daily activities. While ultimately this would be done 
be the wearing of a BAN, a less disruptive initial scenario is 
the monitoring of patient movement using the sensors 
available in a commercial smartphone. This is more 
immediately acceptable, and, by integration with the CARA 
system, it can make use of the sophisticated analysis and data 
management capabilities of that system. 

III. RELATED WORK 

Recent advances in sensor technology and wireless 
networks allow long-term unobtrusive health monitoring in a 
post-hospital residential environment. By integrating 
wearable physiological sensors and environmental sensors 
using wireless networks, a wireless health care system can 
provide continuous monitoring of patients' vital signs (e.g., 
blood pressure, pulse oxygen, etc) and their environments 
(e.g., temperature, humidity, etc), which makes pervasive 
computing in healthcare [3] become feasible. 

As a result, sensor-based remote monitoring system 
becomes an active research area [4], [5], [6]. 

Bentsen et al. [7] develop the Open-Care Personal 
Communication Device (OCPCD) which is an extension of 
the Open-Care Service Engine infrastructure in the shape of 
a mobile wrist or neck-born device for monitoring users vital 
signs and activity-level while not at home. It also provides 
fall detection by integrating with an external fall detection 
module. 

Sordo et al. [8] present the state of the art in intelligent 
pervasive healthcare applications and the corresponding 
enabling technologies. They discuss pervasive healthcare 
systems in either controlled environments (e.g., health care 
units or hospitals), or in sites where immediate health 
support is not possible (i.e. the patient’s home or an urban 
area).. 

Sweta et al. [9] present an architectural framework of a 
system utilizing mobile technologies to enable continuous, 
wireless, electrocardiogram (ECG) monitoring of cardiac 
patients. The proposed system has the potential to improve 
patients' quality of life by allowing them to move around 
freely while undergoing continuous heart monitoring and to 
reduce healthcare costs associated with prolonged 
hospitalization, treatment and monitoring.  

Capua et al. [10] present an original ECG measurement 
system based on web-service-oriented architecture to 
monitor the heart health of cardiac patients. The projected 
device is a smart patient-adaptive system able to provide 
personalized diagnoses by using personal data and clinical 
history of the monitored patient.  

IV. CARA SYSTEM OVERVIEW 

Advancements in internet technology have made possible 
innovations in the delivery of healthcare. Universal access 
and a networking infrastructure that can facilitate efficient 
and secure sharing of patient information and clinical data, 
make the internet an ideal tool for remote patient monitoring 
applications. 

An overall architecture of the CARA healthcare system is 
shown in Figure 1. At the core of the system is the user, also 
referred to as the “subject” (in a research environment) and 
as the “patient” (in a clinical or therapeutic environment). 
The user’s vital signs are monitored by different kinds of 
sensors within a wireless BAN, and are amplified and 
converted to digital signals. All measurement data gathered 
by the base-station are then transferred to a gateway (often a 
PC or a smart phone). The communications links used 
between the BAN and the personal server will vary 
according to circumstances. 

A real-time classification system for the types of human 
movement associated with the data acquired from 3-axis 
accelerometer and gyroscope sensors has been implemented 
on the gateway. It distinguishes between periods of activity 
and rest, recognizes the postural orientation of the wearer, 
detects events such as sitting/lying and falls. Monitoring of 
movement and different postures involved in the daily 
activities of older persons who are living alone may help to 
identify persons at risk of falling or who have fallen. Such 
ability may also allow a better assessment of activities of 
daily living and the effects of treatments, and progress of 
medical conditions. 
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The gateway connects over the internet to the CARA 
server which provides sensor data services.  An Adobe Flash 
application running in the gateway publishes real-time sensor 
data along with live video streams to the CARA server. On 
the server side, data derived from the sensor data is stored in 
an implementation independent generic format (i.e. XML), 
and also kept in an embedded database. As a part of the 
system, the reasoning or rule engine is developed and 
deployed on the server-side as an intelligent agent; it is 
designed to help reactive decision-making on data alerts. The 

medical consultant logs into the flash application remotely 
and selects the appropriate patient. The application then 
provides the consultant with continually updating views of 
the real-time readings. Additionally, the consultant can 
record the session, and the system provides the facility to 
review the session by replaying from the server the recorded 
readings and synchronized video. The consultants can thus 
analyze the session and issue a clinical report containing 
their findings. 

 
Figure 1.  CARA system architecture 

V. CARA SYSTEM  IMPLEMENTATION 

The current CARA system prototype provides remote 
physiological signal monitoring using a medical BAN with 
on-demand video recording services, along with a data and 
video review functionality to assist diagnosis. The remote 
monitoring is able to provide continuous real-time 
physiological signal monitoring over the internet, and it is 
also able to send alarms when an emergency is detected. The 
on-demand video monitoring can be used to provide a live 
two-way video link supporting a fully interactive session 
between caregiver and patient. Additional movement sensors 
in a smartphone provide additional non-intrusive monitoring 
capabilities and these sensor readings are also integrated into 
the CARA system. All the sensor readings and video records 
are stored in the database on the CARA server so that the 
caregiver can review the data anywhere anytime. 

A. Hardware Devices 

The wireless monitoring devices which are the basis of 
the body sensor network are developed by the Tyndall 
Institute of University College Cork. The sensor platform is a 
generic 25mm×25mm module that has been deployed in 
applications ranging from medical measurement to 
agriculture. Table I shows the sensors we use. The base-
station module comprises an Atmel AVR Atmega 128 
micro-controller and a Nordic RF2401 Transceiver. It not 
only automatically receives the incoming physiological 
signals from the wireless sensors using synchronization 

messages, but also transfers the physiological data through a 
USB connection to the personal gateway. A web camera can 
be attached to the client when the live video monitoring is 
required. 

TABLE I.  SENSOR TYPES AND THEIR SENDING RATES 

Sensor type Sending rate(Bytes/Sec) 

Blood oxygen 200 

ECG 500 

Temperature 100 

B. Software Design  

The CARA system employs a multi-layered software 
infrastructure based on the features and functions at each of 
the network tiers. We use the Embedded C++ programming 
language to implement the physiological data sensing in the 
wearable sensors and the data transmission between the 
mobile wearable sensors and the base-stations. The base-
station is also developed in Embedded C++, and this 
software acts as the middle-ware of the CARA system. It 
receives sensor data from wireless wearable sensors and 
forwards them to the personal gateway. We use the windows 
operation system and Adobe Flex builder to develop the 
software application for the healthcare client. The client 
running on the personal gateway is able to collect the sensor 
data and transfer them to the CARA server in real-time. The 
CARA server is developed and deployed under the 
ASP.NET environment on the windows operating system. A 
built-in database and windows workflow rule engine provide 
the basis of the data management system on the server which 
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provides data services for the users. Data services include 
real-time remote monitoring and data review functions.  

VI. LOW-DISTURBANCE SCENARIOS AND THEIR 

IMPLEMANTION IN CARA 

As outlined above, a number of scenarios are supported 
by CARA, and these allow the incremental use of the system 
and thereby encourage the adoption of the technology. 

A. Real-time Remote At-home Monitoring 

This scenario involves real-time at-home monitoring 
under remote supervision by a caregiver. Real-time sensor 
data and video streams are generated by CARA and sent to a  
remote caregiver, who might be any suitable healthcare 
worker, specialist or non-specialist. It involves use of a two-
way video link whereby the patient and remote caregiver 
have direct views of each other. This is an important part of 
making this scenario low-disturbance and non-stressful, and 
thereby gaining acceptance for the technology. 

The Remote Monitoring System is designed as a web 
application using RIA (Rich Internet Applications) 
technologies. In traditional web applications, there is a limit 
to the interactivity that can be added to a single page. This 
often leads to delays, during which time users may get tired 
of waiting and doctors may waste valuable consulting time. 
With RIA technologies, the client computer and the server 
can communicate without page refreshes. In this way, web 
applications can support more complex and diverse user 
interactivity within a single screen. This allows real time user 
interaction, essential for our system. Adobe Flex can be used 
to build RIAs based on Adobe Flash, and it is estimated that 
over 90% of web users now have the Flash Player installed 
on their computers. The client application is implemented 
using Adobe Flex Builder and Microsoft Visual Studio tools. 

Once the wireless wearable devices are set up properly, 
the application starts receiving data from sensors through 
wireless communication. In the meantime, the sensor data is 
transmitted to the CARA server through Action Message 
Format (AMF) [11] protocol. The sensor data will also be 
published along with the video stream on the Flash Media 
Server (FMS) as metadata. (The Flash Media Server is a 
proprietary data and media server from Adobe 
Systems).Continuous monitoring is carried out by the 
caregiver remotely in real-time while the elderly is wearing 
the wireless monitoring sensors (See Figure 2).  

 
Figure 2.  Remote Monitoring Integrate With Live Video Application. 

B. Remote Healthcare Data Review 

An important use of CARA for the caregiver is the ability 
to record and review the real-time patient monitoring session. 
It is very convenient for the caregiver to record a monitoring 
session and then review both the video stream and associated 
real-time vital sign data at any later time. This plays a part in 
encouraging use of the CARA system, and is an incremental 
stage that leads on to the automated use of the system, where 
long-term at-home real-time vital-sign data may be reviewed 
by health professionals. 

The Data Review System supporting this scenario 
includes the sensor data review and video replay applications. 
The data review application allows the caregiver to analyze 
the full context of sensor readings in order to distinguish 
critical from non-critical situations. Clicking the review 
button on the main user interface brings up the data review 
interface and the caretaker is able to define parameters for 
reviewing the sensor data, for example: selecting patient 
profile; defining duration of data reviewing; setting data 
priority; choosing types of sensors. Once the caretaker sets 
up all these options, they can get the sensor data review chart 
shown in Figure 3. It shows the recorded sensor readings 
from the sensor database for the selected patient or a certain 
time period. The chart is implemented in Flash by using the 
amCharts API. It supports zooming and scrolling functions 
so that users can adjust the graph easily and analyze the data. 
A playback function is also integrated into the chart which 
enables the user to play the sensor data graph at any speed. 

 
Figure 3.  Sensor Data Review Chart 

The video replay application is designed for the caregiver 
to review the recorded patient's live video along with the 
associated real-time sensor data. This function is developed 
within the real-time remote monitoring system. Whenever 
the patient's live video stream is published on FMS, it is also 
recorded as a flash video file on the server. To distinguish 
the video file and to synchronize with the sensor data, 
several correlations of the video must be recorded into the 
database as well (e.g. video start time, end time, patient's 
information). An added functionality of the Data Review 
System is the ability to annotate the BAN data streams to 
highlight readings and situations that demand attention. This 
will allow a caregiver to add their expertise to the system and 
in this way allow the Healthcare Reasoning System to be 
improved and refined as more data is added and reviewed. 
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C. Automated Movement Monitoring 

This scenario is where the system is analyzing the real-
time vital signs and applying rules that identify critical 
patient conditions. In the more advanced use of the CARA 
system this will involve analysis of the real-time vital signs 
when the patient is wearing the medical BAN continuously. 
For the low-disturbance scenario considered here, rather than 
wearing the BAN the patient just has to carry a smartphone, 
and the CARA components that implement this scenario are 
the Movement Monitoring System and the Healthcare 
Reasoning System. 

The classification algorithm we used for movement 
monitoring is based on the previous study by Mathie et al. 
[12]. The determination of patient movement is based on the 
relative tilt of the body in space, called postural orientation. 
Movement classification is based on evaluating the subject’s 
tilt angle. A tilt angle is 0 to 60 degrees, is classified as an 
upright position; an angle of 60 to 120 degrees is classified 
as a lying position; a tilt angle greater than 120 degrees is 
classified as an inverted position. Following Mathie [12] a 
tilt angle between 20 and 60 degrees  is definitely sitting, 
whereas angles of 0 to 20 degrees  may be either sitting or 
standing, and therefore sitting and standing may sometimes 
be incorrectly classified. The detection of falls is based on 
the signal magnitude vector (SVM), defined as the root mean 

square of the accelerations in the x, y and z dimensions (xi, 
yi, zi): 

                                          (1) 
A threshold is determined based on the accelerations in the x, 
y, and z axes, using simulation of falls and stumbles. If at 
least two consecutive peaks are detected above the defined 
threshold then a possible fall is determined. A classification 
of possible fall is assigned to the current time period, and the 
CARA server will be notified of a potential safety threat. The 
server will receive the fall event data together with the 
complete signal for 30s following the event, and this can 
then be transmitted to the medical consultant.  

The Healthcare Reasoning System provides a general 
rule engine that can be tailored with different rules for 
different situations. It executes in real-time and can offer 
immediate notification of critical conditions. Some critical 
conditions may only be identified from correlating different 
sensor readings and trends in sensor readings accumulated 
over time. 

 

VII. SYSTEM EVALUATION 

A. Precision of Movement Monitoring System 

An evaluation of the test results involved comparing the 
movements classified by the system with the actual 
movements of the subject. A correct classification is 
recorded if the classified movement actually occurred during 
the appropriate time interval; an incorrect classification is 
recorded if some particular movement results in an 
unexpected classification. In this way, the accuracy of the 
system in correctly classifying the movements of the tests 
was determined(see Table II). 

TABLE II.  RESULTS OF MOVEMENT EXPERIMENTS 

Movement Task Tests Correct Accuracy 
(%) 

Postural 
Orientation 

StandSit 40 35 87.5 

SitStand 35 31 88.6 

LyingSit 28 26 92.9 

SitLying 30 28 93.3 

Fall Fall (active) 22 21 95.2 

Fall (inactive) 23 22 95.7 

B. Physical Performance 

Two experiments were conducted to test the CARA 
system’s physical performance. The first experiment is to 
evaluate signal quality between the wearable monitoring 
devices (WMD) and a basestation PC at different distances. 
We fixed the location of the basestation PC and tested 
wireless communication link quality at distances ranging 
from 1m to 15m from the WMD. We found that the closer 
WMD offered better transmission quality (see Table III). The 
signal to noise ratio (SNR) value was also affected by some 
obstructions such as doors or movement of the subject. 

TABLE III.  SNR VALUE OF THE WMD 

WMD Distance 

1m 7m 15m 

SNR(dB) 11 20 33 

The second experiment is to evaluate the impact of the 
potential delay of the network. We tested our remote 
monitoring system through localhost, intranet and internet 
respectively, and the results indicating data transmission 
delay in milliseconds are shown in Figure 4. The delay 
caused by internet latency is unavoidable under the current 
approach.  However, this delay does not significantly affect 
the working of this system. 

 
Figure 4.  Data Transmission Lag 

 

C. Security & Privacy 

Security and privacy issues are taken into account in the 
CARA system as well. Password control allows only 
authorized user to log in to the CARA system. Authority 
management is integrated into the system to achieve the 
privacy control, which means different users can access 
different functions of the system according to their 
authorities. For example, the medical consultant can view the 
patient profile while others cannot. Further work will provide 
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more precise control of various security functions in the 
CARA system. 

VIII. CONCLUSIONS 

The CARA pervasive healthcare system presented here 
provides an advanced technical solution for automated at-
home healthcare. It is recognized, however, such a change 
from current practice may be unacceptable, and incremental 
introduction of the technology may be the best path to 
successful use of the technology. Following this approach, 
the system supports scenarios where the wireless BAN is 
used under remote supervision for a real-time interactive 
monitoring session with a caregiver, and a scenario where 
the BAN is not worn and continuous automated monitoring  
is just based on sensors in the smartphone carried by the 
patient. While not using the full capabilities of CARA, these 
scenarios provide a non-stressful introduction of the 
technology, and gain acceptance for more advanced 
scenarios such as non-interactive, at-home automated patient 
monitoring using the BAN. 

Important aspects of the CARA system include: inter-
visibility between patient and caregiver; real-time interactive 
medical consultation; and replay, review and annotation of 
the remote consultation by the medical professional, where 
the annotation of significant parts of the multi-modal 
monitored signals by the medical professional provides the 
basis for the improving automated intelligent analysis.  A 
design goal of ubiquitous access has resulted in a web-based 
implementation that provides access and analysis capability 
on any internet-connected PC or appropriate smart device. 
The paper has provided an overview of the CARA system 
and scenarios of its use, and presented results of experiments 
using the system. 
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Abstract - NS2 is a discrete event simulator targeted at 

networking research. NS2 provides substantial support for 

simulation of routing protocols over wired and wireless (local 

and satellite) networks. NS2 uses TCL script for its front end 

and C++ as its back end [1,5]. NS2 is completely command 

based and one needs to create a TCL file for running any 

network simulation. Therefore, it’s very tedious for a user to 

go through all the syntaxes and semantics of the required 

commands. This paper presents the development of a new 

graphical network simulator named FlexiSim which is based 

on NS2 [1]. Additionally, in this paper we discuss the design 

of FlexiSim and the implementation of a routing protocol 

through it. FlexiSim remarkably simplifies the procedure 

involved in running the simulations on NS2, by providing an 

interactive and flexible environment to the user therefore 

making it user friendly. No simulator existed for the code 

generation of NS2 prior to the design of FlexiSim. The most 

important advantage of FlexiSim is that it is a simple 

simulator that can be used for performing simulation 

exercises of moderate complexity under realistic network 

characteristics. 

Keywords: FlexiSim, NS2, Wireless Networks, Simulation, 

Simulator Development  

 

1 Introduction 

  A network simulator is a software program that 

suggests the working of a computer network. In network 

simulators the network is modeled and it is generally used to 

analyze the performance. Using actual test bed by setting up 

routers, computers and data links may involve high cost and 

time. Simulators emulate the real world scenario therefore 

provide relatively inexpensive and fast way. A popular 

example of a network simulator is NS2 which is used in the 

simulation of routing protocols and it is heavily used in ad-

hoc networking research. NS2 is an open source model with 

online documentation. However, modeling is a very complex 

and time consuming task in NS2 since it has no GUI [1]. 

 In this paper, we report the development of a new NS2 

based simulator, FlexiSim, which is built to analyze different 

wireless protocols in a more flexible way. One of the major 

problems with simulating wireless networks on NS2 is the 

complexity involved in using NS2 [1]. It is extremely 

challenging for the user to first go through the complete 

working of NS2 [1] then write the protocol and topology. 

FlexiSim was developed with extensibility in mind. In this 

paper, we discuss, as well, the issues involved in the 

implementation of AOR-GLU [2] using FlexiSim. This 

serves to demonstrate a case of the use of FlexiSim to 

perform wireless simulations.  

 A variety of network simulators (e.g., GloMoSim [3] 

and OMNeT++ [4]) is already available and is widely used 

by the industry and the academia for various purposes. 

However, use of these simulators by a novice may turn out to 

be a tough job for him because of the perplexity involved. 

Since working with NS2 is not an easy task, a user has to go 

through all the commands and the available functionalities 

before simulating even a simple network topology. So the 

primary purpose of FlexiSim is to simplify this process, make 

it faster, flexible and more robust. Instead of memorizing all 

the syntaxes and semantics of the commands the user just 

needs to have a basic overview of the topology and the 

protocols, the TCL code [5] used to implement this 

simulation will be produced by FlexiSim. FlexiSim 

incorporates its own code verifying mechanism and checks 

for the validity of the input given by the user, thereby 

preventing the generation of erroneous code. It consists of 

various menu options through which the user can create new 

nodes, agents, applications, links etc and configure them as 

well. The application automatically generates the TCL code 

[5] for the input given by the user. When this code is run in 

this application, FlexiSim automatically calls NS2 which 

generates the trace (.tr) file [6] and .nam file [6]. These 

generated files are saved in the project folder and can be used 

later for further analysis. Once .nam file is generated the 

FlexiSim opens up the NAM (Network Animator) [6] and 

runs the file on it, so that user can visualize the simulation. 

Tracegraph, a free network trace analyzer for NS2 can be 

launched from FlexiSim with the help of which user can 

make scrupulous study of the results of the simulation. For 

FlexiSim to work, it is necessary that the target machine 

should be installed with ns-2.34 [1] and nam-1.14[6]. At 

present FlexiSim 1.0 is designed only for wired and wireless 

topologies (local). 
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 FlexiSim is developed on a Linux platform. Most of 

development was carried out on Ubuntu 10.04 [7], but the 

software was so designed that it could be run on all variants 

of Linux and UNIX systems. NetBeans 6.9.1 [8] development 

environment was used for rapid and organized development. 

NetBeans offered unparallel support for development and 

debugging in Java [11], the language used for development. 

FlexiSim is a standalone Java based desktop application 

which provides a GUI for NS-2 [1].  

 

Figure 1. FlexiSim screenshot 

2 Motivation 

  Before starting the development of FlexiSim we analyzed 

various available network simulators as mentioned above. 

Among them NS2 is the most commonly used and trusted 

simulator. Compared to its contemporaries, NS2 provides 

simulation for almost all types of wired and wireless 

networks [12]. But there is a major usability issue with NS2 

as it involves the use of two languages one is C++ for 

modelling the behaviour of simulation nodes and other one is 

oTcl script that controls the simulation and create network 

topologies.  

 FlexiSim was designed keeping in view the difficulty in 

employing NS2 for simulations. Firstly, before using NS2, 

user has to comprehend its working and he should have an 

overview of its architecture. Secondly, he has to learn TCL 

for creating network topologies and C++ for creating 

protocols [1,5,6].  

 In spite of these issues, NS2 is widely used for simulations 

because of its accuracy in simulating wireless networks. 

Therefore FlexiSim was designed to use NS2 at the back end. 

At the front end it provides user with a rich GUI where even 

a naïve user can perform simulations and get the same 

results as he would get by using NS2 [1]. 

3 Development of FlexiSim 

 
Figure 2. Interactions of FlexiSim with other programs 

 As mentioned above FlexiSim is developed with 

extensibility and scalability in mind. It was developed using 

Java [11] on Ubuntu 10.04 [7]. The design choices and the 

programming structure were also kept flexible and extensible 

to make the simulator easy to use. The simulator has been 

designed keeping in mind the problems the end users might 

face while writing the TCL code.  

3.1 Platform Overview 

 The simulator was developed using Java on Ubuntu 

10.04, but it is targeted for all the operating systems. The 

main reason behind choosing a Linux based platform is 

because of the NS2.34, NAM, and various trace analyzers, 

all of these are compatible with Linux [1,6,7,9]. 

 An object oriented approach has been followed to 

develop this software. The cause behind using Java is it being 

completely object oriented and platform independence. 

Because of the platform independence offered by Java later 

versions of FlexiSim can be made compatible with windows 

too. The whole project was developed on NetBeans IDE 

6.9.1. NetBeans provides a simplified development of the 

Java Swing Desktop application. It also has a Java Swing 

GUI builder (formerly known as "Project Matisse") which 

provides an interactive and rapid way of creating GUIs [8]. 

3.2 Code Organization 

  For the development of FlexiSim through Netbeans IDE 

[8] the code is distributed into various packages. The 

packages were formed on the basis of the functionality that 
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they provide. Each of them holds a set of classes pertinent to 

it. For Example, there is a package named FlexiSim.node. 

This package contains all the classes related to nodes. 

Likewise there are packages for other entities too.  

 

Figure 3. FlexiSim Package 

 As shown in Figure 2 there is a package called the 

FlexiSim View Package. This package contains the classes of 

all the entities that can be either created or configured 

through FlexiSim. For example, there is a class for creating 

nodes, creating agents and many more. All these classes call 

the object of TCL Writer class for writing the respective TCL 

code. In the TCL Writer class there are various methods for 

creation or configuration of each entity. As the user creates 

or configures any property of an entity the corresponding 

method in the TCL Writer class is called for generating the 

TCL code [5]. 

 Suppose the user is creating a node. When the user 

clicks the Create Node button, an object of the Create Node 

class in FlexiSim View package would be called. This object 

would take in the parameters associated with node and then 

it would call the Node Write method in the TCL Writer 

class. This method would write the TCL code with the 

provided parameters into the TCL file. Similarly it works for 

other entities too [5]. 

4 Simulation Development through 

FlexiSim 

 It is very easy to develop a network simulation through 

FlexiSim. In order to maintain the brevity of the paper a 

simple wired simulation is explained. In general, to create a 

wired topology the following steps are to be followed. 

1) Create a new project by specifying the project name 

and the project location. Also select the type of simulation to 

be created as wired. 

2) After the project has been created nodes are created. 

While creating nodes there are two options, either the user 

can create a single node at a time or multiple nodes can be 

created at one go. While creating nodes the user needs to 

specify the node names. 

3) Then links are created between the nodes that were 

made. The link type can be simplex or duplex link. Also 

properties of the link like bandwidth, delay and queue type 

need to be specified. 

4) Agents can be created at different nodes. While 

creating agents the agent name, type and the node on which 

it is to be created is specified. 

As an agent is created a new dialog automatically pops up 

regarding the application that is to be created. For application 

the name, type and its start and finish time are specified. 

Certain properties (if any) of application like packet size and 

bandwidth in case of CBR (Constant Bit Rate) are also 

specified. 

5) After the agents and the application are created, the 

agents can be connected. Whatever agents that were created 

are shown in the drop down box, and the user can choose the 

ones which are to be connected. 

6) Subsequently the events are scheduled. In event 

scheduling there are options for specifying the up-link, down-

link time of the links as well as the detach time of the agents. 

7) The various properties of the nodes such as routing 

protocol can be configured according to the requirements of 

the topology.  

8) The above steps successfully create a topology. The 

next step is to run the simulation. In the run dialog the 

running time of the simulation needs to be specified. 

 As the simulation is run, FlexiSim automatically calls the 

NS2 which in turn generates the trace (.tr) file and the .nam 

file in the project folder which was created in Step 1. 

FlexiSim then calls NAM which is used for the visualisation 

of the simulation. Also the tracegraph can be called to 

analyse the performance of the simulation [6][9]. 

5 Case Study 

  In this section, we show how FlexiSim was used to 

simulate a routing protocol such as AOR-GLU [2]. 

Intentionally many implementation details were provided, 

while maintaining the conciseness of the paper, so that the 

readers could use these ideas from the simulation study and 

simulate experiments using FlexiSim for solving their own 

problems. 

 A typical addition of any new protocol in NS2, through 

FlexiSim, starts with modifying few base files in the NS2 

installation folder. 
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5.1 Modification of NS2 Files 

 AOR-GLU [2] is an AODV [10] based protocol. To 

implement AOR-GLU [2] protocol in NS2 the existing 

AODV [10] protocol files are to be modified. 

 Apart from modifying basic protocol files to implement 

any protocol in NS2 [1] we need to modify NS2 [1] base 

files. The selection of the files and the modifications to be 

done in them are totally dependent upon the protocol being 

implemented. There is no standard as such suffice to which 

we can make the changes in the files. AOR-GLU [2] is a 

routing protocol for MANET and generally for implementing 

ad hoc based routing protocols some of the NS2 [1] files are 

required to be changed. 

 Once the protocol files and the above mentioned files 

are modified, NS is rebuilt to incur all the changes. To 

simulate the protocol a topology is created so that its 

performance can be analyzed. This analysis can be further 

used to compare the newly implemented protocol with the 

existing ones. 

 In the simulation 100 nodes were randomly distributed 

in an area of 500m X 400m. The node starting positions, 

destinations, and travel speeds were set random. Simulation 

duration was set to 150 seconds. 

5.2 Simulation Sequence of Protocol Through 

Flexisim 

 Use The implementation of AOR-GLU [2] protocol 

through FlexiSim is explained below in steps. 

1) For creating any new simulation or creating or 

modifying a protocol, through FlexiSim, firstly it’s required 

to create a new project. While creating a new project the user 

is prompted to fill the project name, choose its location and 

select the project type (i.e. wireless or wired). In this case we 

chose the project type as wireless. 

 

 

Figure 4. New Project 

2) After the project was successfully created, the Modify 

Existing Protocol (because AOR-GLU [2] is implemented by 

modifying the AODV [10] protocol) option, present in the 

Tools menu, was selected. This launched a directory chooser 

through which the location of the protocol to be modified was 

selected. By default the path of the directory chooser is set to 

that of the NS2 installation folder. 

After the protocol directory was chosen (in this case 

AODV) FlexiSim opened all the .cc and .h files, present 

inside the protocol folder, in different tabs. Along with these 

files the base NS files, which were to be modified as 

mentioned above, were also opened. 

 

 

 

Figure 5. Select Protocol Folder 

 

Figure 6. Opened Tabs 

3) The files opened by FlexiSim in various editable tabs 

were modified as per the requirements of the AOR-GLU [2] 

protocol. 

4) The project was saved so that the modifications are 

written in the protocol files. All the changes done in these 

files were performed in the copy of the original protocol 

which was present in the project folder. 

5) The MakeNS option was selected from the Run menu. 

This option cleans and then rebuilds NS in order to 

incorporate the modifications in NS2. During this procedure 

a backup of the existing NS is also created in the project 

folder and the original protocol files and NS base files are 

replaced by the modified ones [1]. 
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Figure 7. Backup creation in progress 

 

 

 

 

 

Figure 8. Clean and make operation in progress 

 

6) A topology with 100 nodes was created by selecting the 

New Node(s) option from Tools menu. 

 

 

Figure 9. Multiple node creation 

7) Configuration of the node was set using Node option 

from Configure menu. The following node configuration was 

set. 
Channel/WirelessChannel    ;# channel type 

Propagation/TwoRayGround   ;# radio-propagation 

model 

Phy/WirelessPhy            ;# network interface type 

Mac/802_11                 ;# MAC type 

Queue/DropTail/PriQueue    ;# interface queue type 

LL                         ;# link layer type 

Antenna/OmniAntenna        ;# antenna model 

50                         ;# max packet in ifq 

100                        ;# number of mobilenodes 

AODV                       ;# routing protocol                            

ON                         ;# agentTrace                        

ON                         ;# routerTrace                 

OFF                        ;# macTrace           

ON                         ;# movementTrace 

 

 

Figure 10. Node configuration 

Configuration of the node was set using Node option from 

Configure menu. The following node configuration was set. 

 

 

Figure 11. Set topography 

8) The position of the nodes was set randomly so as to 

distribute the nodes throughout the topography. 

 

 

Figure 12. Node position 

9) The movement of the nodes was set with random speed 

and destination. 
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Figure 13. Node movement 

10) Two agents, TCP and TCPSink, were created on two 

different nodes and a connection was established between the 

two. A FTP application was defined on the node with TCP 

agent where the start time was set as 10s. Later these two 

agents were connected. 

 

 

Figure 14. Creation of TCP agent 

 

Figure 15. Creation of new FTP application 

 

Figure 16. Connection of TCP and TCPSink agents 

11) Once the creation of topology was complete, the 

simulation was run by selecting the Run option from the Run 

menu. The finish time was specified as 150s. 

 

 

Figure 17. Run 

12) To further analyze the protocol the open trgraph was 

selected from the Run menu. The trace file for the above 

simulation was selected and subsequently the tracegraph [9] 

was launched. 

 

 

Figure 18. Selection of trace file for tracegraph 

 

Figure 19. Tracegraph of the above simulation between throughput and average 

End2End delay 

6 Conclusions 

 This paper gives a detailed explanation on design and 

implementation of a new NS2 based simulator, FlexiSim. 

FlexiSim is one of its kinds as it offers the user a flexible 

interface for creating topologies, creating new protocols in 

NS2 as well as modifying the existing protocols. FlexiSim 

not only makes easier for the user to run simulations on NS2 

but also provides them with a faster and effective way of 

doing this.  

 In the future we plan to automate the modifications that 

are needed in creating a new protocol and also make the TCL 

file code pane editable. For the better evaluation of protocols 

we plan to include the feature of comparison between the 

different protocols with the help of suitable trace analyzer 

FlexiSim is available on request on http://www.flexisim.org. 
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This website provides FlexiSim along with its manual and 

tutorials. 

7 References 

  

[1] The Network Simulator – ns-2, 2002.  

http://www.isi.edu/nsnam/ns/. 

[2] Chia-Chang Hsu; Chin-Laung Lei; “A Geographic 

Scheme with Location Update for Ad Hoc Routing” in 

Systems and Networks Communications, 2009. ICSNC '09. 

Fourth International Conference on vol., no., pp. 43-48, 20-

25 sept,2009. 

[3] GloMoSim. 

http://pcl.cs.ucla.edu/projects/glomosim/obtaining_glomosim

.html 

[4] OMNeT++,  http://www.omnetpp.org/ 

[5] TCL code, http://www.tcl.tk/ 

[6] NAM: Network Animator. 

http://www.isi.edu/nsnam/nam/ 

[7] Ubuntu. http://www.ubuntu.com/ 

[8] Netbeans IDE  http://netbeans.org/ 

[9] Tracegraph. http://www.angelfire.com/al4/esorkor/ 

[10] AA C. E. Perkins and E. M. Royer. “The  ad hoc on-

demand distance vector protocol,” in Ad Hoc Networking, C. 

E. Perkins , ed. Addison-Wesley, 2001, pp. 173-219. 

[11] Java, http://www.java.com/ 

[12] AA Mekni, M, Moulin, B., “A survey on Sensor Webs 

Simulation Tools”, Sensor Technologies and Application, 

2008, SENSORCOMM ’08. Second International 

Conference on , vol, no, pp. 574-579, 25-31 Aug 2008. 

372 Int'l Conf. Wireless Networks |  ICWN'11  |



Software Update Methods for WSNs 
 

Hay-young Jung1, Yeungmoon Kwon1, Byoungchul Ahn1, and Bruce Kim2 
1Dept. of Computer Engineering, Yeungnam University, Gyungsan, Korea 

2Dept. of Electrical and Computer Engineering,  University of Alabama, Tuscaloosa, AL, USA 
 
 

Abstract - With the rapid advance of semiconductor 
technology, it is possible to use high performance sensor 
nodes to many application areas. Today’s sensor nodes 
perform many functions at the same time and contain complex 
control programs. During the life time of sensor nodes, it is 
required to be reprogrammed their operations because of 
environment changes, control program bugs or update 
programs. To upgrade the control software of sensor nodes in 
WSNs remotely, this paper compares three update methods, 
which are the Many-Neighbors method, the Longest-Distance 
method and the Random selection method. Their performance 
is measured by upgrade times, the number of relay nodes, 
energy consumptions and error rates according to packet 
sizes. By the simulation results, the Many-Neighbors method 
shows 5 to 10 percent better performance than others. 160 
bytes or 192 bytes of packet size are fast update time and low 
error rates. 

Keywords: WSN, data relay, firmware upgrade 

 

1 Introduction 
  The performance and function of a node in Wireless 
Sensor Networks was very limited a few years ago. After 
sensor nodes were used until their batteries were exhausted, 
they were discarded without reusing or reprogramming. 
Typically sensor nodes for WSNs have been developed to 
reduce their costs and power consumption. With the recent 
rapid advance of semiconductor technology it is possible to 
implement high performance sensor nodes with performing 
many functions. Therefore they have very complex control 
programs without increasing its hardware cost. Also they can 
be reused again for different application areas. 

 It is necessary for sensor nodes to reprogram because of 
environment changes, control program bugs or program 
updates. In this case, a lot of costs and efforts are wasted if 
they are recollected or replaced them with new nodes. 
Therefore, it is required to reprogram their software remotely 
as far as they are reusable.  

 In this paper, software upgrade methods for sensor 
nodes are discussed and analyzed them to update efficiently. 

2 Related works 
 Many researches for WSNs are studied for low power 
consumption or data collection methods from nodes to their 
sink node efficiently. For efficient data transmissions, 
Intanagonwiwat et al. suggests direct-diffusion method[1]. 
But this research is focused on data aggregation and data 
transmission path. So it is not suitable for software updates 
since the data flow direction is reversed. For lower power 
consumption, Wei Ye et al. suggests S-MAC. S-MAC is an 
MAC level protocol using sleep cycle and clustering[2]. This 
protocol use periodic sleep and data bandwidth is very low. It 
can’t be applied for software data transfer since the data size 
of control software is much larger than that of the normal data. 

 Since control software contains execution code for a 
processor of sensor nodes, it is very important to maintain 
reliable data transfer. A method for reliable data transfer in 
WSN is developed for 1:1 communication such as S-TCP[3] 
and RMTS[4]. But 1:1 communication methods are 
inefficient to upgrade many nodes of WSNs. If these methods 
are used for re-programing sensor nodes of WSNs, each node 
must be updated first and retransmit software to another node 
one by one. Therefore it is necessary to develop an efficient 
upgrade method for sensor nodes with fast upgrade time and 
small data retransmission. 

 The direction to upgrade control software is the opposite 
direction of normal data transfer[5][6]. It is necessary to 
study for large data transfer from one node to many nodes 
efficiently. There are some researches about upgrades for 
sensor nodes. But they are focused on system management, 
not an upgrade itself [7]. 
 

3 System Model 
 All sensor nodes of WSNs are assumed to be the same 
model with the memory size and the same processor. It means 
that all sensor nodes use the same software version. And a 
distance between two nodes is the same and the location of 
nodes is fixed. 
. 

3.1 Data relay 

 When a sink node starts to transfer its software data to 
others, all nodes stop their sensing operation and switch to 
the software upgrade mode. The sensing operation mode is 
operating in low power consumption and each node transmits 
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its sensed data to the sink node. In case of software data 
transmission, data size is very large and must be transmitted 
very fast and continuously. If a node detects software data 
transmission protocol, it should switch the normal sensing 
mode to the software upgrade mode and prepare for software 
upgrade. When the node finishes receiving all software data, 
it requests lost packets to its source node. After lost data are 
received again, the node reprograms its own flash memory 
and restarts its operation again. After reprogramming, the 
node may relay software data to other nodes. But it is not 
necessary for all nodes to participate in relaying software to 
another node in WSNs. Only a few nodes relay software data 
to other nodes. It is very important to choose relay nodes 
because of overall performance. 

 Fig. 1 (a) shows a data relay model when nodes are 
placed in-line. Black nodes in Fig. 1 (a) represent nodes that 
participate in relaying software data. And the most left black 
node is the start node. In Fig. 1, “r” means radio radius.  All 
relay nodes are placed in multiples of radio radius of the 
location. The other nodes only receive software data and 
reprogram themselves. So the number of relay nodes, N, is 
calculated by Equation (1). 

 

nodelast   theand nodestart    ebetween th distance a is 

node a of radius radio a is 

l

r

r

l
N 





 (1) 

 If nodes are placed in line, the number of relay nodes is 
proportional to the distance of the start node and the last node. 
But in real WSNs, each node is located on 2-dimensional 
plain rather than in line. Fig. 1(b) and Fig. 1(c) show software 
data relay nodes that are located on 2-dimensional plain at 
each step. If a node is located on the boundary of radio radius, 
it is the ideal software update. So the total number of relay 
nodes, N, is calculated by Equation (2). 
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 The minimum number of relay nodes is calculated by 
Equation (2). To upgrade all nodes in the field at least N 
nodes should participate in relay operation. When the start 
node is located in the corner of WSNs, Equation (2) is 
acceptable. If the start node is located in the center of WSNs, 
the number of relay nodes, N, is increased up to four times. 

 

3.2 Power consumption and time to upgrade 

 The power consumption of relay nodes is calculated by 
the sum of receiving data and transmitting data, and is 
calculated as below. 

  data firmware of  sizethe is file_size

rateerror ontrasnmissiise

node relayingby  consumpedenergy  the is nsJ
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 In Equation (3), Jnr and Jns are the power consumption 
of receiving data and transmitting data to other nodes.  

 
Some nodes located in duplicated radio area are 

received a few multiple times of data size of software data. 
Therefore, the total energy consumption of all nodes is J in 
Equation (4). 
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 In Equation (4), all parameters are fixed except e and N. 
It is very important to reduce transmission error and the 
number of relaying nodes.  

 The time to upgrade all nodes of WSNs depends upon 
the step count of relay. The time is calculated by Equation (5). 
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       (5) 

 From Equation (5), the update time depends upon relay 
step count, d, and transmission error rate, e. If all relay nodes 
send software data to other nodes at the same time, they make 
a lot of collision or interference by radio signals and the 

Fig. 1. Data relay model
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transmission error rate is increased. It is necessary to prevent 
all nodes from relaying data at the same time in each step. To 
reduce energy consumption and upgrade time, it is very 
important to select a relay node at each step. 

 

4 Relay procedure and simulation 
 In this section, a relay procedure to transmit software 
data is described. Simulation results are discussed. 

4.1 Relay procedure 

 It is very important to reduce the number of relay nodes 
and prevent neighbor nodes from retransmitting data at the 
same time. As soon as a relay node transmits software data, it 
should select the next relay node to propagate the software 
update operation. 

 If the next relay node is located on the boundary line of 
radio radius of the present relay node, it is the most effective 
next relay node. But in real WSNs, there are a few nodes on 
the boundary line of radio radius. It is hard to recognize if the 
nodes are located on boundary line of radio radius. Selection 
methods of relay nodes are carefully considered. 

 The software transmission protocol has two steps. The 
first step is pre-transmission step. A relay node should know 
the status of all neighbor nodes before it starts sending 
software upgrade data. All neighbor nodes broadcast their 
status to the relay node periodically in the first step. The 
status data includes software version information, the number 
of neighbor nodes and the node status. 

 The next step is to receive software data and update it. 
Before the relay node starts to send the software data, 
neighbor nodes respond by sending a “receive-start” message. 
And neighbor nodes start to receive the software data and 
store it to their memory. After data transmission, neighbor 
nodes must request the relay node to retransmit lost packets. 
After they finish receiving the lost packets, they reprogram 
themselves and send back “reprogram-done” message to the 
relay node. If a time-out occurs or it receives messages from 
all participated neighbor nodes, the relay node should select 
the next relay node from neighbor nodes and sends “relay-
start” message. 

 To select a next relay node, three selection methods are 
evaluated. 

 (a) Longest-Distance - A node is located at the longest 
distance from the relay node.  

 (b) Many-Neighbors - A node has more neighbor 
nodes than others. 

 (c) Randomly selected node - A node is selected 
randomly by the relay node 

4.2 Simulation environments 

 NS-2 network simulator is used for the simulation. 100 
nodes are deployed in the field uniformly. The distance 
between two nodes is 40m and each node has a 60m radio 
radius. Radio bandwidth is 256Kbps and firmware file size is 
128 Kbytes. The energy consumption is 75.9mW to send data 
and 62.7mW to receive data. The time to upgrade a node is 
1.5sec. The start node is located in the left bottom corner. 
Three selection methods are simulated to compare their 
performances. 

4.3 Performance metrics 

 In order to evaluate the proposed models, following 
metrics are used. 

 (1) The number of relay nodes - Depending on the 
selection method of relay nodes, the number of relay nodes 
might be varied. It is the most important factor. 

 (b) Energy consumption - Since sensor nodes in WSN 
are operated by battery power, the energy consumption is 
important factor with total upgrade time. 

 (c) Total upgrade time to all nodes - This factor shows 
the effectiveness of software upgrade.  

 (d) Data loss rate - This factor shows the performance 
of each selection method 

 

4.4 Simulation results 

 The number of nodes that participated in relay is 
calculated by Equation (2). Sensor nodes in WSNs are 
deployed in rectangular. It is very difficult to calculate exact 
number of relay nodes. By Equation (2), the number of relay 
nodes about 37. Fig. 2 illustrates the number of relay nodes 
that participated in relay. In all case, the number of relay 
nodes is between 33 ~ 48. When a node is selected as a relay 
node by Many-Neighbors, the total number of relay nodes is 
the smallest. 

 The energy consumed by each node is calculated with 
Equation (3).  If there is no lost packet, error rate, e, is zero. 
Ignoring control and status packets, the energy consumed by 
each data receiving node, Jnr, is 257mJ. And the energy 
consumed by each relay node, Jns, is the sum of receiving 
data and transmitting data. The energy consumed by relay 
nodes, Jns, is calculated as 568mJ. The total energy 
consumption of WSNs is calculated by Equation (4) and is 
about 103.9J. Fig. 3 shows total energy consumption to 
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upgrade all nodes. When the size of the data packet is 160 
bytes, the energy consumption is low.  

Total time to upgrade firmware is estimated as 51.2 sec 
by Equation (5). This value is the minimum value. But in the 
real world, some additional time might be added such as error 
recover time, message wait time and so on. Fig. 4 shows the 
time to upgrade firmware to all nodes.  

 Fig. 5 shows the size of lost or missing data. When 
packet sizes are between 160 bytes and 256 bytes, data loss is 
very small. When the packet sizes are smaller than 160 bytes, 
nodes transmit data frequently and they generate so many 
collisions. And the collision affects energy consumption and 
total upgrade time.  

 

5 Conclusions 
 In this paper, three software upgrade methods are 
proposed by relaying data to sensor nodes in WSNs. The 
proposed methods are analyzed for the number of nodes to 
relay firmware data, energy consumption and upgrade time. 
These factors are simulated and measured by the several 
packet sizes. The performance evaluations are measured by 
update times, the number of relay nodes, energy 
consumptions and error rates by packet sizes. By the 
simulation results, the Many-Neighbor method shows 5 to 10 
percent better performance than other methods. 160 bytes or 
192 bytes of packet size shows fast update time and low error 
rates. 

 Through simulation results, the selection method of a 
relay node is very important and also the data packet size 
affects overall performance to update software. 

 

Fig. 3. Consumption of energy 
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Fig. 2. Number of relay nodes 

Fig. 4. Upgrade time 
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Fig. 5. Lost data size 
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Based on Boundary Location Technology to Separate 
 an Image Semi-automatically 
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 Abstract—the key audiences of mobile animation are those 

high school students, working youth population, etc. Their 

pursuit of new fashion, fresh and willing hands makes them 

like to change style frequently to get a pleasurable and a 

satisfactory time. This paper presents a semi-automatic way to 

achieve image fragment and synthesis for the creation of 

mobile cartoon characters. Based on such a technical sketch, a 

cartoon server may provide a software support to help user 

satisfy their willing on DIY and create a plenty of animation 

characters, then transmitted them from mobile to mobile.  

To deal with this task, the first and important step is 

locating a good boundary-line around the target area and 

separating it automatically, so as to get a sub-image. The 

second step is using a digital logical operation to synthesize 

the sub-image into a target image. At last, achieve a "grafting" 

effect. Moreover, apply pseudo-color on the synthesis’ to get 

a rather new fancy visual view. 

Index Terms—Mobile Cartoon, Digital Image Processing 

 

I. INTRODUCTION 

Mobile phone animation products currently include 

MMS, four cell phones comics, animation clips, and 

turn-based mobile games, etc. They are different from 

TV cartoon audiovisual works in three salient features 

[1,2]: First, it does not require large contiguous time. 

This feature just to meet those younger people living in 

the modern city, fast pace of life, large pressure of work, 

wish to enrich cultural life but have no continuous time 

to deal with. Secondary, The key audiences of these 

products are those high school students, working youth 

population, etc. Their pursuit of fashion, fresh and 

willing hands makes them very keen on change them 

self and others’ style to make funny. Third, those 

high-end entertainment products such as mobile video 
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and mobile game have highly requirements on mobile’s 

hardware performance, such as processor speed, 

memory size, color resolution, screen size, etc. and they 

are more expansive. On the other hand, MMS, four cell 

phones comics, animation clips, etc. are in lower 

hardware performance needs, of cause in lower cost, so 

it is prefer by most mobile users. 

This paper provides a semi-automatic way to 

realize image fragment and synthesis to create mobile 

cartoon characters. Based on this sketch, a cartoon 

server may provide a group of tools to help younger to 

satisfy his/her willing and to create many cartoon 

characters[3]. It is clear that, this is a new way on mobile 

users’ own DIY to create a plenty of funny characters, 

and transmit them from here to there to heighten 

interesting on mobile cartoon.  

To deal with this task, the first and important step 

is to realize a good boundary location. Then separate it 

automatically to get a sub-image, inside the boundary. 

And by add a digital logic operations merging the 

sub-image with another image and getting a "grafting" 

effect. Moreover, apply pseudo-color on the synthesis’ 

to get a rather new fancy visual view. 

II.  TECHNICAL COURSE 

A. Implement Boundary Location and setup marks 

A.1 prepare 

(a) Establish a temporary file F to store the gray-value 

),( yxg of each pixel of the original color image. The 

formula is: 

 RGBI 11.059.03.0 ++=  

Here R, G, B is the red, green and blue components 

of the original color pixel (x, y). 
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(b) Establish a mark file M to store the mark ),( yxm  

of each pixel for the original color image. And set every 

mark to "255" (as white) beforehand. 

(c) Establish an array A (the size is 256) for gray 

histogram to record the number of pixels that has the 

same gray value. For example, if there are 3564 pixels 

have a same gray value 134, so there 

is 3564]134[ =A .  

A.2. Calculate the best value as threshold hT  to 

find out a boundary 

(a) Count all pixels in array A and named as Sum. 

∑
=

=
255

0i
iASum , here iA is the number of pixels that 

has same gray value i . 

(b) With formula (1) to calculate the mean 10, tt MM  

and weight 10, tt WW  for different range 0~t and 

t+1~255 (here variable t may change from 1 to 254), 

∑
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             (1) 

(c) By select different variable t and compare the 

variance tδ on different range (0~t and t+1~255) to get 

a maximal tδ . This maximal variance is the best value 

for threshold.  

In this way, first, with formula (2) to calculate tδ   

2
0110 )( MMWW ttt −=δ                 (2) 

then, with formula (3) to get a threshold 

hT when tδ reach maximum.  

254,...2,1),max(, ==∇= twhentT tth δ  

                   (3) 

Here, the threshold hT  is a value calculated from 

program and user may modify this value to fit his own 

needs and get shorter or longer boundary-line. 

A.3. Compare the gray value of every pixel with 

hT in entire image. When one of the gray values is 

smaller than hT the program changes the mark of 

relevant point in file M to "0" (as black). 

A.4 Scan the entire map again to find all boundary 

points. When program discovers a "black" spot is 

around with at least one "white" adjacent point, then 

this point is marked as a "boundary point". With similar 

to the threshold hT , the "white" adjacent points is a 

modifiable parameter too. 

A.5 connect all boundary points to form a 

boundary-line 

 

B. Manually assist to demarcate a border 

When part of the boundary can not be set by 

program automatically or attempt to strip a body but it 

is not inside the border, in such case, manually assist is 

needed to demarcate a clear and closed border.  

For example, if the background of an image is in 

light gray and the cheek is in light yellow, so it is 

difficult for program to set a valid boundary between 

the cheek and background. Another example may take a 

person wears a dark jacket, although there are good 

boundary between the neck and coat, but if the needs 

for creation do not want include a necklace, in this case 

may require to locate a new boundary manually above 

the necklace and abandon the original closed border. 

C. Separate out the target area (inside the border) 

automatically 

There are two stages to finish a separate operation. 

The first stage is marking a square area just surround 

the target sub-image. It includes three steps as below: 

Step1. Scan the entire image from the very 

beginning line of whole image. When meet a line has 

boundary point firstly, this line is marked as a TOP line 
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of the cut-off sub-image. Scan line by line again till the 

BOTTOM line of the sub-image, which means no 

longer a boundary point below this line. 

Step2. Scan a line from left to right. When meet a 

border point on any column firstly, records it as a left 

border point (briefly named as LBP) of this line. Scan 

columns one by one again to find the right boundary 

point (briefly RBP).  

Step3. Turn to next line and do the same operate as 

step2 does, to find out all the LBPs and RBPs of these 

lines. 

The second stage is used to cut-off the target 

sub-image. It includes three steps as below: 

Step1. Set all lines, which are beyond of the 

boundary-line, before the top and behind the bottom 

line, to null (as "white"). 

Step2. Set all columns which are beyond of the 

boundary-line (left of LBP and right of RBP) to null (as 

"white"). 

Step3. Find out the most LBP and RBP (named as 

LBPest and RBPest). Move up and left according to 

TOP line and LBPest column. Cut off the image behind 

the BOTTOM line and RBPest column.  

Till now a target area is cut off from the original 

image (see Fig 2 below).  

D. Paste to a target image 

Our goal here is paste the cut-off sub-image to 

another image to achieve a "grafting" effect. There are 

3 steps includes in this stage: 

Step1: Define out a target area in the target image. 

Step2：Resize the cut-off sub-image as large as the 

defined out area above. 

Step3：Do merge operating with a digital logical OR 

(formula 4) to force the cut-off sub-image cover the 

defined out area. 

nullyxbnillyxayxa

nullyxbnullyxayxb

nullyxbnullyxayxa
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                 (4)

 

E. Pseudo -color rendering 

This is an additional stage of this scheme. It is 

based on region growing algorithm. The goal is make 

the merged image a rather new fancy visual view.  

Step1: Select a point inside the image as a seed. Usually 

a seed is one of the points inside the area which wants 

to be overspread to a larger area from the seed.    

Step2： Set a stack and push the seed into the stack. 

Step3：Check the gray value of the 8 neighbors of the 

seed. If the gray difference (between one of the 

neighbors with the seed) less than the pre-setting 

threshold, mark this neighbor as a new growing point 

and turn to step4. Otherwise, it is consider there is no 

new growing point here and turn step4 too. The range 

of pre-setting threshold is 0~255 and it may adjust by 

user in the program.  

Step4：If the stack is empty turn to step5, otherwise 

pop out a new point as a new seed and turn step3. 

Step5：Do render to the just grown area. The selected 

colorized color may chose from color table by user in 

this program. 

III CONCLUSIONS 

This scheme is designed to make the image 

separation and synthesis (similar to Magic Wand in 

Adobe PhotoShop) in lesser manual intervention and 

more arbitrary. We regret to say that no human 

intervention in image separation is unlikely to be done. 

Because the computer is difficult to predict the 

separation object of the operator’s mind. And in some 

shooting conditions obtained images, it is difficult to 

fully automatic separation. 
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In addition, although we can not say which kind of 

border positioning technology is used by PhotoShop's 

Magic Wand, but we can happily report: As in our 

program, a user can modify the threshold hT  and the 

number of "neighbors", so that the boundary location 

was more controllable, see Figure 1, it is some what 

better than PhotoShop's Magic Wand. And the results 

of sub-image cut off and pseudo-color rendering shown 

in Figure 2, 3.  

If you have any question or need the source code 

you are welcome to contact us with E-mail. 

The inadequacies of the paper want to be criticized 

and corrected. 

   

(a) This project          (b) Adobe Photoshop 

Fig 1 the effect compare on boundary location  

            

Fig 2 a separated sub-image  

 

Fig 3 a non-commercial results on image merging and 

pseudo rending 
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Abstract—This paper analyzes errors resulting from using free-
space and Hata propagation models for localization of MANETs,
in an urban environment using overlapping range maps. We
conclude that when range predictions exceed actual transmis-
sion range, significant loss of resolution can occur. A modified
localization technique is therefore proposed that replaces the
free space model or the Hata model with COST 231 Walfisch
Ikegami model, which better accounts for local terrain and lead to
more accurate position estimates. Also, compared to sophisticated
models like 3D raytracing, Walfisch Ikegami model is very less
computationally intensive and thus can be used in ADHOC
networks where resources are constrained.

I. INTRODUCTION

A Mobile AD-HOC Network (MANET) is made up of
nodes having wireless capabilities. One future scenario where
MANETs could be used is in the battlefield, where soldiers
would randomly deploy these wireless nodes as they moved
into a new urban or suburban area. The nodes are small
self-contained units with limited mobility that would organize
themselves to form a network for data communication. Ac-
curate position information is required for mobile nodes to
establish the most efficient communication paths possible. For
example, a mobile node that is aware of its position might be
able to move away from a nearby building to achieve lower
communication path loss with other nodes in the network.
This is critical due to their limited battery capacity and small
antenna size.

In rural areas, localization might be possible using GPS,
but in urban scenarios GPS signals are often severely affected
by narrow streets and tall buildings. Thus, usage of non GPS
localization is highly favorable.

Several such localization techniques have been described
in the literature [1], [2], [3], [4]. One methodology is the
range circle overlap method, where a flying ’anchor node’
periodically transmits its location, and ground stations estimate
their location by finding the overlap of received range circles
(see Fig. 1).

We begin this paper by analyzing how simple propagation
models such as the free-space model (FSM) can lead to
localization errors. Then we describe a modified technique
that uses more accurate yet computationally less intensive

Fig. 1. Range circle overlap method for MANET localization. Figure shows
’range circles’ from three transmitter locations.

propagation model such as Walfish Ikegami model (WIM) [5],
[6], [7].

II. LOCALIZATION ERRORS DUE TO INACCURATE PATH
LOSS ESTIMATES

FSM is a good choice for estimating path loss between
a high-flying transmitter and the ground node since no ob-
stacles exist to block propagation. Ground nodes located in
urban areas, however, would encounter signal blockage due to
nearby buildings. In particular, path loss estimates from FSM
and HM would become increasingly unreliable as the flying
anchor node moves closer to the horizon. In this section, we
investigate specific types of localization errors that can occur
when using FSM or HM range circles.

First, consider two hypothetical range maps as shown in
Fig. 2. ’True’ represents the actual maximum range from a
transmitter located at the center, and is illustrated by an ellipse.
This shows better propagation in the N-S direction than in the
E-W direction, which could be due to local changes in terrain.
’Model’ represents a circular range map such as predicted by
simple HM or FSM. Two types of errors are possible.

1) The probability Pm given by (1) is the probability the
true receiver location is not included within the model
range map so that the final location estimate is wrong.
This type of error is often called ’probability of miss’
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Fig. 2. Hypothetical range maps showing actual range (’True’ curve) and
predicted range (’Model’ curve).

since the true location has been missed.

Pm =
Area(Region−A)

Area(True)
, (1)

2) The probability PFA given by (2) is the probability
of ’False Alarm’. Although True represents the region
where the receiver must be located, B is considered by
the algorithm as a possible location. This is also referred
to as a false positive. In practice, this is a less serious
error since it represents a looser bound on location than
we would have if we had access to the True range
ellipse. For example, suppose the final receiver location
is determined to be within a 1 sq-km region, and if
PFA = 0.3, it means that the search region could be
reduced by 30% to 0.7 sq-km if a better propagation
model were used.

PFA =
Area(Region−B)

Area(Model)
, (2)

The effect of false alarm probability with respect to building
heights from the use of simpler models was carried out and
the result is as plotted in Fig. 3. ’True’ model results are
based on WIM, and ’Model’ is taken to be HM or FSM.
As the building height increases, greater attenuation causes
the True range circle to shrink and region B to increase in
size. The Model circle does not depend on building height,
so its area remains constant. We can see that with increasing
building height PFA increases. When the building height is
30m we can see that the total search area can be reduced by
approximately 90% if WIM was used instead of FSM and by
55% if WIM was used instead of HM. We can also see that the
urban version of the HM provides significantly better results
than the free-space model which is obvious. This shows that
the FSM has poor accuracy when there are ground obstacles
and thus it should not be used for range based localization
methods. Furthermore, it shows that the Hata model is useful
in rural areas where building heights are less than 30m, and
then its accuracy begins to degrade.

Further analysis of the uncertainties from curves obtained
from HM in an urban area was carried out. This applies to
FSM as well. Consider the case when two range maps have
been received by the ground node. Usually in urban areas with

Fig. 3. False-alarm probability vs. building height for 50 m high transmitter
for free-space and three versions of the Hata model compared to WIM. (Hata
rural and suburban curves overlap for this case).

tall buildings, simpler propagation models like HM predict a
larger range than the actual range as shown in Fig. 4. The inner
circle represents the true range, and the outer circle could be
HM or FSM range predictions. For ease of analysis, circular
propagation patterns are assumed in this analysis.

Here, the ground receiver is positioned in the center at
the extreme range of each transmitter location. This occurs
when the two ’true’ range maps just touch each other. If the
localization algorithm used actual range maps, there would be
zero uncertainty in location since there is only a single point
of overlap of the inner two circles. However, since the location
algorithm is using the larger predicted range maps, the receiver
position is only known to lie within the overlap area of the
large circles, as shown by the shaded portion. This region of
uncertainty could conceivably be reduced by increasing the
distance ’d’ between transmitters. Unfortunately, for this case,
increasing d any further will put the receiver out of range
of both transmitters. Therefore, the shaded region represents
the smallest possible uncertainty region. As the ground re-

Fig. 4. Actual range circle (inner circle) and predicted range circle (outer
circle). Receiver is located at maximum possible range from Ta and Tb.
Overlap region represents smallest possible uncertainty for estimated receiver
location.

ceiver acquires additional range maps from the anchor node,
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the overlap region will decrease giving improved position
estimates. However, only limited improvement is possible
when range predictions are excessive. Mathematically it can
be shown that the best uncertainty region cannot be less
than Amin = π(r − rmax)

2. This says that the localization
technique should use more accurate propagation models.

Fig. 5, shows the area of uncertainty as a function of average
building height. Here we assume that WIM provides true
results, and analyze the effects of model error due to using
the HM for range predictions. In rural areas with very low
average building height, WIM predicts a longer range than
Hata, resulting in the possibility that the receiver is located
outside the predicted range circle (i.e., a miss). As building
height increases, this type of error diminishes until average
building height is about 25 m. As building height increases
above 25 m, actual transmission range decreases below the
Hata predictions resulting in increased probability of false
alarm.

Fig. 5. Uncertainty area using Hata propagation model and two overlapping
range maps. Simulation assumes transmitter height is 50 m and ground station
height is 3 m.

III. MODIFIED RANGE CURVE OVERLAP METHOD

In this section, we investigate a localization method based
on the Walfisch Ikegami model, which includes local terrain
parameters such as average building height, street width, and
street orientation. The resulting range contours are no longer
circular, and depend on the anchor node’s location and nearby
terrain.

In this scheme, WIM is used to predict transmission range in
all different directions from the known anchor node location.
In addition to periodically broadcasting its location, the anchor
node now also transmits the non-circular range map. The
ground node computes its location by ANDing all the received
range maps. The result is illustrated in Fig. 6, which shows
the potential benefit of using WIM range maps in terms of
more accurate position estimates in urban areas.

IV. SIMULATION METHODOLOGY

In order to estimate path loss based on local terrain, a
modified version of WIM is used. A 10 km square terrain

Fig. 6. Overlapping WIM-based range maps from four transmitter locations,
with estimated ground station location shaded in center.

model is represented on an N×N grid. Each cell is described
by local parameters including: average building height, aver-
age building width, and street orientation. Working outward
from the transmitter location, total path loss is estimated as
the sum of loss to the previous cell and loss in the current
cell. Although modified WIM results are not as accurate as
more sophisticated ray-tracing techniques, low computational
cost for WIM make it feasible to implement on low-power
computer that might be available on a drone aircraft.

A simple example is shown to illustrate the range map
method using WIM and a low-flying anchor node. This ex-
ample represents a 10 km by 10 km urban region (using a
200x200 grid), dominated by small buildings (average height
is 15 m) and roads running N-S, E-W. A second region (green
block), interior to the first region, consists of taller buildings
(average height is 40 m) with roads running at a 30 degree
angle to the horizontal. The drone flies a path starting at
the lower left, and arcs in a clockwise direction over the
tall building zone as shown in Fig. 7. The transmitter which
operates at 922MHz and at an altitude of 50m, just above the
tall buildings is used. The receiver antenna is assumed to be 3
meters high, corresponding approximately to the mobile node
concept. The drone transmits its position and range maps at
approximately 1 km intervals. We can see the range contours
from different transmitter locations in Fig. 8. As the transmitter
moves through different types of terrain we can see the change
in the shape and size of the range curve. Attenuation is large in
the regions of tall buildings, which is evident from the smaller
size of the range curve. Also it can be seen that the orientation
of the curve changes with the change in orientation of the
street.

Ground nodes compute their location by ANDing all re-
ceived range maps. The localization result is usually a random
shaped region as shown in Fig. 6.It is useful to measure
how good the localization estimate is for any given receiver
location. Since location uncertainty is related to the area of
the overlap region, one possibility is to compute an Equivalent
Circle Radius (ECR) of the random shaped region is calculated
by using (3). That is, find the radius of a circle that has the
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Fig. 7. Simple urban model with central area (depicted by green square) of
tall buildings.Anchor node path is indicated by a dashed line.

Fig. 8. Snapshots of non circular loss contours showing that attenuation in
taller building parts of the city is much greater than that for parts of the city
with shorter buildings. Also seen is lower attenuation along the direction of
the streets, which is different for the two regions. Maximum loss shown is
140 dB.

same area as the resultant localization region. Thus, smaller
ECR which translates to smaller localization region implies
greater precision in the result. Continuing with the above
example, the ECR is computed for each x,y location on the
grid, and displayed in Fig. 9. Bright red colors indicate lower
ECR values which indicates greater precision in localization
result and cooler blue regions indicate higher ECR values
which correspond to less precision in localization result. Thus
in this case we can see that even in the region of tall buildings
good precision in the localization result can be obtained.

ECR(x, y) =

√
A(Result)

π
, (3)

V. CONCLUSION

Analysis of position errors resulting from using FSM or
Hata are investigated, with the conclusion that when range
predictions exceed actual transmission range, significant loss
of resolution can occur in location estimates. A modified
localization technique is proposed that replaces FSM and
HM with WIM, that better accounts for local terrain and

Fig. 9. Equivalent Circle Radius, ECR(x,y). Bright colors represent higher
precision localization result(smaller ECR), while cooler colors correspond to
less precision.

lead to more accurate position estimates while being less
computationally intensive.
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Abstract - This paper presents a dynamic hybrid Service 

Overlay Network (SON) for service composition for 

multimedia delivery in mobile networks.  The overlay 

considers the nomadic nature of mobile nodes in the decision 

for node placement within the overlay as well as the types of 

services provided and expected Quality of Service (QoS) 

levels.  Dynamic re-organization of the overlay reflects 

changes in stability and QoS provided by the overlay nodes, 

thus promoting nodes providing high QoS towards the center 

and demoting unstable nodes towards the edge of the network.  

This paper also presents a mechanism to efficiently search for 

services based on the type of service and the required QoS to 

meet client’s expectations. 

Keywords: hybrid overlay, SSON, QoS, service composition  

 

1 Introduction 

  Delivering customized media by providing advanced 

services through service composition and forming Service 

Specific Overlay Networks (SSONs) requires dynamic 

construction of service-specific overlays without prior 

knowledge of the underlying physical network.   These media 

services include dropping frames to meet QoS constraints, 

caching media content before being viewed and converting 

media formats to meet the clients‟ needs.  The process 

becomes more challenging in mobile networks where nodes 

are not fixed, and may arrive and depart from the network 

without warning thus increasing the topology‟s instability. 

 Establishing SSONs involves discovering network-side 

nodes that support required media processing capabilities, 

deciding which of the discovered nodes should be included, 

and configuring overlay nodes [1].  Using a registry-like 

solution for information has many limitations, such as 

scalability, difficulty and cost involved in keeping an up-to-

date registry in a dynamic environment, and single point of 

failure.  The idea behind SSONs emerged from SONs [2]; 

application-layer logical networks formed by links between 

service nodes with matching inputs and outputs.  The initial 

proposal faced many problems with how complex service 

interactions should be dealt with in mobile environments.  In 

the Ambient Networks architecture [3], SMART (Smart 

Multimedia Routing and Transport Architecture) [4], was 

proposed for guiding media flow through specialized network 

nodes to make use of their ability to cache, transcode, 

synchronize multimedia data or any other service through the 

use of overlay networks in an Overlay Control Space (OCS). 

OCS is responsible for selecting the necessary media 

processing nodes and establishing a service-specific end-to-

end overlay network for media delivery.  

 SSONs are composed of three types of nodes: Media 

Ports (MP), Media Servers (MS), and Media Clients (MC).  

MPs are nodes supporting special services such as caching, 

synchronizing and media transformation. MCs are the actual 

clients that request media services. MSs are sources of media 

flows from which MCs receive the desired media services.  

SSONs are built to provide composite services based on 

technical, QoS, and Quality of Experience (QoE) 

requirements of MCs for basic services originating from MSs.  

This is done through a process consisting of a set of sub-

processes between the MC and the MS. Each sub-process is 

performed by a service provided by an MP.  This composition 

can be specified during design time or discovered at runtime.  

The former has many limitations especially in mobile 

environments, where service nodes are in constant movement 

and would face recovery and reconfiguration difficulties when 

there are node failures or visible degradation in the QoS.  The 

latter approach however can maintain high levels of QoS 

during execution of composite services and has the ability to 

replace component services for changes in the requirements. 

 The contribution of this paper is to present a multi-

layered approach to building SSONs based on predefined 

QoS.  This is done by establishing a lower hybrid overlay 

network connecting MP nodes.  In this proposed overlay, 

nodes of similar services are clustered in well-known regions.  

Additionally, the nodes are organized such that those with 

higher QoS are located closer to the center of the MP space 

(hybrid overlay) while those of lower quality are dispersed 

further away from the center.  This method improves response 

time, reduces overhead and number of overlay hop counts 

required to provide the requested services.  This is done in a 

way the network‟s resiliency to dynamic mobile topologies is 

improved. In such a network, overlay nodes, and their 

respective underlay mobile service nodes are constantly in 

motion with unpredicted arrivals and departures. 

 The remainder of this paper is organized as follows.  

Section 2 presents the related work.  Section 3 presents an 
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overview of a proposed hybrid MP overlay network.  Section 

4 describes a score-based overlay management method.  

Section 5 our circular MP search for service compositions.  

Section 6 discusses our simulation and system evaluation.  

Finally, section 7 provides our conclusion and future work. 

2 Related Work 

 Gou et al. [5] presented a hybrid Peer-to-Peer (P2P) 

Overlay network for highly efficient searches by dividing the 

overlay into structured super peers connected through a ring-

like structure, and standard unstructured peers forming an 

optimal tree connected to a super peer.  Queries in the hybrid 

structure have a maximum number of hops after which the 

query is dropped. A major drawback of this method is the 

inverse relationship between the overlay‟s re-configurability 

and resource availability seen in the breadth and depth of the 

optimal tree each of these super nodes forms.  In real 

networks, resource limitations in super peers require placing 

limitations on the number of direct regular peers connected as 

well as how deep trees can grow.  Consequently, a failure of a 

high-level peer in a tree may require costly reconfigurations.  

Additionally, the proposed work did not illustrate how failures 

should be handled to minimize information loss, or message 

overhead for network reconfiguration and stabilization. 

 Han et al. [6] presented a solution to achieve a sustained 

throughput and fast data dissemination rate from any data 

source with a goal of minimizing overhead even under 

frequent node failures through a Churn-Resilient Protocol 

(CRP).  The Chord-like structure proposed dynamic fingers 

among nodes satisfying certain proximity properties.  From 

the CRP overlay, a shared spanning tree is extracted with a 

minimized latency.  In the first hops of the tree, scope-

flooding is used and tree traversing in the remaining hops.   

 The authors correctly indicated tree-based dissemination 

methods are vulnerable to node failures.  Hence they proposed 

the use of churn resilient overlay nodes to achieve good fault 

resilience.  New nodes form finger links to other nodes using 

proximity measured through latency and capacity thus placing 

high-capacity nodes at high positions in the delivery tree. The 

purpose of choosing a Chord-like structure is to overcome the 

vulnerability of tree structures to node failures. Any node 

failure can be temporarily bypassed through links neighboring 

nodes have to other Chord nodes in the overlay.  Hence if any 

node fails with probability e
-a(a>1)

, the structure is connected 

with a probability higher than 1-n
1-a

-  A link between any two 

nodes is given a network proximity weight measured by the 

link‟s latency and capacity difference between the two nodes.  

Although the solution improved traditional Chord networks, 

it‟s reliance on structured P2P overlay meant data placement 

and topologies are tightly controlled.  Although structured 

P2P solutions have efficient data access and reduced number 

of search hops, processing fuzzy queries is challenging.  In 

addition, the stabilization costs associated with the arrival and 

departure of nodes exceeds the original cost of Chord. 

 Chord was presented as a distributed lookup protocol 

that efficiently located nodes with particular data [7].  This 

was implemented through DHTs that associated a key with 

each data item.  Our proposed lower overlay utilizes Chord 

structures for their scalable join and leave process, ability to 

provide an organized structure for fast search of nodes within 

predetermined regions of the overlay, and ability to provide 

correct lookup results even during recovery.   

 To reduce search time for available services in P2P 

systems, Li et al. [8] illustrated a super-chunk-based fast 

search network (SURFNet) for prompt Video on Demand 

(VoD) delivery. Their design had some limitations; need for 

timely content location and delivery, and limited cache size.  

Therefore, multimedia files were divided into chunks and 

grouped into super-chunks. Peers formed a structured overlay 

based on the super-chunks they held.  This structure consisted 

of an AVL tree layer of stable peers and a holder chain layer 

of nodes holding the same super-chunk.  All remainder peers 

formed an unstructured overlay that periodically exchanged 

chunk-level data availability information with neighbor nodes. 

 Makaya et al. [9] focused on user-generated contents and 

user-generated services in Next-Generation SONs (NGSON).  

The objective was to support efficient delivery of services 

while being end-user-centric by allowing network operators 

and service providers to have service management, control, 

creation, composition, and execution.  However, the approach 

was highly centralized requiring an NGSON controller to act 

as an overlay manager.  The controller formed a primary point 

of contact for end-users and service nodes responsible for 

service composition, orchestrating, chaining, service node 

discovery and monitoring, overlay management for self-

organization and sessions and path establishment between 

service nodes.  However, the approach faced the problem of a 

central point of failure, and lack of scalability.  Our work 

focuses on finding a decentralized solution for service 

composition that maximizes the benefits and minimizes the 

limitations found in centralized and decentralized solutions. 

3 Media Port Hybrid Lower Overlay 

 We focus our work on dividing the Overlay Network 

layer in the SMART SSON architecture into two layers; a 

lower overlay and the SSONs built over it.  The lower overlay 

constitutes a hybrid overlay structure whose node 

organization and links reflect the types of services provided 

by the nodes, their stability, and QoS associated with services 

provided by them.  The lower overlay network is composed of 

all MP nodes present that can be utilized during formation of 

a service composition between the MS and the MC.  MPs are 

chosen to form SSONs reflecting the MC‟s needs in terms of 

QoS and expected QoE.  By using a lower overlay network, 

we are able to organize MPs prior to any service requests 

from MCs for fast MP search and SSON construction.  Nodes 

are assumed to be mobile, hence failures are expected.   
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Promoting use of hybrid overlay stems from the following:  

• Searching for component services to form a composite 

service according to an expected level of QoS may require a 

large number of search messages exchange between nodes. 

• When forming SSONs, it is beneficial to find MPs in the 

same path from MS to MC, provided required QoS for the 

service is available and the MPs have low hopcount reflecting 

low number of hops in the network level thus reducing delay. 

3.1 Justifying the use of the Hybrid Overlay 

 Our proposed hybrid structure forming our lower 

overlay network is used to overcome limitations seen in both 

structured and unstructured overlay networks.  Unstructured 

overlay networks are easily constructed with arbitrary overlay 

links.  However, there is notable limitation when a peer is 

interested in acquiring some data.  In this case, the query 

needs to be flooded in the network to find a node holding the 

desired data. The less popular the service clients are interested 

in acquiring, the less likely it will be found in a nearby node 

to the requestor. Consequently, the number of messages 

exchanged would consume significant bandwidth in a wireless 

network besides the operational overhead.  In addition, since 

no correlation exists between service requested and 

corresponding MP, it is highly unlikely that a search is 

successful.  Structured overlay networks overcome many of 

the limitations of unstructured networks by maintaining DHTs 

and distributing content in the network.  The disadvantage of 

structured overlays is the large number of messages that need 

to be exchanged to stabilize the network, maintain existing 

links, and heal links to failing nodes that drop from the 

network unexpectedly.  This rigidity is highly unfavorable in 

dynamic mobile environments where nodes leave the network 

without warning and new nodes are constantly arriving.   

 Hence, we propose the use of a hybrid overlay structure 

that maximizes the advantages of both structured and 

unstructured overlays and minimizes their disadvantages.  Our 

overlay consists of several hierarchical layers of Chord-like 

rings and unstructured leaf connections.  Each node in the 

network can be one of two types; a major node or a minor 

node.  A Major node is any node capable of joining one of the 

Chord structures present within the network.  These nodes 

should have the following characteristics: 

• Have a long life span and are highly likely to remain in the 

network.  This is directly related to the node‟s arrival time.   

• Have adequate level of available resources to support links 

to nodes present within the same Chord structure as theirs, be 

the managing node for further sub-Chord structures and be the 

parent for other leaf (Minor) nodes. 

• Have popular services frequently requested during service 

compositions. 

Major nodes are divided into two types; 

• Normal Major Node (NM): a major node that may have any 

number of child leaf nodes, Chord nodes, and neighboring 

nodes. NM nodes do not link directly to higher Chord nodes. 

• Link Major Node (LM): a major node having the same 

characteristics as NM nodes with the addition of a link to a 

higher level Chord node.  

A minor node (leaf) is any node linked to only a single node 

that is its parent and shares the following characteristics: 

• Newly arrived nodes that have not built stability credentials.  

We assume they are short-lasting service nodes. 

• Nodes that do not have the resources to support links to 

other neighboring nodes to be part of a Chord ring. 

• Have unpopular services rarely used in compositions. 

 The formation of the hybrid overlay network is 

performed in three stages: initialization, sub-Chord formation 

and extension, and promotion-based stabilization and overlay 

management.  Initialization stage occurs when the first „m‟ 

nodes start arriving forming the central Chord structure.  

Nodes continue to join Chord until CThresh threshold is 

reached; a network dependent variable related to the expected 

number of nodes in the network, available bandwidth and 

other criteria.  Arriving nodes send a join request message to a 

nearby node chosen randomly and await a response message 

that includes the node‟s successors and finger links.  If a 

response is received then the node joins the Chord Structure.  

Otherwise, the process is repeated and the join message is sent 

to another Chord node until an acceptance is received.  Once 

a CThresh number of nodes have joined, the central Chord 

network is formed and an arriving node must request a join 

from one of existing Chord nodes. Receiving an acceptance, 

the node is added as a minor node to the responding node. 

4 Score-based Overlay Management 

To maintain a stable Chord network, nodes exchange 

messages to monitor departure of neighboring nodes and fix 

broken links.  To maintain the dynamic form of our hybrid 

overlay we have added a new metric that nodes must inform 

their neighbors of, reflecting node‟s stability and supported 

QoS.  The score for each node can be evaluated as follows: 
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Figure 1. Proposed Hybrid Lower Overlay Network. 
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Where, warriv is the weight given to the node‟s total time 
within the system since the last failure.  The longer a node 
remains in the system, the higher is its score, recognizing it as 
a stable node.  Each MP can provide up to „n‟ services ranging 
in Pi popularity levels reflecting the frequency with which 
MCs request these services.  Additionally, each service can 
have a number of QoS criteria Qj, such as delay and accuracy. 
Each of these is given a weight reflecting its importance, given 
by wQualj.  Each Chord ring in the overlay has a minimum 
threshold, MinThreshi. When a node‟s score falls below 
MinThreshi, it is demoted to a lower Chord ring or becomes a 
minor node to neighboring Chord node.  Similarly, if a minor 
node‟s score exceeds MinThreshi then it can be promoted by a 
major node to join the Chord ring.  Additionally, if a MP‟s 
score in any Chord ring exceeds a maximum threshold 
MaxThreshi set for that ring, then the node can be promoted to 
a higher level ring.  In the event that no higher level Chord 
ring exists, the node will begin forming a new higher level 
Chord ring to become the new center of the lower overlay 
network.  Fig. 1 illustrates a simplified view of hybrid lower 
overlay network showing the presence of two main types of 
nodes in the system; major nodes and minor nodes.  

4.1 Overlay Join 

 When an MP arrives in the network, a join request must 

be sent to one of the major nodes.  The receiving node 

evaluates the score of the arriving node to determine if an 

acceptance should be sent. If the joining node‟s score falls 

below the structure‟s MinThresh, then the request is rejected.  

Prior to rejection, the receiving node determines whether a 

lower Chord structure with a lower threshold exists.  If such a 

structure exists, the request is forwarded to the link major 

node of that lower Chord.  The link node may decide to 

accept the join request, forward it to one of its neighbor nodes 

or pass it to a lower Chord structure.  If there is no lower level 

node to forward the request to, the receiving node may accept 

incoming node as a minor node or send a join rejection.  If the 

node‟s score falls between the Chord structure‟s Max- and 

Min-threshold, then the node may either accept the joining 

node as one of its minor nodes or allow it to join as a 

neighbor within the same Chord structure.  Finally if the 

node‟s score exceeds the structure‟s MaxThresh, the join 

request may be accepted and the node added as a minor node 

or as a neighbor in the Chord structure.  Additionally, the 

request may be forwarded to a higher leveled Chord structure 

closer to the center of the MP space.  The join process must 

be done in a time frame, tresponse.  Each node can only sustain a 

connection to a certain number of neighboring major and 

minor nodes depending on the available resources and QoS 

level that permits maintaining a high node score.  Once the 

maximum number of nodes is reached, join requests received 

are rejected, forwarded to some other node or accepted after 

making modifications to its existing links to minor nodes. 

4.2 Minor Nodes Reorganization 

 One possible approach to accepting new node links or 

reducing resource drainage on a major node is through minor 

node reorganization.  The process is triggered by a major 

node contacting its minor nodes that are not become part of a 

lower level Chord structure and determining the node with the 

highest score.  A FormNewPartition call is sent to that node 

informing it to start forming a new Chord structure.  This 

node will become a major link node linking the parent node 

with the new lower level Chord structure and will maintain its 

status as a minor node to the parent node. A JoinNewPartition 

call message is sent to all other minor nodes informing them 

of joining the new Chord structure.  The message includes the 

identity of the node they must contact; i.e. the sender node of 

the FormNewParition call message.  The next step involves 

sending a join acceptance message to the join request sender 

node.  The major node continues to use this same process of 

grouping its single minor nodes into lower Chord structures 

until all minor nodes have become major link nodes and is 

unable to accept any new join requests. 

  

4.3 Handling Node Failures 

4.3.1 Failure of Minor Nodes 

 Since each minor node is only linked to its parent major 

node, failure of minor nodes has no negative effect on the 

overlay structure.  Affected major node simply removes any 

reference in its routing table to the failed node and can now 

accept an additional join request from an arriving MP. 

4.3.2 Failure of Major Link Nodes 

 Failure of a link node disconnects its personal Chord 

structure from the parent major node and breaks the uniform 

shape of the Chord structure.  Reconnecting the network has 

two phases. If the child node is a major link node, then failure 

of the parent node means separation of the lower level Chord 

structure and all attached sub-structures from the higher 

Chord structure that contained the parent node.  In the first 

phase, the Chord structure detects failure of one of its nodes.  

All affected Chord nodes reconfigure their links to restructure 

the Chord network and form all links necessary to stabilize the 

network.  In the second phase, from the level of the highest 

detached Chord structure, one node must be chosen as the 

new Major Link node.  This node will connect with the same 

major node the old link node was connected.  The process of 

choosing a new link node is done by a search process 

performed to find the node with the highest score.  During 

lifetime of a Chord network, nodes periodically exchange 

stabilization messages to update successor, predecessor, and 

finger table links.  We utilize these messages and expand them 

to include updates for node scores.  Each node part of the 

optimal Chord structure maintains a table that includes node 

scores for its immediate successor, predecessor, and two 

finger links.  Therefore, to discover the node with the highest 

score it would take at most log n messages.  This process 

starts at any random node in the reconnected Chord structure.  

The node evaluates from the four nodes it is connected to as 

well as itself to find which of these nodes has the highest 
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score.  A message is sent to the node‟s successor containing 

identity of the chosen node and the identity of the rejected 

ones.  This node then performs the same process and passes 

the message to its immediate successor.  This process 

continues until all nodes within the Chord structure or one of 

the nodes connected to it is informed.  The node with the 

highest score is then informed of being chosen as the new 

major link node.  The chosen node then sends a join request 

message to the previous link node‟s parent to reconnect the 

detached Chord and its sub-structures. 

5 Circular Media Port Space 

 In a work presented in [10], search for MPs to form a 

composition was performed based on three assumptions:  The 

location of the MC is known, the location of the MS is known, 

and the search for MPs is performed in the direction 

emanating from the MC towards the MS only.  Using this, 

any node receiving a query will forward the query to local 

nodes only if it is within α degree.  The angle α represents the 

maximum search scope for possible component services.  This 

value depends on the locations of MC and MS.  This 

approach, in general, avoids sending queries to regions of the 

network where answers are not likely to be found.  However, 

in wireless mobile networks, the dynamic movement of nodes 

at the network layer may result in an unequal distribution of 

MPs at the overlay level.  We may end up with high density 

regions where large numbers of diverse MPs exist while other 

regions may lack any MPs or have them sparsely located.  In 

the latter, it is highly likely that α must be continuously 

increased until all component services are found. 

 In our work, we overcome the limitations of the previous 

solution using two methods.  The first is by providing a hybrid 

lower overlay structure discussed earlier.  The second is by 

dynamic node promotion and demotion according to Eqn. 1.  

These two methods result in a circular MP space that is 

further re-organized based on the types of services provided.  

As a result, nodes arriving in the network must first determine 

the overlay region they must join.  We assume the following: 

• The center of the MP space is a known region that can be 

located by all nodes joining the network.  

• Angles α and β representing the start and end borders, 

respectively, of each service-type sector are also well known 

by all nodes joining the network.  α is measured from the 

absolute 0 degree angle pointing to a relative direction 

accepted by all nodes in MP space.  

 Using these assumptions, any search for a specific type 

of service forming a composition can be done by searching 

within specified regions in the MP space.  A simple example 

may involve a video format conversion service that converts 

from MP4 to AVI.  The MP space sector providing this 

service is to be located. For e.g., starting at α=47° away from 

the absolute 0° angle of the MP space, with a total angular 

range of β=35°.  This region represents the total space within 

which this type of service may exist regardless of the QoS 

required to form the composition and meet the MC‟s QoE or 

the stability of the node.  Stability in our case refers to the 

length of time the node has been present in the network and 

thus the length of time this node is likely to remain in the 

future.  However, to further reduce the physical search area 

for potential component services we have indicated that the 

dynamic promotion and demotion of overlay nodes in the 

lower overlay network results in movement of nodes with 

higher scores towards the center of the network.  Therefore, 

the nodes with higher stability, QoS, available resources, etc. 

are generally located closer to the center of the MP space.  
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Figure 2. Potential MP search area in circle-based sectors. 

 We can utilize this overlay organization to search for 

nodes that meet the MC‟s service quality.  This is done by 

finding a QoS upper and lower thresholds which when 

accumulated for each component service in the composition 

would maintain an acceptable level of QoS for the MC.  In 

Fig. 2, r2 represents the maximum distance away from the 

network‟s center where a node having the minimum 

acceptable level of stability and QoS can be chosen to 

perform the component service required for the composition.  

r1 represents the distance away from the center of the network 

where nodes with the maximum level of stability and QoS 

exist. These nodes meet the minimum QoS requirements of 

the MC‟s service composition.  Including nodes in the region 

with a radius less than r1 is possible; however, it would mean 

a lower level of resource utilization for the chosen node. From 

the above, we can conclude that the overlay‟s geographical 

area searchable for a possible MP in a composition is given 

by the following equation: 
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 Where β represent the component service‟s sector angle, 

r2 represents the area‟s border with lowest acceptable level of 

QoS, and r1 represents the area‟s border with highest expected 

QoS level.  Any node receiving  a query can then be added to 

a composition if following conditions from Eqn. 2 can be met: 

)())(( HighMPLow DDD       (3) 

 Where ϴ represents the MP‟s angle relative to the 

absolute 0° angle known by all nodes and DLow represents the 

distance of any point on the arch r1 distance away from the 

center of the MP space given by the following formula: 
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Algorithm1. Path formation. 

 Where xl and yl are the distances on the x- and y-axis of 

any point on the lower arch, and where xc and yc are the (0,0) 

point representing the MP space‟s center.  The same can be 

applied to DHigh by replacing xl and yl with xh and yh 

respectively.  Using the above approach, we can rapidly 

decrease the search time for component services to form our 

composition and reduce the number of MPs where queries are 

sent.  Using our hierarchical dynamic hybrid lower overlay, 

the service sector angle of search is reduced to an area 

guaranteed to contain the type of service required for a given 

composition.  In addition, our use of node scores for node 

positioning in the overlay, the relative distance of required 

MPs can be utilized to further decrease number of potential 

nodes in a composition.  Refer to algorithm 1 for the path 

formation process from the MS to the MC.
  

6 Performance Evaluation 

 In this section, we present the evaluations we did on the 

proposed lower overlay network structure using the C++-

based OMNET++ [11] discrete event network simulator.  This 

simulator permits the design of simulation models utilizing 

hierarchical architecture of a system module and its various 

sub-modules communicating via messages, gates, and links. 

 
Figure 3. Join delay experienced by arriving nodes. 

 An open-source overlay and P2P network simulator 

OverSim [12] for OMNET++ was used to model Chord 

overlay networks and we extended the simulator to perform 

our proposed lower-overlay hybrid network simulation for the 

MP space. In our tests, nodes were placed in a 2-dimensional 

Euclidean space where delay between any two nodes is 

assumed proportional to the distance between them.  In 

addition, a lifetime based churn model using Exponential 

distribution was used to model arrival and departure of nodes 

in the network.  A sample application program of simple 

request-response type messages was used utilizing a full-

recursive KBR protocol. KBR encapsulates messages and 

forwards them to the next hop according to the local routing 

table of a node closest to the node with the destination key.  

The message is then forwarded recursively back to originator. 

 In the simulation, control messages‟ packet sizes 

depended on the type of message exchanged, given the base 

message length of 32 bytes for join request messages.  Each 

node was permitted a maximum of two join retries with an 

interval of 10 seconds before a join is determined as a failure.  

To maintain updated KBR. application test messages were set 

to a size of 100 bytes. Messages were generated with an 

interval of 60 seconds and a failure latency of 10 seconds.  

Chord stabilization messages were set with the following 

intervals:  Chord finger reconfiguration with 120 seconds, 

predecessor update with 5 seconds, and stabilization with 20 

seconds.  Implementing the proposed hybrid overlay required 

modification to the routing protocol used by each node, and 

introducing new messages for major and minor node link 

stabilization and update, as well as link reconfiguration to 

form new low-level Chord structures and/or minor nodes.  

 In the first scenario, two simulation tests determined the 

average delay experienced by each node to join the Chord 

network compared with the hybrid overlay.  An initially 

empty network was used with 10 sec. node inter-arrival rate.  

Results shown in Fig. 3 illustrate a visible difference in delay 

Parameters: 
 NodeState = {Sleeping, Waiting, Processing, Active} 
 QoSReq = Quality required by MC; QoSCurr = current QoS level of the composition path; Q = Query 

description of service requested by MC. 
MS (Initiator) 
 NodeState = Processing; 
 Use MSOut and MCIn to evaluation possible MP types T = {T1, T2, …, Tn};  DO (MP Search); 
 for each Ti bounded by (αj, βj, r1j, r2j)  R=(αj, βj, r1j, r2j);{  
  Send (Q, MS, MC, QoSReq, QoSCurr, R, Composition List (Empty)) } end for 
 NodeState = Waiting; 
MP (Evaluation) Performed by MP receiving query 
 NodeState = Processing; 
 if (MP within R){  if (MP can process Q){  Process(Q); 
  Use MPOut and MC to evaluate next-hop MP types T = {T1, T2, …, Tn}; DO (MP_Search); } end if 
 } else { evaluate next-hop MP types T = {T1, T2, …, Tn};  Do (Find_Alternatives); } end if 
 DO (Find_Siblings); 
procedure MP_Search 
 for (T = T1  T = Tn){  
  Evaluate possible search sectors Sect = { (α1, β1), (α2, β2), …, (αn, βn)} 
  for (i=1  i=n){ Determine search radius of sector based on QoSReq for each sector; 
  Given (αi, βi) find (r1i, r2i); 
  for each search region bounded by (αi, βi, r1i, r2i){ Send(Q, MS, MC, QoSReq, QoSCurr, Composition 

List) } end for  } end for } end for 

procedure Find_Sibling  
 MPinSibling=MPin; MPoutSibling=MPout; (αx, βx) = (αMP, βMP); Sibling must be within same sector 
 (r1x, r2x) = (rMP1, rMP2); Sibling must have same QoS range 
 Remove MP from current Composition List; 
 for region bounded by (αx, βx, rx, rx){ Send (Q, MS, MC, QoSReq, QoSCurr, CompositionList)} end for 
procedure Find_Alternatives 
 MPinAlt=MPin; MPout  MCin 
 Do (MP_Search) 
procedure Routing (Q, MS, MC, QoSReq, QoScurr, R, CompositionList) 

If (my_type=”minor”) then { If can’t process Q then 
 Send (Q, MS, MC, QoSReq, QoScurr, R, CompositionList) to ‘parent’} end if } 

 else if (my_type=”major_link” || “major”) then {  
  If (can’t process Q & Q came from Chord neighbor) { 
   if (MP within R & QoSCurr>QoSReq) then { 
    If (one of ‘minor’ nodes meet requirements) then {  send Q} 

 else {send to attached major_link node if any} end if 
 else if (MP within R & QoSCurr<QoSReq) {  Send to neighbor with QoSneighbor > QoSCurr } 
 else If (MP !Within R & there exist a neighbor with acceptable R) { 
  Send to neighbor such that (Rneighbor-R) < (RCurr-R)} 
 else { If (my_type=”major”) {  Send Q to ‘major’ parent node} end if}  end if}  end if 

Figure 4. a. Mean rate of stabilization messages,  b. Maintenance bytes received,  c. Message hop count 

 

a. b. c. 
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experienced by nodes in the two networks.  Joining a Chord 

structure with N nodes and K keys requires O(K/N) keys to 

change hands and may result in some delay before a join is 

completed.  The same applies in the hybrid overlay, however, 

the presence of the leaf-like unstructured extension in the 

proposed overlay results in a significant decrease in the time 

required for a join since only the major node is contacted to 

complete the join process.  Fig. 4a  presents the comparison of 

the mean rate stabilization messages sent between nodes in the 

two networks.  In Chord, with increasing number of nodes, the 

number of messages needed to maintain links to the successor, 

predecessor, and finger links increases until it plateaus to 

approximately 30 Bytes/sec.  With the same number of nodes, 

the same stabilization messages are exchanged in the hybrid 

overlay.  However, reduced number of nodes, present within 

each Chord structure and the distribution of other nodes in the 

leaf positions indicates a decrease in the number of 

stabilization messages sent.  Even when considering the fact 

that our hybrid overlay introduces two stabilization messages, 

Parent_Live_Stabilization and Leaf_Live_Stabilization 

exchanged between minor- and their controlling major- nodes 

respectively, the mean number of stabilization messages sent 

by nodes in the overlay remains well below Chord networks. 

 Fig. 4b illustrates the expected high rate of maintenance 

messages received by each Chord node to fix broken links, 

while the hybrid structure illustrates a reduction of 

approximately 62% in rate maintenance messages arrival.  

Given the fact that minor nodes only receive messages from 

their major nodes, the low rate associated with hybrid overlay 

is understandable.  One tradeoff noticed with the hybrid 

overlay is the number of hops a message must travel to reach 

its destination. Fig. 4c illustrates presence of a slight increase 

in the number of hops over that of the Chord network.  This is 

expected, because with use of hybrid network, the worst case 

scenario exists when the source and destination are minor 

nodes at opposite ends of the overlay in a lower-level Chord 

structure.  Such a limitation does not exist in a Chord 

network; however the benefits illustrated above of the hybrid 

overlay outweigh this slight increase in hop count. 

7 Conclusion and Future Work 

In this paper, we presented a dynamic hybrid service overlay 

network for MP distribution in mobile networks.  We 

illustrated the dynamic characteristics of the overlay taking 

node scores based on stability, services provided, and QoS 

into consideration and service search method using a circular 

MP space for fast and accurate service compositions. 

Simulation tests have shown significant improvements of join 

delays, improvements in the mean rate of stabilization 

messages, and the mean rate of maintenance messages sent in 

our hybrid overlay in comparison with Chord networks.  We 

are currently extending our study to provide a fast, context-

aware, healable, and reconfigurable service composition 

method based on bounded approximations of fuzzy sets over 

our service hybrid overlay.  

8 References 

 [1] E. Asmare, S. Schmid, M. Brunner, “Setup and 

Maintenance of Overlay Networks for Multimedia Services in 

Mobile Environments,” in Proceedings of International 

Federation for Information, pp. 82-95, 2005. 

[2] Z. Duan, Z. Zhang, Y.T. Hou, “Service overlay 

networks: SLAs, QoS, and bandwidth provisioning,” in 

IEEE/ACM Transactions on Networking, vol. 11, issue 6, pp. 

870-882, 2003. 

[3] N. Niebert, A. Schider, H. Abramowicz, G. Malmgren, 

J. Sachs, U. Horn, C. Prehofer, H. Karl, “Ambient Networks: 

An Archictecture for Communication Networks Beyond 3G,” 

IEEE Wireless Communications, vol.11, no.2, pp.14-22, 

2004. 

[4] S. Schmid, S. Herborn, J. Rey, “SMART: Intelligent 

Multimedia Routing and Adaptation based on Service 

Specific Overlay Networks,” in Proceedings of Ubiquitous 

services and applications, EURESCOM‟05, pp. 69-77. 2005. 

[5] H. Guo, J. Liu, Z. Wang, “Frequency-Aware Indexing 

for Peer-to-Peer On-Demand Video Streaming,” in IEEE 

International Conference on Communications, pp. 1-5, 2010. 

[6] H. Han, J. He, C. Zuo, “A Hybrid P2P Overlay Network 

for Hight Efficient Search,” in 2nd IEEE International 

Conference on Information and Financial Engineering, pp. 

241-245, 2010. 

[7] I. Stoica, R. Morris, D. Karger, M.F. Kaashoek, H. 

Balakrishnan, “Chord: A Scalable Peer-to-Peer Lookup 

Service for Internet Applications,” in the ACM Special 

Interest Group on Data Communication, pp.1-12, 2001. 

[8] Z. Li, G. Xie, K. Hwang, Z. Li, “Churn-Resilient 

Protocol for Massive Data Dissimenation in P2P Networks,” 

in IEEE Transactions on Parallel and Distributed Systems, pp. 

1-8, 2009. 

 [9] I. Al-Oqily, A. Karmouch, “SORD: A Fault-Resilient 

Service Overlay for MediaPort Resource Discovery,” in IEEE 

Transactions on Parallel and Distributed Systems, vol. 20, no. 

8, pp. 1112-1125, 2009. 

[10] A. Varga, “OMNeT++ User Manual, Version 4.1,” 

[online report]http:// omnetpp.org/doc/omnetpp41/Manual.pdf 

[11] D. Wang, C. Yeo, “Superchunk based Fast Search in 

P2P-VoD System,” in IEEE Conference on Global 

Telecommunications, pp. 1-6, 2009. 

[12] I. Baumgart, B. Heep, S. Krause, “OverSim: A Flexible 

Overlay Network Simulation Framework,” in Proceedings of 

10th IEEE Global Internet Symposium, p. 79-84, May 2007. 

Int'l Conf. Wireless Networks |  ICWN'11  | 395



Delay-constrained dimensioning of WiMAX cellular
networks carrying multi-profile real-time traffic

Sébastien Doirieux and Bruno Baynat
LIP6 - UPMC Paris Universitas - CNRS, Paris - France

firstname.lastname@lip6.fr

Abstract—This paper tackles the challenging task of devel-
oping accurate easy-to-use analytical models for performance
evaluation of WiMAX networks. The need for precise fast-
computing tools is of primary importance to face complex
dimensioning issues of WiMAX cells. Here, we present generic
Markovian models developed for the rtPS service class defined
in the WiMAX standard. This service class is dedicated to real-
time applications with constraints on both their bit rates and the
latency of their packets (i.e., streaming). Our analytical modeling
is performed in two steps. First, we focus on the connection
level only considering the bit rate constraint. Then, we extend
the model to the packet level to formulate the packet delay QoS
parameter. The resulting models can account for multiple traffic
profiles at both levels while always keeping an instantaneous
resolution. The models are compared with simulations that show
their accuracy. Finally, we show how our models can be used to
solve dimensioning issues while avoiding days of simulations.
Keywords: analytical modeling, WiMAX, cell dimensioning, real-
time traffic

I. INTRODUCTION

One of the main candidate for 4G is WiMAX (World-
wide Interoperability for Microwave Access), a broadband
wireless access technology based on IEEE standard 802.16.
The first operative version of IEEE 802.16 is 802.16-2004
(fixed/nomadic WiMAX) [1]. It was followed by a ratification
of amendment IEEE 802.16e (mobile WiMAX) in 2005 [2].
A new standard, 802.16m, is currently under definition to
provide even higher efficiency.

A great number of services such as voice, video and
web are to be offered by WiMAX networks. To this aim,
several service classes have been defined in the standard
corresponding to specific QoS needs. The mains are UGS
(Unsolicited Granted Service), BE (Best Effort) and rtPS
(real-time Polling Service). UGS is designed for applications
with constant bit rates and consists in a circuit use of the
resource. Modeling UGS is thus easy enough as many classic
models are available [9]. As for BE, it carries elastic traffic
generated by web applications. In [8] we proposed models for
performance evaluation of BE traffic in WiMAX cells. Finally,
rtPS supports real-time applications with variable bit rates
for which delay is an essential QoS requirement (streaming).
As such, rtPS connections need guarantees on both their
throughputs and the latency of their packets. In this paper,
we focus on rtPS and provide a novel modeling approach to
evaluate the packet delay.

A few WiMAX networks are already deployed but most
operators are still under trial phases. As deployment is com-

ing, the need arises for manufacturers and operators to have
fast and efficient tools for network design able to account
for the specific QoS needs of rtPS connections. Literature
on this topic is constituted of two sets of papers: i) packet-
level simulations that precisely implement system details; ii)
analytical models that derive performance metrics at user-
level. We focus here on the latter, as simulations require
too much computation time and are thus impractical for
dimensioning.

Authors of [6] provided a discrete-time model for per-
formance analysis of UGS and rtPS traffic. They expressed
through a complicated analysis the average delay of the
packets, but, variations of the radio channel were not taken
into account. Niyato and Hossain [12] formulated the band-
width allocation of multiple services with different QoS
requirements by using linear programming. They also pro-
posed performance analysis, first at connection level, then, at
packet level. However, the computation of the performance
parameters relied on multi-dimensional Markovian models
that require numerical resolutions, and thus, prevent in-depth
dimensioning. In [7], an uplink scheduling policy for rtPS
and ertPS services is designed using an analytical framework.
The authors focused on cases where QoS needs are always
respected and thus did not consider the impact of QoS degra-
dations on the performances. Finally, several call admission
controls (CAC) based on analytical models have also been
proposed [10], [5]. Those papers focused on developing CACs
to guarantee the QoS of each connection. As such, they too
did not account for QoS degradation cases.

In this paper, we present novel analytical models for
streaming traffic that take into account frame structure, precise
slot sharing-based scheduling and channel quality variation of
WiMAX systems. Our modeling is performed in two steps,
each one corresponding to a level of traffic characterization.
First, we focus on the connection level only considering the
bit rate constraint. Then, we extend our models to the packet
level to formulate the packet latency QoS parameter. The
resulting models can account for multiple profiles for both
traffic levels while keeping an instantaneous resolution.

In Section II, modeling assumptions including specific
WiMAX network details are provided. Sections III and IV
present our analytical models for the connection and packet
levels respectively. In Section V, we validate our models
through comparisons with simulations. Lastly, a dimensioning
example using our models is provided in Section VI.
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II. MODELING ASSUMPTIONS

Our analytical models stand on several assumptions related
to the system, the channel and the traffic. Most of these
assumptions have already been discussed and validated in
our study of BE traffic [8]. Wherever required, related details
of WiMAX systems are specified and various notations are
introduced.

A. System

A WiMAX time division duplex (TDD) frame comprises of
slots that are the smallest unit of resource and which occupies
space both in time and frequency domain. A part of the frame
is used for overhead and the rest for user data. The duration
TF of this TDD frame is equal to 5 ms [2].

1) We consider a single WiMAX cell and focus on the
downlink part which is a critical portion of asymmetric
data traffic. Yet our models can also be used for the
dimensioning of the uplink part in a similar way.

2) We assume that there is a mean number of slots
available for data transmission in the downlink part
of each TDD frame denoted by N̄S . This number
is a mean value because the size of the downlink
part can vary with the amount of overhead and with
the downlink to uplink bandwidth ratio which can be
adjusted dynamically over time.

3) We consider that only Cmax simultaneous rtPS con-
nections can be accepted in the cell. Also, since the
buffers of the base station are limited, we assume that
each connection cannot have more than Pmax packets
waiting to be transmitted. As such, any more arriving
packet of a given connection will be dropped as long
as at least one packet of this connection has not been
transmitted.

B. Channel

One of the important features of IEEE 802.16e is link
adaptation: different modulation and coding schemes (MCS)
allows a dynamic adaptation of the transmission to the radio
conditions. As the number of data subcarriers per slot is
always the same, the number of bits carried by a slot for
a given MCS is constant. The selection of appropriate MCS
is carried out according to the value of signal to interference
plus noise ratio (SINR). In case of outage, i.e., if the SINR is
too low, no data can be transmitted without error. We denote
the radio channel states as: MCSk, 1 ≤ k ≤ K, where K
is the number of MCS. By extension, MCS0 represents the
outage state. The number of bits transmitted per slot by a
mobile using MCSk is denoted by mk. For the particular
case of outage, m0 = 0.

WiMAX being a broadband technology, the radio link
quality in these networks is highly variable. As such, the MCS
used by a given mobile can change very often.

4) We assume that each mobile sends a feedback channel
estimation on a frame by frame basis, and thus, the
base station can change its MCS every frame. Since we
consider that all mobiles have the same radio capacity,

we associate a probability pk with each coding scheme
MCSk, and assume that, at each time-step TF , any mo-
bile has a probability pk to use MCSk. Table I presents
examples of MCS and their associated probabilities.

As a result, our analytical model only depends upon station-
ary probabilities of using the different MCS. This approach
has been validated through extensive simulations considering
radio channels with memory [8].

C. Traffic

The traffic model is based on the following assumptions.
5) We assume that there is a fixed number N of mobiles

sharing the available bandwidth of the cell.
Note that operators find finite population models more

suitable for the dimensioning of a cell since they can estimate
the number of users they will have to serve in a cell.

6) Each mobile is assumed to generate an infinite length
ON/OFF traffic. An ON period corresponds to an active
rtPS connection while an OFF period to an idle time.
Both are characterized by their duration. A connection
in ON period generates packets according to a Poisson
process. Obviously, a connection in OFF period does
not generate any packets.

7) We assume that both ON and OFF durations are ex-
ponentially distributed. We denote by t̄on the average
duration of ON periods (in seconds) and by t̄off the
average duration of OFF periods (in seconds).

Memoryless traffic distributions are strong assumptions that
have been validated by numerous theoretical results. Several
works on insensitivity (see, e.g., [3], [4]) have shown (for sys-
tems fairly similar to the one we are studying) that the average
performance parameters are insensitive to the distribution of
ON and OFF periods. Thus, memoryless distributions are the
most convenient choices to model the traffic.

8) We consider that the lengths of the packets are exponen-
tially distributed and denote by L̄p the average length
of the packets (in bits).

However, our packet level modeling stays robust when
considering fixed length packets as shown in Section V.

III. CONNECTION LEVEL MODELING

This section provides models considering the rtPS traffic
of a WiMAX cell at connection level. They are based on the
Engset model [9], however, their performance parameters are
adapted to the specifics of WiMAX and our channel model.

A. Mono-Traffic Model

We associate to each rtPS connection a reserved bit rate
called Guaranteed Bit Rate (GBR). In a first phase, no dis-
tinctions between users are made: all mobiles are considered
statistically identical. As such, we assume that the N users
are generating infinite-length ON/OFF traffics with the same
traffic profile (GBR, t̄on, t̄off ).

The number of slots needed at each frame by a rtPS
connection to achieve its GBR varies with the MCS it uses.
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In order to prevent the losses caused by outage periods, we
assume that a rtPS connection is granted a slightly greater bit
rate than its GBR, called Delivered Bit Rate (DBR):

DBR =
GBR

1− p0
. (1)

If at a given frame there is enough available slots, an active
connection using MCSk receives gk slots:

gk =
DBR TF

mk
. (2)

Obviously, no slots are allocated to a mobile in outage so
g0 = 0. However, if there is not enough resource in the frame,
all active connections are evenly degraded.

We model this system by a continuous-time Markov chain
(CTMC) where each state c, represents the total number of
concurrent connections, regardless of the coding scheme they
use. The maximum number of rtPS connections accepted
being C = min (N,Cmax), this CTMC is thus made of C+1
states. This results in the famous Engset model [9] where
a mobile initiates a connection with a rate λ = 1

t̄off
and

terminates it with a rate µ = 1
t̄on

. By defining the traffic
intensity parameter ρ = λ

µ , the steady state probabilities π(c)
of having c current connections are thus derived as:

π(c) =
ρc

c!
N !

(N − c)!
π(0), (3)

with π(0) obtained by normalization. The customary per-
formance parameters are obtained as usual from the steady
state probabilities. Only X̄ , the instantaneous throughput per
connection and Ū , the average utilization of the frame need
to be adapted to WiMAX specifics and our channel model.

The available resource being limited, a mobile does not
always achieve its GBR if C is too big. Thus, we derive X̄ ,
the instantaneous throughput obtained by a mobile:

X̄ =
C∑
c=1

π(c)
1− π(0)

(c,...,c)∑
(c0, ..., cK) = (0, ..., 0)|

c0 + ...+ cK = c
c0 6= c

(
c

c0, ..., cK

)

.

(
K∏
k=0

pck

k

)
N̄S

max
(∑K

k=1 ckgk, N̄S

)GBR, (4)

where
(

N̄S

max(PK
k=1 ckgk,N̄S)GBR

)
corresponds to the

throughput achieved by a mobile when the c connections are
distributed in (c0, ..., cK). Finally, Ū , the average utilization
of the TDD frame by rtPS connections is expressed as:

Ū =
C∑
c=1

π(c)
(c,...,c)∑

(c0, ..., cK) = (0, ..., 0)|
c0 + ...+ cK = c

c0 6= c

(
c

c0, ..., cK

)

.

(
K∏
k=0

pck

k

) ∑K
k=1 ckgk

max
(∑K

k=1 ckgk, N̄S

) . (5)

B. Multi-Traffic Extension

We now relax the assumption that all users have the
same traffic profile. To do so, we distribute the mobiles
among R traffic profiles defined by (GBRr, t̄ron, t̄

r
off ). Thus,

the mobiles of a given profile r generate an infinite-length
ON/OFF traffic, with a guaranteed bit rate of GBRr bits per
second, an average ON duration of t̄ron seconds and an average
OFF duration of t̄roff seconds. We consider fixed numbers Nr
of mobiles belonging to each profile in the cell.

Similarly to the mono-traffic model, we define DBRr, the
bit rate demanded by a profile-r mobile:

DBRr =
GBRr
1− p0

. (6)

Note that if at a given frame, there is not enough slots
to satisfy all active connections, they are then degraded
proportionally to their respective DBRr.

To model this system, we use the multi-class extension
of the Engset model [11] where a profile-r mobile initiates
and terminates a connection with respective rates λr = 1

t̄roff

and µr = 1
t̄roff

. Each states of the associated CTMC is
characterized by a specific R-tuple (c1, ..., cR) where cr is
the number of active connections of profile r. We assume
that Cmax, the limit on the maximum number of concurrent
rtPS connections, is observed regardless of their profiles and
we define Cr = min (Nr, Cmax), the maximum number of
simultaneous profile-r connections. By defining the traffic
intensity parameters ρr = λr

µr
, the steady state probabilities

π(c1, ..., cR) of having (c1, ..., cR) concurrent rtPS connec-
tions can be expressed as:

π(c1, ..., cR) =
( R∏
r=1

ρcr
r

cr!
Nr!

(Nr − cr)!

)
π(0, ..., 0), (7)

with π(0, ..., 0) obtained by normalization. By first defining
ḡr(cr), the number of slots needed by cr profile-r connections
to achieve their DBRr:

ḡr(cr) = cr

K∑
k=1

pk
DBRr TF

mk
, (8)

and ḡ(v1, ..., vR), the mean number of slots needed by
(v1, ..., vR) connections:

ḡ(c1, ..., cR) =
R∑
r=1

ḡr(cr), (9)

we can then express X̄r, the instantaneous throughput
achieved by profile-r mobiles as:

X̄r =
(C1,...,CR)∑

(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

π(c1, ..., cR)
1− pcr=0

.
N̄S

max
(
ḡ(c1, ..., cR), N̄S

)GBRr, (10)
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with pcr=0 the probability that no class-r connection is active:

pcr=0 =
(C1,...,CR)∑

(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

cr = 0

π(c1, ..., cR), (11)

and Ūr, the average utilization of the TDD frame by profile-r
connections as:

Ūr =
(C1,...,CR)∑

(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

cr 6= 0

ḡr(cr)
max

(
ḡ(c1, ..., cR), N̄S

)
.π(c1, ..., cR). (12)

IV. PACKET LEVEL MODELING

In this section, we show how to integrate a packet level to
our connection level models.

A. Mono-Traffic Model

We consider that the packets of a connection have a mean
bit length L̄p and arrive at the base station at a bit rate called
Arrival Bit Rate (ABR). The packet level traffic profile of a
connection is thus characterized by the pair (ABR, L̄p). Here,
we assume that the mobiles are all statistically identical.

The transmission time of a packet depends on the number
of active connections sharing the resource. To model the
packet level while avoiding the analysis of a multidimensional
CTMC, we separately consider the packet level behavior of
a single connection for each possible number c of concurrent
connections. We associate with each state c 6= 0 of the
connection level CTMC a packet level CTMC as shown in
Fig. 1. Each state p of the packet level CTMC associated
with a state c corresponds to a number p of packets belonging
to the same connection and waiting at the base station when
exactly c connections share the resource. This CTMC is thus
made of Pmax + 1 states as a connection can only have at
most Pmax packets at the base station. Its transitions are as
follows:

• A transition out of a generic state p to state p+1 occurs
when a new packet is received by the base station. This
“arrival” transition is performed with a rate:

λp =
ABR

L̄p
. (13)

• On the opposite, a transition out of a generic state p to
state p − 1 occurs when a packet has been transmitted.
This “departure” transition depends on c, the number
of concurrent connections sharing the resource and is
performed with a rate:

µp(c) =
GBR

L̄p

N̄S

c
∑K
k=1 pkgk

. (14)

• Finally, the transitions out of any generic state p to state
0 enables to account for the dropping of the packets

belonging to the connection when it is terminated. As
such, they are performed with a rate µ = 1

t̄on
.

0

1

c

...
...

C

0 1 ... ... Pmax
!p

"p(c)
"!

"

p

Connection level
CTMC

Packet level
CTMCs

Fig. 1. Mono-traffic packet modeling.

From each of the C packet level CTMCs, we can derive the
steady state probabilities πc(p) that an active connection has p
packets waiting to be transmitted when there are c concurrent
connections as:

πc(p) =

Pmax−(p+1)∏
n=0

1
un

 πc(Pmax), (15)

where (un)0≤n≤Pmax , is given by: u0 =
λp

µp(c) + µ
un = λp [λp + µ+ (1− un−1)µp(c)]−1

(16)

and πc(Pmax) is obtained by normalization.
We deduce from these steady state probabilities the follow-

ing packet level performance parameters. The average number
of packets, Q̄p, present in the system is computed as:

Q̄p =
C∑
c=1

c π(c)
P̄max∑
p=1

p πc(p), (17)

and D̄p, the mean number of packet transmissions per unit of
time is expressed as:

D̄p =
C∑
c=1

c π(c)
P̄max∑
p=1

µp(c)πc(p). (18)

From Little’s law, we can thus derive the average delay R̄p
between the reception of a packet by the base station and the
end of its transfer to a mobile:

R̄p =
Q̄p
D̄p

. (19)

Finally, we provide the reject probability Prej p of a packet
arriving at the base station using the PASTA property:

Prej p =
C∑
c=1

π(c)πc(P̄max). (20)
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B. Multi-Traffic Extension

Now, we relax the assumption that all users have the
same traffic profile. To this aim, we associate with each
mobile one of the R traffic profiles, at connection level
(GBRr, x̄ron, t̄

r
off ) but also at packet level (ABRr, L̄rp). The

packets intended for a mobile of a given profile r are thus
received by the base station with an ABRr bit rate and have
an average bit length L̄rp. Besides, we consider that a profile-
r connection can have at most P̄ rmax packets waiting to be
transmitted.

For the modeling of the packet level of this system, we
follow the same approach as we did in mono-traffic. However,
we now repeat this approach for each of the R traffic profiles.
To model the packet level behavior of a profile-r connection,
we thus associate a profile-r packet level CTMC with each
state (c1, ..., cR) of the connection level CTMC such that cr 6=
0. These packet level CTMCs present similar transitions than
in mono-traffic, yet their rates are different:

• A transition out of a generic state p to state p+1 happens
with a rate:

λrp =
ABRr
L̄rp

. (21)

• On the opposite, a transition out of a generic state p to
state p− 1 occurs with a rate:

µrp(c1, ..., cR) =
GBRr
L̄rp

N̄S
ḡ(c1, ..., cR)

, (22)

which depends on the (c1, ..., cR) connections sharing
the resource. (ḡ(c1, ..., cR) is given by relation 9).

• Finally, the transitions out of any generic state p to the
state 0 are performed with a rate µr = 1

t̄ron
.

The steady state probabilities πr(c1,...,cR)(p) that a profile-r
connection has p packets waiting to be transmitted when there
are (c1, ..., cR) concurrent connections are derived from the
packet level CTMCs as:

πr(c1,...,cR)(p) =

P r
max−(p+1)∏
n=0

1
vn

 πr(c1,...,cR)(P
r
max),

(23)

where (vn)0≤n≤P r
max

, is defined as: v0 =
λrp

µrp(c1, ..., cR) + µr
vn = λrp [λrp + µr + (1− vn−1)µrp(c1, ..., cR)]−1

(24)

and πr(c1,...,cR)(P
r
max) is obtained by normalization.

The mean number, Q̄rp, of profile-r packets waiting to be
fully transfered is given by:

Q̄rp =
(C1,...,CR)∑

(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

cr 6= 0

cr π(c1, ..., cR)

.

P̄ r
max∑
p=1

p πr(c1,...,cR)(p), (25)

and the average number of transmission of profile-r packets
per unit of time, D̄T r

p , is expressed as:

D̄r
p =

(C1,...,CR)∑
(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

cr 6= 0

cr π(c1, ..., cR)

.

P̄ r
max∑
p=1

µrp(c1, ..., cR)πr(c1,...,cR)(p). (26)

The average delay, R̄rp, between the reception of a profile-r
packet by the base station and the end of its transmission is
obtained using Little’s law:

R̄rp =
Q̄rp
D̄r
p

. (27)

Lastly, we formulate the reject probability P rrej p of an
arriving packet with profile r as:

P rrej p =
(C1,...,CR)∑

(c1, ..., cR) = (0, ..., 0)|
c1 + ...+ cR ≤ Cmax

cr 6= 0

π(c1, ..., cR)πr(c1,...,cR)(P̄
r
max).

(28)

V. VALIDATION

To validate our two-level modeling, we now compare the
results of our models with those of simulations. To this
aim, we developed a simulator that implements an ON/OFF
traffic generator, a wireless channel for each user and a
centralized scheduler allocating radio resources, i.e., slots, to
active users at each frame. The ON and OFF durations of the
mobiles are exponentially distributed and the packet arrivals
follow a Poisson process. Contrary to the models which only
consider averages, in simulations, the slots are allocated to
each mobiles on a frame by frame basis.

We repeatedly compared results from our analytical models
and simulations while considering all sorts of scenarios. We
also compared our model with fixed packet length simula-
tions. Here, we present the results of a representative scenario.

TABLE I
CHANNEL PARAMETERS

MCS bits per slot probability
Outage m0 = 0 p0 = 0.02

QPSK-1/2 m1 = 48 p1 = 0.12
QPSK-3/4 m2 = 72 p2 = 0.31

16QAM-1/2 m3 = 96 p3 = 0.08
16QAM-3/4 m4 = 144 p4 = 0.47

We consider N̄S = 450 available slots per frame. This
value corresponds to a system bandwidth of 10 MHz, a
downlink/uplink ratio of 2/3, a PUSC subcarrier permutation
and an average protocol overhead length of 2 symbols. We

400 Int'l Conf. Wireless Networks |  ICWN'11  |



10 20 30 40 50 60 70 80
0

5

10

15

20

25

N

Q̄
r

profile 1
profile 2
analytic
simulation

(a) Mean number, Q̄r , of active connections.
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(b) Instantaneous throughput, X̄r , of a mobile.
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(c) Mean utilization, Ūr , of the TDD frame.

Fig. 2. Customary connection level performance parameters when the number N of mobiles in the cell increases.
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Fig. 3. Customary packet level performance parameters when the number N of mobiles in the cell increases.

assume a number, N , of mobiles present in the cell ranging
from 2 to 80. The mobiles are equally distributed among the
two considered traffic profiles. We voluntarily accept up to
Cmax = 50 concurrent active connections to see the effects
of congestion on the performance. The channel parameters
are summarized in Table I while the traffic parameters are
detailed in Table II. The results are presented in Fig. 2 and 3.

TABLE II
TRAFFIC PARAMETERS

Traffic profile, r 1 2
Proportion of mobiles 50% 50%
Guaranteed bit rate, 512 256

GBRr Kbps Kbps
Mean ON duration, t̄ron 60 s 60 s

Mean OFF duration, t̄roff 60 s 90 s
Arrival bit rate, 95% of 90% of

ABRr GBR1 GBR2

Mean packet length, L̄rp 1600 bits 400 bits
Limit on the packets, P̄ rmax 500 250

The average numbers, Q̄r, of active connections of both
profiles obviously increase with the number of mobiles
present in the cell. At first (N < 40), there is always enough
resource to satisfy all demands: all connections get their
desired throughputs (X̄r = GBRr) and the average frame
utilization, Ū , linearly increases. The mean numbers, Q̄rp, of
packets waiting to be transmitted only increase very slowly
and the mean packet latencies, R̄rp packets stay constant while

reject probabilities of arriving packets, P̄ rrej p, are almost null.
However, when there are more mobiles in the cell (N > 40),
they begin to suffer the lack of available resource. Thus,
the frames become fully occupied and the throughputs dive
since more and more connections share the limited amount
of resource. The congestion also has an impact on the packet
level: the three parameters Q̄rp, R̄rp and P̄ rrej p rapidly increase.

The curves show that the results given by our analytical
model match those of simulations. Indeed, the difference
between them is less than 4% in most cases and less than 9%
in the worst case. The only significant observed divergences
appears when considering excessively overloaded scenarios.

In addition, the results of our packet level model are
compared in Fig. 3 with fixed packet length simulations. The
results stay very close whether we consider exponentially
distributed or fixed packet length. We only observed small
differences in cases of low traffic load. Finally, note that the
results presented in this section are representative of the re-
sults obtained for the numerous considered scenarios. Indeed,
each time, the simulations results validated our analytical
models with similar accuracy.

VI. DIMENSIONING

Here, we provide a dimensioning example to demonstrate
possible applications of our models. The channel parameters
are provided in Table I and the traffic parameters in Table III.
For the sake of simplicity, we only consider one traffic profile.
Yet, results can be obtained for any other possible configura-
tion (i.e., any mono or multi-profile traffic scenarios).
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Fig. 4. Dimensioning of the number NS of available downlink slots per frame.

TABLE III
TRAFFIC PARAMETERS

Parameter Value
Limit on rtPS connections, Cmax 50

Guaranteed bit rate, GBR 512 Kbps
Traffic intensity, ρ 0.25 to 4

Arrival bit rate, ABR 95% of GBR
Mean packet length, L̄p 1600 bits

Limit on the packets, P̄max 250

Our models can be advantageously used to answer dimen-
sioning issues by drawing contour graphs. Two dimensioning
criteria are proposed as examples and results are presented in
Fig. 4(a) and 4(b). To draw these two graphs, we computed
the considered performance parameter (Ū or R̄p) for each
possible (N, ρ) pair while increasing the number N̄S of avail-
able slots until the chosen criterion could not be guaranteed
anymore. This straightforward method is only possible due to
the instantaneous resolution of our model.

In Fig. 4(a), we find the maximum number N̄max
S of avail-

able slots guaranteeing an average radio utilization over 85%.
This kind of criterion allows operators to avoid uneconomical
over-provisioning of the network resources in regard to the
traffic load of their customers. To obtain the optimal value
of N̄max

S associated with a given (N, ρ) pair, we look for
the point at the corresponding coordinates in the graph. This
point is located between two contour lines, and the one with
the lower value gives the value of N̄max

S .
The second criterion concerns the packet delay. We decided

on 0.35 s as the maximum acceptable value of the mean
packet delay. Now, we want to find the minimum number
N̄min
S of available slots guaranteeing this latency threshold.

In Fig. 4(b), a given point is located between two contour
lines. The line with the higher value gives N̄min

S .
The graphs of Fig. 4(a) and 4(b) can be jointly used to

satisfy both criteria. For example, if we consider a cell with
35 mobiles and a traffic intensity ρ = 1.5, Fig. 4(a) gives
N̄max
S = 700 slots, and Fig. 4(b) gives N̄min

S = 600 slots.
So, we must consider a number of slots N̄S ∈ [600; 700]
to guarantee both a reasonable resource utilization and a
satisfactory latency.

VII. CONCLUSION

In this paper, we have presented novel analytical models
dedicated to rtPS, the WiMAX service class specifically
designed for streaming traffic. First, we focused on the con-
nection level only considering the bit rate constraint. Then, we
extended our models to the packet level to formulate the mean
packet latency. The resulting two-levels rtPS models are able
to instantaneously provide closed-form expressions for all the
required performance parameters even with multiple traffic
profiles. Extensive simulations have validated the models’
assumptions and shown their accuracy (maximum relative
errors never exceeded 9%). Lastly, we have shown with
an example how to use our models to perform advanced
dimensioning involving crucial economical and QoS issues.
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ABSTRACT 

In this paper we introduced a custom TDMA MAC Layer 

Protocol. The main idea which actuated the research was to 

simulate a complex MAC Protocol in a wireless environment 

and espy its behavior under different physical, traffic, and 

network configurations. The TDMA protocol itself is 

completely custom and not based on any one particular 

industry specification. Our approach is ideal for exchanging 

data and control information in Mobile Ad hoc Networks 

(MANET) and wireless mesh networks so that resource needs 

(in terms of slot availability) of participating nodes can be 

rapidly accommodated for Quality of Service (QoS) 

guarantees. The approach described in this paper allow an 

efficient resource allocation strategy  such that each 

participating node can converge to a consistent TDMA control 

slot usage that is optimum for the topology and resource 

demand of a dynamic wireless network environment and then 

we further proceeded with capacity planning for such 

networks based on the optimum control slot usage . 
 

Keywords: TDMA, Control Slot, WLAN, MAC Layer, OPNET 

Modeler. 

I. INTRODUCTION 

Time division multiple access (TDMA) is a channel access 

technique extensively adopted in shared medium networks. The 

users transmit in quick continuation using its own slice which is 

achieved by allowing several users to share the same frequency 

channel by dividing the signal into different time slots. Two 

algorithms are proposed in [1] for dynamic control slot 

scheduling that provide exchange of control information in an 

efficient and control free manner but at the cost of certain 

topology information provided in advance. Although its 

universal consent as a de-facto standard in today’s market, 

IEEE 802.11 [2] based protocols are handicapped from 

bandwidth inefficiency under high contention environments [3]. 

Despite the new IEEE 802.11e standard experiments to take in 

due consideration the lack of Quality of Service (QoS) support 

by providing the Enhanced Distributed Channel Access 

(EDCA) protocol, but at times EDCA also vacillates when it 

comes to providing Differentiated Service support in low 

priority traffic under a heterogeneous environment [4]. TDMA 

based MAC protocols can be favorably deployed in strategy 

based networks where QoS guarantees and resource reservation 

are captious for the network services required by the user. 

Nonetheless, TDMA based customizations practice some 

weaknesses due to their demand for tight clock synchronization 

and consistent correspondence of control information toward 

achieving many of their acceded potential advantages. The 

problem of administering tight clock synchronization can be 

accommodated by distributed time synchronization techniques 

[5]. On the other hand, the problem of providing a reliable 

mechanism for exchanging control information in TDMA has 

not been looked at closely and is the focus of this paper. The 

paper is organized as follows, first we introduce the simulation 

environment and the network parameters then we further 

investigate the effect of control slot integration in different 

scenarios and finally we conclude. 

II. TDMA PARAMETRIC STUDY 

 

The main focus of this paper is to look at the problem of 

providing reliable control slot schedules for a TDMA based 

MAC protocol and introduce an integrated mechanism that 

achieve highly efficient channel utilization with low latency in 

the face of constant topology changes and link quality 

fluctuation in a MANET environment. The shaded slot in the 

figure below is pre-allocated for control slot scheduling. Using 

our approach, the pre-allocated control slot will be fairly shared 

among participating nodes to exchange control information so 

that the data portion of the frame (clear slots) can be optimally 

allocated based on the bandwidth need of each node. 

 

 

0 1 2 3 …… 21 22 23 

 

  

 

 

 

 

The simulation for this particular research was carried out in 

OPNET simulator having nodes in the network represented by a 

mobile laptop, a handheld data unit, and a VoIP cell phone. 

Each device has data access through the local cell tower. These 

Data Slot Control Slot 

Slot One Frame 

1.54 Mbps = 40 frames/sec * 24 slots/frame 

Figure 1 TDMA Channel 
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nodes use the standard protocol stack (Application/TCP/IP) of a 

workstation in the OPNET Modeler standard model library. 

These client nodes will access the tower that is in the same 

subnet via a TDMA radio interface. There are some TDMA 

MAC layer attributes out of which only three are considered 

and are given below, 

 

 - TDMA Channel Hold Time  

 
This attribute will control the length of time in seconds that a 

mobile unit will keep control of the timeslot after the initial 

packet transfer is complete. Some Applications (voice & video) 

have very regular packet rates and are sensitive to the TDMA 

system overhead of requesting a slot from the tower. For these 

applications a hold time of slightly longer that the period 

between packets will ensure a low latency data link. Bursty 

traffic might be able to use a zero value hold time. Ultimately, 

there is a trade-off between cell capacity (number of nodes that 

can be supported) and system access delay which will affect 

application response time.  

 

- TDMA Number of Slots to Use  

 

This attribute controls the number of slots that the node will 

request. One slot provides a data rate of 64Kbps; higher integer 

values will provide 128Kbps, 192Kbps, and 256Kbps. 

 

- TDMA Request Timeout 
  

This value is the length of time in seconds that a node will wait 

before retransmitting the slot request message. A typical 

retransmission will occur because there was a collision on the 

ALOHA [6] control slot of the original slot request.  

Using two radio frequencies (One for Transmitting and the 

other to Receive), the cell tower provides two way IP data 

communication from the land based fixed network to the nodes 

(laptop, handheld, and cell phone). The MAC Layer interface 

between the nodes and the cell tower is a TDMA protocol 

which can support a large number of nodes with data rates from 

64 Kbps to 1.54 Mbps. The landline interface to the tower is 

100BaseT Ethernet. 

SCENARIO I - LARGE NETWORK PROTOCOL WITH 

COMMON CONTROL CHANNEL  

This scenario studies the network performance of a cell 

supporting 49 mobile clients (33 Laptops and 16 Handheld 

PDAs). Each type of node has a different mix of network 

applications including FTP, Web Browsing, Email, and 

Database sessions. By looking at the protocol statistics, over-

utilization is not an issue. The results show that the average 

number of slots in use in the Tx direction is 20 out of 23. The 

average number of slots in use for the Rx direction is 10 out of 

23.  

Further analysis shows that there is a significant queuing delay 

for the mobiles to access the radio network. Some mobiles have 

a 2 second delay for each packet before it is sent to the Base 

station. Figure 2 shows that a significant number of client slot 

requests timeout. On average, 63% of all requests are being lost 

and causing timeouts. The loss of the control packets is being 

caused by radio collisions of control signals from multiple 

mobile units. Since the control channel is common resource to 

all mobiles in a cell, any mobile can access this channel at any 

time. This scheme is insufficient to support this number of 

mobile nodes with this traffic pattern. 

 

Figure 2 TDMA slot request, slot request timeout and slot request failure 
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SCENARIO II - LARGE NETWORK PROTOCOL WITH FIXED 

CONTROL CHANNEL 

This scenario attempts to fix the control channel access problem 

discovered in the previous scenario. Each control slot is 1600 

bits long and the control messages are 82 bits long. In the 

previous scenario, any control message was sent at the 

beginning of the control slot. This method wasted a large 

percentage of available control channel bandwidth and caused 

the high number of collisions that were detected. By segmenting 

each control slot into sub-slots of > 82 bits, the protocol can 

make better use of the available bandwidth. By randomly 

picking a sub-slot to send the control message, and 

consequently reducing the number of collisions. In this 

scenario, the control channel is segmented into 10 sub-slots. 

COMPARISON BASED ON APPLICATION TRAFFIC 

In regards to the above mentioned scenarios based on control 

channel integration the comparison for different traffic profiles 

are used to analyze the effect of control slot subdivision. By 

selecting traffic profiles such as the laptop nodes are using four 

types of application traffic,  

 Email (Heavy load): Send and receive inter-arrival 

times are exponential and constant size of email with 

mean outcome 2000 and type of service is best effort. 

 File Transfer Protocol (Light load): Inter-request time 

is exponential and file size is constant with mean 

outcome 50,000 and type of service is best effort. 

 

Figure 3 TDMA slot request, slot request timeout and slot request failure with fixed control channel 

 

The results show a dramatic improvement in network 

performance with the new control slot configuration. 

Application performance has improved. The queuing delay for 

mobile access had been significantly reduced. The average 

number of slots in use for the Rx direction is 14 out of 23 as 

compared to 10 for the previous scenario thus capable of 

receiving more data. Figure 3 shows that the collisions of 

control messages are dropped from 63% to 18%. 

 

                                                  

                           

                       

                                    

                  

 Web browsing (Heavy load HTTP): Page inter-arrival 

time is exponential with best effort as the type of 

service. 

Now, for the handheld devices the traffic profile is defined as 

under, 

 Email (Light load): Send and receive inter-arrival 

times are exponential and constant size of email with 

mean outcome 500 and service type is best effort. 

 Web browsing (Heavy load HTTP): Page inter-arrival 

time is exponential with best effort as the type of 

service. 
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Finally, for the cellular devices which only consists of voice 

application defined as consisting a G.723.1 5.3K voice encoder 

and 0.02 seconds of compression delay and best effort as the 

type of service.  Figure 4 includes the response time for 

different traffic profiles used during the course of simulation. 

Web browsing for the scenario in which there is a common 

control slot gives an average response time of 18 seconds which 

is undesirable by all means but when the control slot is 

subdivided into fixed sub-slots the response time goes down to 

1.5 seconds which is acceptable. Similarly, for FTP traffic the 

average response time is reduced to 11 seconds and the 

response time for downloading an email on the average is 

reduced from 25 seconds to 3 seconds. Analyzing these results 

will lead to the conclusion that the response time has decreased 

for all kinds of traffic providing efficient channel utilization in 

terms of slot usage. 

Also, the results show that the QoS mechanism built into the 

protocol (hold time) is able to provide high quality circuit 

behavior in a packet oriented protocol. Once a voice call is 

established, the unit reserves the slot for the duration of that 

call. This allows voice to maintain high quality even during 

times of congestion. Average response time for the data traffic 

in web browsing is 0.6 sec in the case of 90 nodes which is the 

optimum value and similarly, for the voice traffic the average 

packet ETE-Delay is 0.15 sec for the 90 nodes case. Based on 

these observations we can conclude that response time for voice 

and data traffic is best suited when we have 90 (±5) nodes. 

Average response times for the data (HTTP) traffic for the three 

cases is illustrated in figure 5 and average packet ETE-Delay 

for the three cases is illustrated in figure 6.

 

Figure 4 Response Time analysis for the traffic trunk profile

SCENARIO III - NETWORK SCALABILITY AND CAPACITY 

PLANNING 

This scenario attempts to find the maximum number of mobile 

nodes that a single frequency pair can support. A mix of data 

and voice nodes have been arranged within a cell with the 

control slot sub-division set at 10. The network is composed of 

75, 90, and 105 users. Simulations are run to find application 

and network performance for each. Results show that radio 

utilization is highest when the number of nodes is between 90 

and 105. But, when the number of nodes increases to 105, radio 

frequency utilization actually decreases.  

III. CONCLUSION 

Based on the above illustrated behavior of the TDMA for 

WLAN networks we can conclude that the channel needs to be 

properly administered in order to provide QoS guarantees to 

every node trying to connect and gain access to the channel.  

Secondly, the protocol which serves the channel allocation has 

to be properly investigated in order to plan the capacity needs of 

the network and to provide efficient channel utilization and then 

suggest threshold value for the number of mobile nodes that can 

be supported with efficient bandwidth utilization for a given 

traffic demand. 
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Figure 5 Comparison of Web Browsing response time 

 

Figure 6 Comparison of Voice Traffic ETE-delay 
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Abstract - There have been various security measures 

proposed for protect Mobile Ad Hoc Networks (MANET). 

These can be categorized in two main of security measures. 

That is Prevention and Detection/Reaction mechanisms. 

Prevention mechanisms are considered as the premier 

defense line against attackers. On the other hand Intrusion 

Detection Systems (IDS) is second layer of security to 

defense the attacks that happen in depth. However, Clearly 

the problem is so broad that there is no way to devise a 

general solution.  It is also clear that different applications 

will have different security requirements. This paper present 

prevention mechanism which are considered as the premier 

defense line against attackers. In Prevention mechanisms 

there is   require for encryption techniques to provide 

authentication, confidentiality, integrity and non-repudiation 

of routing information. Various secure routing protocols 

proposed for MANET are investigated as well as the kinds of 

attacks that they  can be protect. 

 

 Keywords: MANET Security, prevention mechanism 

Secure Routing protocol,, 

1 Introduction 

Mobile ad-hoc networks (MANET) is a group of wireless 

mobile nodes, in which nodes cooperate by forwarding 

packets for each other to allow them to communicate beyond 

direct wireless transmission range. Nodes are free to move 

anywhere and anytime. No central administrator is required 

to organize the connections between nodes. Each node takes 

the responsibility to manage itself.  MANET is being used in 

very sensitive applications and can be quickly and 

inexpensively set up as needed. An example of these 

applicatons are military exercises and disaster relief. 

However, secure and reliable communication is a necessary 

prerequisite for such applications. The absence of any fixed 

infrastructure and mobility features in MANET makes it 

difficult to utilize the existing techniques for network 

services, and poses number of various challenges to keep 

such a network secure. In order to overcome the 

vulnerabilities and achieve security goals, there is a need to 

find some security measures to protect the  network.  Clearly 

the problem is so broad that there is no way to devise a 

general solution.  It is also clear that different applications 

will have different security requirements.  The complexity 

and diversity of the field has led to a multitude of proposals, 

which focus on different parts of the problem domain.  There 

is two main categorized of security measures proposed for 

MANET that is Prevention and Detection/Reaction 

mechanisms. Prevention mechanisms are considered as the 

premier defense line against attackers.  Prevention is used 

for secure network operation from external attacks. 

Prevention mechanisms   require encryption techniques to 

provide authentication, confidentiality, integrity and non-

repudiation of routing information,. These can be achieved 

by authenticating users and nodes [1][2], and by securing 

routing protocols used to create routes between nodes[3] .  

When attacks can penetrate this line of defense, prevention 

mechanisms become not enough for securing the network.  

Intrusion Detection Systems (IDS) is second layer of 

security to defense the attacks that happen in depth.  IDS 

should be able to detect the malicious activities of attackers 

who successfully penetrated the prevention mechanisms. 

Detection and response mechanisms are used to secure 

network against internal attacks. This can be achieved using 

intrusion detection systems[4][5]. 

The aim of this paper is to investigate the secure routing 

protocol that can provide security and data privacy against 

the external attacks. 

The paper is organized as follows Section 2 provides an 

overview of routing protocols in MANET. Section 3 discuss 

different  secure proactive routing  protocols methods. 

Section 4 discuss different  secure reactive routing  protocols 

methods as well as  result and analysis of the reviewed 

secure routing protocols methods. Section 5concludes the 

paper. 

         2 Routing protocol MANET 

There are two types of routing protocols: proactive and 

reactive protocols. In proactive routing protocols; routing 

tables are created before nodes ask for the routes.  Each  

node has one or more table containing up-to-date routing 

information from each node to every other node in the 

network. An examples of such protocols are Optimized 

Link-State routing protocol (OLSR)[6] and Destination 

Sequence Distance Vector protocol (DSDV)[8]. On the other 

hand in reactive routing protocols; routes are created just 

when nodes ask for routes. In a reactive routing protocol, 

control packets, namely Route Request messages(RREQ), 

are broadcast by the source node in order to find the optimal 

route to the destination node. An examples of  reactive 
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routing protocols  are Ad hoc On demand Distance Vector  

(AODV)[7] and Dynamic Source Routing Protocol 

(DSR)[13]. 

 

3.  Secure Proactive Routing protocols 
 

3.1 Secure Efficient Adhoc Distance Vector (SEAD) 
 

In [9] the authers suggested SEAD (Secure Efficient Ad 

hoc Distance Vector) to secure DSDV routing protocol. 

SEAD uses one way hash chain. It defends against 

modifying the sequence number or the metric value in the 

route updates by malicious nodes. SEAD also uses this hash 

function chain to authenticate metric and sequence number 

in the routing update. Each node selects a random seed and 

applies a hash function many times on this seed to generate 

the hash chain elements. One of these elements (authentic 

elements) is used for the authentication process. Many ideas 

were suggested for distributing the authentic element. They 

also suggested using asymmetric cryptography system. A 

trusted third party (CA) is used to sign public key for each 

node. Each node distributes its public key and public key 

credentials. This public key is used then to sign the authentic 

element. In[14] authers suggested using symmetric-key 

cryptography mechanism to secure authentic element. SEAD 

uses also a shared secret key between each two nodes and a 

Message Authentication Code (MAC) to be sure that routing 

updates come from authenticated neighbors. Since SEAD is 

robust against modifying sequence number and metric 

attacks, it cannot defend against tunneling and vertex cut 

attacks. 

 

3.2 The OLSR Security Extension 

In [10][11], schemes have been proposed for 

extending  OLSR to make it secure against attacks. The main 

idea they propose is to use digital signatures for 

authenticating the OLSR routing messages. Such 

authentication may be done on a hop-by-hop basis or on an 

end-to-end basis. Scheme in [0] focus on the hop-by-hop 

approach, in which each node signs OLSR packets as they 

are transmitted (such packets may contain multiple OLSR 

messages originated by a variety of nodes). The authers in 

[0] and [11] discuss schemes for authenticating OLSR 

messages on end-to-end basis so that nodes receiving OLSR 

message can authenticate the node that generated the 

original message rather than just the node forwarding the 

message.  

 

4. Secure Reactive Routing protocols 
 

4.1 Securing AODV routing protocol 
 

   Secure Ad hoc On-Demand Distance Vector Routing 

Protocol (SAODV) [15][16] is an extension of the AODV 

routing protocol that can be used to protect the route 

discovery mechanism of the original AODV providing 

security features like integrity, authentication and non-

repudiation. This extension has the format shown in figure 1. 

 

Type Length Hash 

function 

Max hop 

count 

Top hash 

Signature 

Hash 

Figure 1:  SAODV message extension 

 

SAODV incorporates two schemes for securing AODV. The 

first scheme involves nodes signing the messages that they 

create (e.g. RREQ, RREP). This allows other nodes to verify 

the originator of the message. This scheme can be used for 

protecting the portion of the information in the RREQ and 

RREP messages that does not change once these messages 

are created. However, RREP and RREQ messages also 

contain a field (namely the hop count) that needs to be 

changed by every node. Such mutable information is ignored 

by the creator of the message when signing the message. The 

second scheme of SAODV is used for protecting such 

mutable information. This scheme leverages the idea of hash 

chains. The signing routing messages imply the various 

nodes need to possess a key pair that makes use of an 

asymmetric cipher. Therefore, a key management scheme is 

required and can be used for this purpose.  

4.1.1 Digital signatures 

Digital signatures are used to protect the integrity of the 

non-mutable fields in RREQ and RREP messages.  The 

signing process is accomplished by using asymmetric 

cryptography.  SAODV defines three types of message 

extensions; the first extension is called "SAODV Message 

Extension", it is used by other nodes to verify the 

authenticity of the originator node.  The second extension is 

called "RREQ double signature extension".  This extension 

is used to protect the non mutable fields in RREQ and RREP 

message.  The last extension is called "RREP double 

signature extension".  This extension is used to allow the 

intermediate nodes to generate RREP messages signed by 

the destination nodes. 

4.1.2  Hash Chain 

  These chains are used in SAODV to authenticate mutable 

information such as the hop count field in routing messages 

RREQ and RREP.  Hash chains are created by applying a 

hash function repeatedly to a seed number.  This scheme 

provides protection against nodes manipulating (more 

precisely decreasing) the hop count when forwarding AODV 

routing messages assuming a strong hash function.    
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4.2 ARAN Protocol 
 

ARAN [17] stand of Authenticated Routing for Ad Hoc 

Networks.   ARAN is a security scheme, which can apply to 

any on-demand routing protocol.  ARAN is similar to 

SAODV in many points; both of them are based on digital 

signature and also both of them uses control messages.  

Routing operations of ARAN are performed using three data 

structures: Route Discovery Packet (RDP), Reply message 

(REP) and error message (ERR).  These messages have the 

same functionality of RREQ, RREP and RERR messages in 

SAODV.  Each of these messages is secured by digital 

signatures.  These messages use the forward path and the 

reverse path during the routing discovery process.  The 

messages use certificate revocation for detecting expired 

public keys.   

4.3 Security Aware Ad Hoc Routing 

     Security Aware Ad Hoc Routing (SAR) [18] is selecting 

route paths using trusted nodes in the routing discovery 

process is better than selecting the shortest path using 

unchecked nodes.  SAR uses AODV protocol in a trusted 

hierarchy structure.  Nodes in higher level are more trusted 

than nodes in lower levels.  SAR adds a field to each RREQ 

message; this field represents the security level needed for 

this route.  Intermediate nodes ignore this RREQ if they 

cannot achieve the security level required by the requester 

node.  SAR also adds a field to each RREP message; this 

field represents the maximum security level that can be 

supported by the discovered route.  SAR uses a key shared 

by trusted nodes to encrypt SAR messages.. 

4.4 Securing DSR protocol 

   In [19] the authers proposed Secure Routing Protocol 

(SRP) to secure  Dynamic Source Routing Protocol (DSR). 

SRP secures routing messages by adding SRP headers to 

these messages.  Each header contains a type field that 

represents the message type, a sequence number that is used 

to ignore old route messages, a query identifier that is used 

to verify the freshness of the route, and a MAC (Message 

Authentication Code) that is used to verify the message 

validation.  SRP uses a secret key shared between the node 

requester and the final destination.  This key is used to sign 

the non-mutable fields of the packet. Originator nodes 

generate MAC value by applying a hash function on the 

non-mutable fields. Destination node verifies the route 

request validation by applying the same hash function on the 

non-mutable fields and comparing the result with the MAC 

value coming with the request.  Intermediate nodes just add 

their address to the route request addresses list and 

rebroadcast the request.  SRP does not need to protect the 

mutable fields (hop counts) in the route messages; because 

even the hop count was altered maliciously; it will be 

detected since SRP is a source routing protocol.   

4.5 ARIADNE and ENDAIRA protocols 
 

Secure On-Demand Routing Protocol for Ad hoc 

Network, ARIADNE [20], is also proposed to secure DSR.  

Similar to SRP, it requires pre-deployment of authentication 

keys between the source and destination.  Ariadne provide 

three key sharing approaches corresponding to three 

authentication methods: pair wise shared secret keys, 

TESLA keys; Shared secrets between communicating nodes 

combined with broadcast authentication; and digital 

signature.  Pair wise shared secret keys authenticate DSR 

routing messages by using secret key between each pair of 

nodes.  This requires n(n-1)/2 keys for a network consisting 

of n nodes.  Pair wise shared secret keys avoid need for 

synchronization. TESLA requires time synchronization 

which is difficult to achieve in MANET environments.  Each 

node should have a hash chain; the authentic element of each 

hash chain should be distributed to all network nodes.  Also 

digital signature requires pre-deployed asymmetric 

cryptography for the authentication process. 

In [21] another routing protocol called ENDAIRA which is 

the reverse word of ARIADNE is signing the route replays 

instead of signing the route requests as in ARIADNE.  

ENDAIRA is more suitable than ARIADNE for MANET 

environments that have limited resources.   

 

Secure reactive routing protocol present in Table 1 shows 

that : 

- The main difference between ARAN and SAODV 

is that SAODV uses the route that has the least 

number of hops, while ARAN uses the first route 

discovered without comparing the hop counts 

value.  Another difference is that Intermediate 

nodes in SAODV can respond to RREQ if they 

keep a valid route to destination. While in ARAN, 

intermediate nodes cannot respond to RDP. 

- SAR is not suitable for some MANET 

environments because of the overhead caused by 

the authenticity checking processes. 

-  SRP cannot prevent malicious nodes from sending 

wrong route error messages which affect the 

performance of the protocol. 

- ENDAIRA is more suitable than ARIADNE for 

MANET environments that have limited resources.   

 

Table 1 :  Secure Reactive Routing protocols 
 

Protocol  Analysis 
SAODV  

a. able to handle many attacks 

leveraging modification, 

fabrication, or impersonation 

b. on ensuring that nodes do not 

impersonate other nodes and 

that nodes forwarding routing 
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messages do not alter them 

while those messages are in 

transit. 

c. cannot protect against that does 

not increment the hop count 

when it forwards a routing 

message(wormhole attack) 

ARAN a. uses the first route discovered 

without comparing the hop 

counts value 

b.  intermediate nodes cannot 

respond to RDP. 

 

SAR a. overhead caused by the 

authenticity checking processes. 

 

SRP a. does not need to protect the 

mutable fields (hop counts) in 

the route messages 

b. cannot prevent malicious nodes 

from sending wrong route error 

messages which affect the 

performance of the protocol. 

 

ENDAIRA and  

ARIADNE 

a.  ENDAIRA is more suitable 

than ARIADNE for MANET 

environments that have limited 

resources. 

b. ENDAIRA requires signing the 

route replays coming just from 

intended nodes.  This requires 

less resources power than 

signing the route requests 

broadcasted to all network 

nodes. 

 

5   Discussion and Summary 

    Security is the most important concern for the basic 

functionality of the network.  Any network should be 

provided with security services to the users.  All these 

services integrate each other to give complete protection.  

There is no single mechanism that can provide all the 

security services. Attack prevention measures, such as 

authentication and protocol encryption can be used as the 

first line of defense for reducing the possibilities of attacks 

in MANET. However, these techniques have a limitation to 

the effects of prevention techniques in general, and they are 

designed for a set of known attacks. Intrusion detection 

system comes as second layer of defense for strengthening 

security in MANET. One of the MANET vulnerabilities 

comes from the weaknesses of routing protocols. There are 

many attacks, such as black hole, selfish, rushing, wormhole, 

and DoS attacks can be generated by malicious node to 

cripple MANET operation. Unfortunately, most proposed 

routing protocols at present day do not specify schemes to 

protect against such attacks. 

This paper consolidated various works related to prevention 

mechanisms that can achive by secure routing protocols. The 

previous sections described  and discussed all major 

proposed solutions to secure routing protocol against 

external attack.  

Overall, a significant amount of work has been done on 

prevent MANET from malicious node that do modification, 

fabrication, or impersonation.  Clearly the problem is so 

broad that there is no way to devise a general solution. 

Secure routing cannot protect the network from the 

malacious node that autherized as apart of the network. 
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Abstract— To facilitate the efficient support of quality of
service(QoS) in Cognitive Radio network, it is essential
to model a wireless channel and traffic in terms of QoS
metrics such as data rate, delay and error rate. We propose
and develop a wireless channel model termed the effective
capacity in Cognitive Radio network. We model the effective
capacity as a function of SNR and BER in fading channel. We
propose adaptive power control and adaptive rate methods
in adaptive coded modulation scheme to maximize the effect
capacity. We illustrate the advantage of our approach with a
set of numerical simulation experiments.

1. Introduction
Cognitive radio technology is the key technology that

enables an next generation to use spectrum in a dynamic
manner. We have witnessed a huge increase in the demand for
radio spectrum in wireless communication. Since Spectrum
is inherently a limited natural resource, the government
agencies in each country regulated the radio resource access.
The traditional approach to spectrum management is very
inflexible due to exclusive license for most of frequency band
and tight limits to the permitted user. Recent measurements
for spectrum use indicate that many portions of the spectrum
are either unused or lighted used [1]. A new communication
paradigm is necessary to solve the limited available spectrum
and the inefficiency usage. A new dynamic spectrum access
method is proposed, which is called as cognitive radios.

A cognitive radio should support the capability to select
the best available channel. Specially, we are interested in
the cognitive capability to capture or sense the information
from its radio environment. This capability cannot simply
be realized by monitoring the power of frequency band and
traffic rate. More sophisticated techniques are required in
order to capture the temporal and spatial variations in the
radio environment [1].

Considering the spectrum sharing channels, where dif-
ferent users share the same spectrum, a constraint on the
received power at a third party user’s receiver may be a more
relevant constraint than a maximum on the transmit power
[2]. A QoS driven power and adaptation scheme maximizing
the system throughput in terms of the effective capacity was

introduced in [3]. We investigate the maximum throughput
of the secondary user’s channel in Cognitive radio network
with delay QoS constraint by obtaining the effective capacity
of the channel. We assume that the successful operation of
the primary user requires a minimum rate to be supported by
its channel for a certain percentage of time, and determine
a lower bound on the effective capacity of the secondary
user’s link in fading channel, when the transmission power
of the secondary user adheres with the above mentioned
interference limiting.

To facilitate the efficient support of quality of service(QoS)
in Cognitive Radio network, it is essential to model a wireless
channel and traffic in terms of QoS metrics such as data
rate, delay and channel capacity. We propose and develop
a wireless channel model termed the effective capacity for
Cognitive Radio network. Integrating information theory with
the effective capacity, we investigate the QoS driven adaptive
power control, coding and modulation over cognitive radio
network. The problem is how to maximize the throughput
subject to a given QoS constraint.

The remainder of this paper is organized as follows. The
system modeling of cognitive radio Network, the definition
of effective capacity and the optimizing problem to maximize
the effective capacity will be explained in Section 2. In
Section 3, we propose the optimal power control and rate
adaptation in adaptive MQAM modulation to maximize the
effective capacity. In section 4, we discuss the optimal power
control and rate adaptation in non-binary coded modulation
schemes. Finally, the paper conclude with section 5.

2. Optimization problem in CRN
2.1 System modeling of cognitive Radio Net-
work

A cognitive radio shall sense the environment (cogni-
tive capability), analyze and learn sensed information (self-
organized capability) and adapt to the environment (re-
configurable capabilities(CF)). CF must have reconfigurable
capabilities such as Frequency agility, Dynamic frequency
selection, Adaptive modulation/coding (AMC) and Transmit
power control (TPC) and Dynamic system/network access.
We consider an adaptive modulation and coding and variable
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power control scheme for high-speed data transmission over
fading channels.

We assume that n secondary transmitters are trying to send
their data to secondary receivers in the presence of m primary
transmitter. We consider a spectrum-sharing system in which
a secondary user is allowed to use the spectrum occupied
by a primary user. CR is required to determine the spectrum
band allocation that meets the QoS requirements for different
users with various applications.

We consider a discrete-time block fading channel with
perfect channel side information(CSI) at the receiver and
transmitter of the secondary user. The received signal at the
secondary receiver ys[n] depends on the transmitted signal
xs[n] according to

ys[n] =
√

hs[n]xs[n] + zs[n] (1)

where hs[n] denotes the channel gain between the transmitter
and the receiver of the secondary user and zs represents the
additive white Gaussian noise (AWGN). We treat the inter-
ference from the primary transmits with with constant power
Pp and define the channel gain between the secondary’s
transmitter and the primary’s receiver by hsp[n] and the gain
between the transmitter and the receiver of the primary user
by hp[n]. We assume that hs, hsp and hp are independent
from each other and from the noise. We assume that perfect
knowledge of hp is available at the receiver and transmitter of
the secondary user. The information about hp can be carried
out by a band manager.

2.2 Effective Capacity for link-layer channel
We consider the link-layer channel model termed the

effective capacity defined in [4] [5] [6]. The effective ca-
pacity has been introduced by Wu and Negi [4] as a link
layer channel model for supporting QoS requirements. The
effective capacity is the dual of the effective bandwidth [5].
Effective capacity-based QoS measure model translated into
connection level QoS measure such as data rate, delay and
delay-violation probability was introduce in [6]. The effective
capacity is defined as the maximum constant arrival rate that
a given service process can support in order to guarantee a
QoS requirement specified by θ.

Let R(t) be the instantaneous channel capacity at time
t. Define S(t) =

∫ t

0
R(t)dt, which is the service process

provided by the channel. The service process S(t) depends
on the instantaneous channel capacity and is independent of
the arrival A(t). We note that the channel service S(t) is
different from the actual service received by the source. We
assume that Λ(−θ) = limt→∞ 1

t log E[e−θS(t)] exists for all
u ≥ 0. Then the effective capacity function of the service
process R(t) is defined as

EC(θ) =
−Λ(−θ)

θ
= − lim

t→∞
1
tθ

log (E{exp(−θS(γ))}) .

for θ ≥ 0 and E(X) is defined by the expectation of random
variable X . When the R(t) is an uncorrelated process, the
effective capacity Ec(θ) reduces to

EC(θ) = −1
θ

log(E{exp(−θR)}). (2)

The effective capacity can be considered as the maximal
throughput under the QoS exponent θ. We can formulate an
optimization problem to maximize the effective capacity for
a given θ. For a dynamic queueing system with stationary
ergodic arrival and service process, the queue length process
Q(t) converges such as θ = limx∞

log(Pr{Q(∞)>x}
x = θ. A

smaller θ corresponds to a slower decay rate(looser QoS),
while a larger θ leads to a faster decay rate (stringent QoS).
So θ is called the QoS exponent [4].

2.3 The problem Optimizing the effective ca-
pacity

We formulate the designs of CR networks with diverse
QoS guarantees into optimization problems. To provide ex-
plicit QoS guarantees such as a data rate, delay bound, and
loss probability, it is necessary to analyze CR network as a
QoS provisioning system for the fading channels. We con-
sider the rate R termed as capacity. Assume an additive white
gaussian noise (AWGN) fading channel with and ergodic
channel gain g(i). If the channel fade level is known at the
transmitter, then Shannon capacity R(γ) = B log(1 + γ)
is achieved by adapting the transmit power, date rate and
coding scheme [7]. Usually, the instantaneous received SNR
is γ(t) = S̄

N0B , where S̄ denote the transmit power power,
B denote the received signal bandwidth and N0/2 is the
density of noisy signal. Assuming Gaussian signal inputs,
γ is denoted by the signal per interference-plus-Noise rate
(SINR) γ = Sgi

σ where σ is interference-plus-noise power.
For give SNR γ and the power control law µ, the adaptive

code modulation can be achieve capacity. Thus, the instan-
taneous service rate R can be expressed as

R(γ) = B log2(1 + µγ). (3)

The important problem is to maximize the rate R of the
secondary user subject to individual peak transmission power
constraints of each SU, the interference power constraints
to the PUs and the error probability constraints (Bit error
rate(BER) or Symbol error rate (SER)). Set EC(θ) =
−1
θ log(E exp(−θR(γ))). The design problem of CR net-

works is formulated by the optimization problem to maximize
the effective capacity EC(θ) with constraints as follows:

max
P

EC(θ)

subject to Ss ≤ Smax

E(Ss) ≤ S̄

Sp ≤ Sth

Pb ≤ P̄b

(4)
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Fig. 1: System model Adaptive coded modulation

for given thresholds Smax, S̄, P̄b and QoS exponent θ, where
Ss is the transmission power of SU, Sp is the transmission
power of PU , and Pb is bit error rate. We study the constraint
on the service outage level of the primary user considering
that the information about hsp is available to the secondary
user. The transmission power of the secondary is limited
such that the primary receiver is provided with a minimum-
rate Rmin. Applying the power adaptation, the instantaneous
transmit power becomes S = µS̄. Then the third constraint
satisfy the mean power constraint: E(µ) ≤ 1.

3. Adaptive Power controls and Modula-
tion

We first assume that there is no restriction on the constel-
lation size of adaptive MQAM, which implies that the rate
of the service process can be adapted continuously. We study
the scenario where the transmitter employs adaptive MQAM
modulation.

The spectral efficiency of MQAM scheme equals its data
rate per unit bandwidth (R/B). M denotes the number of
points in each signal constellation. For rectangular signal
constellation for M , the exact symbol error rate for the M -
QAM under Gaussian channel is given as [8]

Pb(γ, M) = 1−
(

1− 2(1− 1√
M

)Q

(√
3

M − 1
γ

))
(5)

where Q(x) = 1√
2π

∫∞
x

exp(−t2/2)dt. The Q function is not
easily inverted to obtain the optimal rate for a given target
BER. In [9], a tighter bound of the BER for M ≥ 4 and
0 ≤ γ ≤ 30dB can be written in the following form:

Pb(γ,M) ≤ 0.2 exp
(−1.5γ

M − 1

)
.

Note that these expressions are only bounds, so they donąŕt
match the error probability expressions. We use these bounds
since they are easy to invert, so we can obtain M as a function
of the target Pb and the power adaptation policy.

We now consider adapting the transmit power S(γ) relative
to γ, subject to the average power constraint S̄ and and

instantaneous BER constraint Pb(γ) ≥ Pb. Define a power-
control policy µ. The approximate probability of BER Pb for
each value of γ can be written by

Pb(γ, M) ≈ 0.2 exp
[−1.5γ

M − 1
µ

]
(6)

as a function of (γ,M). We adjust M and µ to maintain the
target Pb. M is chosen such that Pc is maintained

M(γ) = max {M : Pb(γ, M) ≤ Pb}
For each given received SNR γ , the corresponding constel-
lation size M(γ) is determined by

M(γ) = 1 + Kµγ (7)

where K is defined as K = − 1.5
log(5Pb)

. Continuous rate
MQAM is originally proposed to investigate the insight
relationship between the Shannon capacity and the achievable
spectral efficiency of MQAM modulation [9].

The variable rate and power control techniques can be
applied for other M-ary modulations. The transmit power and
constellation size are adapted to maintain a given fixed BER
for each symbol while maximizing average data rate. The
approximate probability of bit error for the modulation can
be written in the following form:

Pb(γ, M) = c1 exp
[ −c2γµ

2c3R − c4

]
(8)

where R = log2 M and ci for i = 1, · · · , 5 are positive
fixed constants. The probability of bit error for most M-
ary modulation can be approximated in this form with
appropriate curve fitting. We compute the coefficients by
fitting tool. Set K = −c2

2c3R−c4
. The result of computation

result
[
c1 K

]
is

[
0.1720 2.2635

]
. In Fig. 2, we can see

that the BER from the computed approximation are close to
exact BER and simulation BER.

We can invert the BER in (8) to express the rate R as a
function of SNR γ, power adaptation policy µ and the error
probability Pb as follows

R(γ, µ, Pb) =
1
c3

log2

(
c4 − c2γµ

log(Pb/c1)

)
. (9)
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Fig. 2: Exponent fitting BER, Exact BER and Simulation
BER for MQAM

We design the resource allocation policy in the concept of
the optimization problem of effective capacity. We define the
effective capacity by

EC = −1
θ

logE{exp(−θR)} (10)

where R is defined by (9) and θ is the QoS exponent. The
resource allocation policy can be expressed as a function
of the instantaneous network CSI γ and the QoS exponent
θ. Let us define ν = (θ, γ) as network state information.
For a adaptive power control policy ν, the optimize resource
allocation policy is to maximize the effective capacity. Our
power adaptation policy, denoted by µ(θ, γ[i]) is a function
of not only the instantaneous SNR γ(i), but also the QoS
exponent θ. Applying the power adaptation, the instantaneous
transmit power becomes P (i) = µ(θ, γ(i))P̄ where the mean
transmit power is upper-bounded by P̄ . We assume that
given network information (θ, γ[i]) and the corresponding
power-control law µ((θ, γ[i])), the adaptive modulation and
coding scheme can achieve the effective capacity EC(θ) for
given θ as in (2). By solving the optimization problem with
constraints for a given QoS exponent θ, we can derive well-
known power controls as follows:

1) The optimal policy, which maximizes the effective
capacity, is determined by

µopt(θ, γ) =

{ 1

γ
1

β+1
0 γ

β
β+1

− 1
γ , if γ ≥ γ0;

0, otherwise.

2) The water-filling formula, which is well-known the op-
timal power allocation strategy without delay constrain,
is determined by

lim
θ→0

µopt(θ, γ) =
{ 1

γ0
− 1

γ , if γ ≥ γ0;
0, otherwise.

3) As the QoS exponent θ → ∞, the optimal power
control converges to the policy of the total channel
inversion determined by

lim
θ→0

µopt(θ, γ) =
σ

γ

where σ = (m−1)γ̄
m for m ≥ 1.

We plot the instantaneous power adaptation policy in Fig.
3. We can verify that as QoS exponent θ, the corresponding
optimal power-adaptation policy swings between the water-
filling and the total channel inversion schemes as the results
in [3].
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4. Adaptive coded modulation
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Fig. 4: Adaptive coded Modulation

We consider channel coding and decoding to yield perfor-
mances close to the Shannon capacity. There are two major
coding classes, namely, linear block codes and convolutional
codes [8]. Efficient error control on time-varying channels
can be performed, independent of modulation, by imple-
menting an adaptive control system in which the optimum
code is selected according to the actual channel conditions.
We consider on adaptive trellis-coded modulation of varying
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complexity for the channel coding as in [7] and [10]. In
order to implement the adaptive coding scheme, it is nec-
essary again to use a return channel state information. The
channel state estimator determines the current channel state,
on the basis of the number of erroneous blocks. Once the
channel state has been estimated, a decision is made by the
reconfiguration block whether to change the code, and the
corresponding messages are sent to the encoder and locally
to the decoder. The adaptive error protection is obtained by
changing the code rates.

The structure of adaptive trellis-coded modulation is shown
in Fig. 4. In the channel coded modulation, a binary encoder
E, block or convolutional, operates on k uncoded data bits to
produced k+r coded bits. The coset selector uses these coded
bits to choose one of the 2k+r cosets from a partition of the
signal constellation. When the encoder E is a convolutional
encoder, the coded modulation is referred as a trellis code; for
D a block encoder, it is called a lattice code [11]. The channel
is assumed to be slowly fading so that γ(t) is relatively
constant over many symbol periods. During a given symbol
period T (γ) are functions of the channel SNR γ the size of
each coset is limited to 2n(γ)−k, where n(γ) and T (γ) are
functions of the channel SNR γ.

A channel code is designed for the source code to minimize
end-to-end distortion over the given channel with some dis-
tortions. We call it source-optimization channel coding. We
employ a simple but very effective implementation of source-
optimization channel coding using rate-compatible punctured
convolutional (RCPC) codes introduced by Hagenauer [12].
In order to explain RCPC, a convolutional code with the
mother code rate R = 1/N and memory L is punctured
periodically with period P . We get a compatible family of
codes with code rate R = P

P+l for l = 1, · · · , (N − 1)P .
Since there are k bits per code word, Es = kEb and since
each code word conveys k bits of information, the energy
per information bit is Eb = Es

k . The bit error rates for a
convolutional code can be upper bounded by the union bound

Pb ≤ 1
P

∞∑

d=dfree

cdPd (11)

where Pd is the probability that the wrong path at distance d
is selected and cd is a small information error weight on all
paths with d ≥ dfree. The error coefficients cd are tabulated
by Hagenauer [12]. For an AWGN channel, Pd is given by

Pd =
1
2
Q(

√
2d

Es

No
)

If the BER approximated is adjusted for the coding gain,
the approximated probability of BER Pb is expressed by

Pb(γ) = c1 exp(−c2
γGc

2c3R − c4
) (12)

for a particular SNR γ, where M is the size of transmit signal
constellation and Gc denote denoted the coding gain of the

coset code. As in the uncoded case, we can adjust the number
of constellation points M and signal power policy relative to
instantaneous SNR to maintain a fixed BER. Rearranging
(12) yields the maximum constellation size M as a function
of γ and Pb:

M(γ, Pb) = c4 − c2Gcµγ

log(Pb/c1)
. (13)

The selected point in the selected coset is one of M(γ) =
2n(γ)+r points in the transmit signal constellation. Since r
redundant bits are used for the channel coding, log2 M(γ)−r
bits are sent for a received SNR of γ. The average rate of
the adaptive scheme is given by

R =
∫ ∞

γ0

(log2 M(γ)− r)p(γ)dγ (14)

where γ0 ≥ 0 is a cutoff fade depth below which transmission
is suspended. We define the effective capacity by EC =
− 1

θ logE{exp(−θR)}. The resource allocation of adaptive
coded modulation is achieved by the adaptive rate, adaptive
error correct and power control. The resource allocation
problem is formulated by maximizing Effective capacity as
the adaptive modulation.

5. Conclusion
We proposed and analyzed the adaptive modulation cod-

ing(AMC) problem with QoS constraint in CR networks by
applying the concept of effective capacity. We developed the
optimal power and rate adaptation method for adaptive M-
QAM modulation and adaptive coding using rate-compatible
punctured convolutional code. We formulated the effective
capacity for adaptive M-QAM modulation and adaptive cod-
ing. We derived the optimal power policy and rate adaptation
to maximize the the effective capacity. The simulation and
numerical computation results verified that the optimization
to maximize capacity can be applied reasonably to AMC
problems.

.
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Abstract - One of the main purposes of RFID middleware is 
to manage and hide the broad range of device readers 
existing in acquisition RFID networks.  There are two basic 
solutions to override. First is to define a specification that 
should be accomplished for every RFID reader inside a 
network. The second solution is to define an abstraction layer 
that can translate proprietary protocols and specific 
characteristics from a vendor to a general solution. In this 
paper we present the Middleware Device Manager in our 
proposal of RFID middleware called DEPCAS: Data EPC 
Acquisition System. 

Keywords: Radio Frequency Identification, RFIT: Radio 
Frequency Information System, DEPCAS: Data EPC 
Acquisition System, SCADA: Supervisory  Control and Data 
Acquisition  

 

1 Introduction 
  Radio frequency identification (RFID) is one of today's 
most rapidly proliferating technologies for enterprises. Based 
on the promise of lower operating costs combined with more 
accurate product and asset information, organizations are 
introducing RFID technologies in different productive and 
organization areas: tracking, supply chain, optimize stock 
levels, enforce tighter security, people surveillance and 
industry regulations [1] are examples of these uses. 

As enterprises explore these potential benefits [2], many are 
realizing that scaling from a pilot program to a production 
scale deployment is not a trivial exercise. Without careful 
planning, it is possible to destabilize business operations as 
huge volumes of RFID messages generated at the edge of the 
enterprise flood toward the data center. Over time, this 
problem could get magnified as RFID tagging at the item 
level becomes mandated competence pressures. 

Most existing application and network infrastructures were 
not designed with RFID in mind. At the edge, if RFID 

infrastructure is deployed on general-purpose servers that 
require installation and ongoing support, manageability 
problems alone might render RFID cost-prohibitive. In 
addition, without a unified deployment model of centralized 
control and distributed enforcement, disconnected areas of 
RFID infrastructure will grow, creating a familiar set of 
application and data integration challenges. On the network 
side, RFID implementations will generate large amounts of 
new data that will fan in from the edge of an enterprise 
toward its data center core, placing further demands upon the 
existing network. 

To optimize the use of available network bandwidth and 
simplify the deployment of RFID technology, solutions are 
needed to collect and filter raw RFID tag data close to its 
source and subsequently to correlate, aggregate, and 
transform this data into meaningful business-level events. 
These events in turn should be acted upon locally, where 
appropriate, or securely routed and delivered to back-end 
inventory management, sales, and financial applications. It is 
this "intelligent information" that will enable RFID-ready 
applications to deliver on their promise of increased 
operational productivity. 

 The fundamental requirements of this type of middleware are 
related to the management of infrastructure device readers, 
the processing information received from auto identification, 
the business needs to incorporate auto identification and 
sharing of information [3]. To address these requirements, 
software architectures that implement this type of middleware 
proposed a set of layers that specialize in solving different 
requirements. These layers are based primarily on the 
architecture proposed by EPCglobal organization[4], 
including the resolution of a protocol for reading between the 
middleware and the tag reading devices, called LLRP (Low 
Level Reader Protocol) and higher RP (Reader Protocol) 
according to the standards [5] [6], an event process from the 
reading of RFID tags [7], an assignment of semantic 
information to the object through an RFID identification 
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service [8], and a service to receive or transmit information to 
business applications from the RFID middleware [9]. 

Furthermore, the implementations include what is called 
generically device manager that allows the configuration and 
the management of every device incorporated to the RFID 
network. In this article we focus on this software component 
that is usually included in every RFID middleware and we 
present the alternative in which we are working for the 
development of our proposed architecture called DEPCAS 
(Data EPC Acquisition System). DEPCAS define software 
architecture for solving the RFID middleware based on 
system architecture for monitoring and control (SCADA) 
process. DEPCAS propose the scenario concept to generalize 
the process that can be performed from the acquisition of auto 
identification information. The processing of a scenario 
produces results that contain elements relevant to their 
semantic direct use in business applications. The graphical 
interface is called in DEPCAS GUV (Graphical User Viewer) 
and is designed to standardize access to the information 
managed in the middleware regardless of the scenario being 
driving.  

  Henceforth this paper is structured as follows: Section 2 
presents middleware device manager in existing proposals for 
middleware, which functions are included and how they are 
integrated with other elements of the middleware, in Section 
3 we presents the middleware device manager (MDM) 
defined in  DEPCAS, in Section 4 we presents the MARC 
(Minimun Abstract Reader Commands) commands to manage 
different readers vendor inside a unique RFID network,  , and 
finally the section 5 describes implementation prototype of 
RRTL (RFID Readers Topology Language) using MARC 
sentences developed in DEPCAS to solve MDM. 

2 The RFID device management  
 There are several existing RFID middleware 
implementations (Table 1): OSS RFID middleware as 
Fosstrak, Rifidi or Aspire, RFID middleware platforms as 
Sun Java System RFID software or IBM WebSphere RFID 
system and RFID middleware proprietary as Detego RFID 
Suite Solution or OAT RFID Suite. Every of these solutions 
include a solution to infrastructure management with two 
main positions. One solution is to force the use of a specific 
protocol inside RFID reader’s network while the other 
extreme is to accept any kind of reader and the middleware 
will provide bundle mechanism to uniform the devices.  

Table 1. RFID Middleware and Device Management 
Components  

 Name Device Management 

AutoIDLabs Fosstrak LLRP Adaptor  
+ 

 HAL Adaptor 

Primari/Uni
v. Arkansas 

Rifidi Sensor Abstraction 
Layer 

Aspire Aspire Hardware Abstraction 
Layer 

 
Sun Micro 
Systems. 

Sun Java  
RFID  

System v3.0  

RFID Execution Agent 

IBM  IBM  
WebSphere  

RFID 

WebSphere RFID 
Device Infrastructure 

RF-IT 
Solutions 

Detego You-R Device 
Management 

OAT 
Systems 

OAT  
Foundation  

Suite 

OAT Device Manager 

 

The study of these different RFID Device Management 
components allows obtaining a set of characteristics that are 
implemented to solve it in the RFID middleware. Between 
these features we include:  

• Device Agnostic. 
• Configuration and parameterization of RFID devices. 
• Topological RFID devices. 
• Start-up Devices. 
• Statistical and Report RFID devices data. 
• Monitoring Devices in live operation 
• Diagnosis of device in live operation 
• LLRP implementation 
• OSGi Technology 

 
These features and functions define the operation of the 
middleware device manager in RFID middleware [10][11]. 
For example, Device Agnostic Feature is provided when 
middleware infrastructure acts as an integration point for 
RFID readers, printers, and other infrastructure devices, such 
as any sensors and actuators. RFID reader and printer 
manufacturers typically provide complex configuration 
options, proprietary interface languages, and communication 
protocols. If RFID Device Infrastructure eliminates the need 
for RFID integrators to be aware of these complexities and 
provides a device agnostic interface with which supported 
devices can be configured hiding the complexity.  Other 
features are related to scope and technological 
implementation. Some of the middleware device manager 
support the EPC Global Network specification to connect 
with RFID Reader. The Low Level Reader Protocol 
standardizes a set of instructions to configure, send and 
receive reader information. In the technological side, several 
middleware device manager have used different software 
solutions. Between them, the OSGi Architecture is one of the 
most common specification framework used in our days. The 
OSGi specification enable components to hide their 
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implementation from others components while 
communicating through services. 

Next table shows the cross results between existing RFID 
middleware implementation and the device manager set of 
characteristics presented in this section 

Table 2. Middleware RFID/MDM Characteristics2 

 

F
O

S
S

T
R

A
C

K
 

R
IF

ID
I 

A
S

P
IR

E
 

S
U

N
 

IB
M

 

D
E

T
E

G
O

 

O
A

T
 F

.S
. 

Device  
Agnostic 

Y N Y Y Y Y Y 

Device 
Configuration 

Y Y Y N N Y Y 

Topological 
Configuration 

N N Y Y N Y Y 

Needs 
Programming 

Starting-up  
Device 

Y Y Y N N N N 

Statistical Data 
from Device 

Y N Y N N Y Y 

Monitoring Data 
from Device 

N N N Y Y Y Y 

Diagnosis 
capabilities  

Y N Y N Y N Y 

LLRP Implement. Y Y Y N N N N 
OSGi 

Technologies 
N Y Y N N N N 

. 

3 Middleware Device Manager in  
DEPCAS 

 DEPCAS (EPC Data Acquisition System) is a proposed 
architecture for RFID middleware systems dedicated to data 
acquisition in real and heterogeneous environments. The 
scheme proposed is based on the supervisory and control 
systems known as SCADA (Supervisory Control and Data 
Acquisition). In this case, the remote terminal units in 
SCADA systems are replaced by the antenna-reader RFID 
systems to receive auto identification information. The 
communication networks are used to connect reader 
(communication via serial, Ethernet...) to the system Central 
acquisition software. The basic structure of DEPCAS is 
divided into four sub-systems: the MDM (middleware device 
manager) for the management of infrastructure, MLM 

                                                           
2 Y: Yes/ N: No 

(middleware logic manager) for auto-identification process, 
the GUV (graphical user viewer) or man-machine interface, 
and finally the EPCIS (EPC Information System) as software 
component to communicate with other systems. 

The main objectives of MDM are: 

• Manage the topology RFID reader’s network.  
• Agnostic management of different RFID vendors. 
• Homogeneous process of different RFID tag reads. 
• Support LLRP and ALE specification process. 
• Provide configurable RFID network 
• Hide operational environment 
• Minimum tag management operations. 
• Monitoring and controlling RFID readers. 

 
To support these objectives the MDM definition includes the 
concept of Minimum Abstract Reader Commands (MARC) 
and the RFID Reader Topology Language (RRTL). The 
MARC allow to hide the particularities of every RFID reader 
vendor through a set of operations that are mapped to specific 
vendor API. The RRTP includes the description of RFID 
topologies including control and management of readers. 

The MDM core architecture prototype have been developed 
using  TCP and HTTP for transporting reader protocol 
messages, while the message content can be either XML or 
Text. In addition, it support synchronous and asynchronous 
messaging (through the reader’s protocol Notification 
Channels mechanisms).  

4 Minimum Abstract Reader 
Commands (MARC)  

 MARC is the minimum set of instructions that an RFID 
reader must supply to support the operational instructions 
inside a network. The set of MARC is closed and give an 
independent layer of RFID management. The implementation 
of MARC is related to RFID reader API and gives a 
dependent hardware layer. The commands included in MDM 
are described in Table 3: 

Table 3. MARC Commands 

 MARC  Operations 
 setAntennaSequence Set an order sequence to read from 

multiple antennas installed in one 
reader 

 setAutoFalseOutput Order to autonomous function 
mode to ignore tag reads  

 setAutoFalsePause Order to autonomous function 
mode to pause working 

 setAutoMode Start/Stop autonomous reader 
functions 

 setAutoStartTrigger Activate the trigger sending 
functions in reader autonomous 
function 

 setAutoStartTimer Activate periodic timer reader 
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function in reader autonomuos 
function 

 setAutoStopTimer Reset periodic timer reader 
function in reader autonomous 
function 

 setAutoStopTrigger Reset the trigger sending functions 
in reader autonomous function 

 setAutoTrueOutput Order to autonomous function 
mode to process tag reads 

 setAutoTruePause Order to autonomous function 
mode to start reading process

 setConnectTCP    Establish a TCP connection  
 setNotifyAddress    Init a listening TCP port to 

instruct the reader to send 
notification messages 

 setNotifyFormat Configure the format message to 
be used by the reader 

 setNotifyTime Establish the period that the reader 
notifier should use 

 setPassword Identify the password reader 
access 

 setRun Start to execute a configuration 
reader mode 

 setTagType Establish the expected tag type 
property 

 setTime Synchronize reader time 
 setUsername Identify the user reader access 

 
The MDM prototype includes MARC implementation for 

RFID reader ALIEN8780, FEIG2000, SKYWRAEM2 and we 
are working in MARC implementation for ThingMagic 
Mercury 4, Intermec IF61 and Impinj Speedway R420. 

 

5 RFID Reader Topology Language 
(RRTL) 

 RFID Reader Topology Language (RRTL) is a language 
to define RFID network topologies that includes control and 
management of RFID devices. The language manages the 
process and filter of tag reads to uniform them to DEPCAS 
system. 

The RRTL command could be classified by their application: 
1. Resource definition.  
2. Time management. 
3. Conditional configuration 
4. Tag management 
5. Device management 
6. Control and flow configuration 
7. Database management 
8. Web service control 
9. File management 
10. Tag position and code management 
11. Process synchronization 
12. User commands 
 
There are a set of miscellaneous sentences that are related 
with different kind of operation like start/stop operation, 
locks, etc.  

The RRTL definition is supported by an XSD squeme and the 
results with XML files. An example of some RRTL 
commands is shown in figure 1: 

 

Figure 1. RRTL Reader Command Example  
 
One simple topology with RRTL commands is shown in fig. 
2: 
 

 
Figure 2. Topology example 
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The RRTL commands for XML data for FEIG configuration 
in this example is: 

<?xml version="1.0" encoding="UTF-8" ?> 
<system-spec xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:noNamespaceSchemaLocation="RFID_Loader_master_RRTL_esp.xsd"> 
 
<resource> 
     <timer-job chain="Test" name="ALIEN_8780_0"> 
   <time-span milliseconds="1000" /  
       </timer-job> 
     <timer-job chain="Test" name="FEIG_LRUA_2000_0"> 
     <time-span milliseconds="1000" />    
     </timer-job> 
     <timer-job chain="Test" name="SkyeWARE_M2_0"> 
     <time-span milliseconds="1000" />    
     </timer-job>         
     <file name="DataFile"  
         filename="c:/Uned/MDM/DataFile.mdm"  
 append="true"newline-style="Windows" /> 
</resource>   
  
<reader driver-class="mdmFEIGLRU2000Setup"  
  type-class="mdmFEIGLRU2000Setup" 
  name="FEIG_LRUA_2000_0" 
 organization="UNED" 
  campus="Madrid / Univ.EDE" 
        address="c/ Juan, 28040-MADRID" 
 dept="ISSI"  location="Planta: 1,  Desp: 112" 
 use="Test"  auto-mode="true"  auto-interval="1000" 
 auto-chain="Test"   > 
 <arg>192.168.1.35</arg><arg>10001</arg><arg>feig</arg> 
 <arg>password</arg>  
            <property> 
                   <key="setNotifyAddress"/ 
                   <value="localhost:9002"/> 
          </property> 
 <property key="setTagType"  value="*" trim="false" /> 
 <property key="setNotifyFormat" value="xml" /> 
 <property key="setTime" value="2008/12/31" /> 
 <property key="setNotifyTime"   value="1"/>   
 <property key="setAntennaSequence" value="1,0,0,0"/> 
 <property key="setAutoMode"   value="1"/>  
 <property key="setPolling"  value="500" />  
 <property>  <key="setConnectTCP" value="192.168.1.35:1001"/> 
 <property key="setUsername"  value="feig" />  
 <property key="setPassword" value="password" /> 
 <property key="setRun"    value="1"/>   
</reader> 
   
<chain name="Test">  
 <poll  generate-empty="false" reader="ALIEN_8780_0" /> 
 <poll generate-empty="false" reader="FEIG_LRUA_2000" /> 
 <poll generate-empty="false" reader="SkyeWARE_M2_0" /> 
 <purifier period="1000" reads="2" generateempty="false"/> 
 <echo message="Reading tag ..........id=${tagId}" />   
 <transfer resource="RMI to DBMonitor.java" 
      forward-resource="localhost:3232"/>                                 
</chain> 
</system-spec> 
 
 

6 Conclusions 
 Regarding the development of MDM for RFID, there 
are two main focuses. One is to build an agnostic RFID 
device acquisition system in the same time it accomplish the 
existing standard proposals. The other one is how to manage 
topological RFID network questions like RFID levels reader 

point (antennas, edge readers, reader, PLCs with RFID 
readers, etc.) or redundant reader points. This two main 
subject are covered in or solution of DEPCAS MDM, one 
with the use of MARC to hide device management or 
standardization protocols and topological questions with 
RRTL to express network configuration. 

  About future works there are different issues to be resolved. 
First, we want to extend the MARC functionality to new 
devices as Intermec IF61, Impinj Speedway R420 or Siemens 
RF6660A. Second there are other topological concepts to 
work in with RRTL as tag tables, conditional operations 
master/submaster and peer to peer network reader 
organizations, etc. 
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Abstract—The WiMAX technology offers a versatile mobile 

services platform, which enables operators to provide differential 

Quality of Service (QoS) for fulfilling subscribers’ various 

requirements. WiMAX operators need to allocate enough 

resources to make all subscribers satisfied to avoid “user churn” 

that subscribers will unsubscribe services due to dissatisfaction 

with allocated resources. This resources allocation in WiMAX 

can be modeled as a constrained nonlinear integer problem 

(Constrained NLIP), which is hard to solve for a large subscriber 

scale. This paper proposes a heuristic optimization algorithm to 

allocate available resources for maximizing the operator revenue 

under the subscribers’ satisfaction constrains for differential 

services. The efficiency of the proposed algorithm is also 

evaluated. 

Keywords-WiMAX, resource allocation, Quality of service, 

Constrained Nonliner Integer Problem, Genetic algorithm 

I.  INTRODUCTION  
WiMAX (Worldwide Interoperability for Microwave 

Access) [1] is a wireless broadband access technology that 
provides performance similar to IEEE 802.11 Wi-Fi networks 
with the coverage and QoS (quality of service) of cellular 
networks. It is initiated by WiMAX forum [2] and IEEE 
802.16d [3] and 802.16e [4] are two important standards in the 
WiMAX specifications. The former is to provide last-mile 
connectivity up to 50km for fixed stations. The latter is to 
enable convergence of mobile and fixed broadband networks 
through a common wireless-access technology; it provides 
connectivity up to 15 km for mobile stations. WiMAX 
subscribers have broadband network access anytime and 
anywhere, leading to a rich set of diverse services. Some of the 
services, such as Voice over IP (VoIP) telephony service and 
Multimedia Broadcast Multicast Service (MBMS), demand 
differential QoS requirements. WiMAX operators need to 
allocate resources to different services to satisfy their 
requirements. With QoS support [5], the operators can provide 
better experience for all subscribers in different service levels. 

Since resources (e.g., spectrum) are scare in the WiMAX 
network, they are usually costly. The operators have to invest a 
very large capital for acquiring the resources in order to 
provide enough allocation for subscribers, which may debase 
the revenue. However, if the subscribers are not satisfied with 

the allocation of resources, they will unsubscribe the services 
and migrate to another operator, leading to the user churn 
problem [6], which will also reduce the revenue. It is 
challenging to allocate available resources for maximizing the 
operator revenue under the subscribers’ satisfaction constrains. 

The IEEE 802.16e standard [4] defines the physical (PHY) 
layer and medium access control (MAC) layer for broadband 
wireless access systems. The OFDMA has been selected by the 
WiMAX forum [2] as the standard model in the PHY layer. 
The OFDMA is defined as a multiplexing technique for 
subdividing the wireless spectrum into a set of frequency 
resources, which are called subchannels. IEEE 802.16e 
provides a diversity classes for providing QoS services, which 
are unsolicited grant service (UGS) class, real-time-polling-
services (rtPS) class, non-real-time-polling services (nrtPS) 
class, and best effort (BE) class. The UGS class supports the 
reliable wireless access services, such as T1/E1 bandwidth in 
internet service provider. The rtPS class supports voice (or 
video) transmissions in real-time. The nrtPS class supports 
non-real time transmissions, such as file transfer. The BE 
service supports non-delay sensitive transmissions. Some 
schemes are proposed to manage the resources for the QoS 
services of the WiMAX. The authors in [7] proposed a pricing 
model for providing UGS and rtPS. The paper [8] proposed a 
variable pricing model for nrtPS. The authors in [9] proposed a 
mechanism to assign costs for services based on different 
bandwidth requirements. However, the problem of WiMAX 
wireless resources allocation with subscribers’ satisfaction 
constraints is not fully studied. 

In this paper, we study how to allocate the WiMAX 
resources in order to maximize the revenue for differential QoS 
levels under the subscribers’ satisfaction constrains. The 
resource allocation is modeled as a constrained nonlinear 
integer problem (Constrained NLIP) [10]. Due to the hardness 
of solving the Constrained NLIP problem, we develop a 
heuristic genetic optimization algorithm to find the solution. 
We also evaluate the effectiveness of the proposed algorithm. 

The rest of this paper is organized as follows. In Section II, 
some related work is described. A resource allocation with 
satisfaction problem is formulated in Section III for QoS 
resource allocation in the WiMAX network. The proposed 
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heuristic genetic algorithm is introduced and evaluated in 
Section IV and Section V, respectively. And finally, some 
concluding remarks are drawn in Section VI.  

 

II. REALTED WORK 
 

In this section, we introduce the related work about the QoS 
model of WiMAX, user satisfaction model, and resources 
allocation schemes. 

 

A. QoS Model of WiMAX 

 

The WiMAX network is an IP based mobile network, 
which provides a well-defined framework to support the QoS 
based services, such as the Voice over IP (VoIP) telephony 
service, Internet Access service, and Multimedia Broadcast 
Multicast Service (MBMS), etc. Based on the 3GPP Rel. 5 
specification [11], the network consists of multiple mobile 
bearers (e.g., mobile phones, notebooks) to provide end-to-end 
quality of services, where the WiMAX base station (BS) 
allocates the spectrum resources for providing the wireless 
services in mobile bearers. The BS can provide diverse classes 
for differential QoS services, which are unsolicited grant 
service (UGS) class, real-time-polling-services (rtPS) class, 
non-real-time-polling services (nrtPS) class, and best effort 
(BE) class. 

Based on the QoS framework, the operator can design and 
sell products combining different QoS services. As shown in 
Fig. 1, the subscribers are equipped with different wireless 
devices to access the WiMAX network, so the base station 
needs to provide differential services for the subscribers. 

 

 
Figure 1.  Illustration of WiMAX Services 

 

B. User Satisfcation Model 

 

The satisfaction of subscriber is important for an operator, 
since unsatisfied subscribers will migrate to another operator, 
leading to the “user churn” problem reported in [6]. 
Subscribers will feel unfulfilled when some satisfaction 
requirement is not met. For example, the acceptable one-way 
(speaker’s mouth to listener’s ear) delay of voice 
communication for VoIP applications recommended by ITU 
[12] is at most 150 ms. The subscriber uses VoIP service will 
feel unsatisfied if transmission delay is more than 150 ms. A 
Sigmoid distribution function is proposed in [6] to approximate 
the subscriber’s satisfaction of resource allocations. The 
function is useful for modeling natural processes or system 
learning curves shown in Fig. 2, since it can represent a history 
dependent progression to approach a limit over time. The 
Sigmoid function depends on a random variable x to represent 
the occupation of resources for the subscriber, which is the 
utility function formulated as: 

 

                       ( )  
 

     (   )
                 (1) 

                

In Eq. (1), α and β are steepness and middle of the curve. In 
the subscribers’ point of view, the α is the sensitivity of QoS 
and the β is the tolerable limit of failure of QoS.  

 

 
Figure 2.  Curves of Sigmod function with =0 and different  values 

 

C. Resource Allocation Schemes 

 

The resource allocation is one of the most important 
research topics in the WiMAX technology. In [7], the authors 
proposed a pricing model for unsolicited grant services (UGS) 
and real time polling services (rtPS). They proposed an 
evaluation function which defines the price per unit time for 
controlling subscribers’ transmission rates. The paper [8] 
proposed a variable pricing model for non-real-time-polling 
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service (nrtPS). The paper [9] proposed a cost based admission 
mechanism by assigning costs for services based on different 
bandwidth requirements. However, the wireless resources 
allocation with subscribers’ satisfaction constraints problem is 
not fully studied.  

 

III. PROBLEM FORMULATION 
 

We formulate the problem of resource allocation with 
satisfaction in this section. The main goal of the problem is to 
maximize the operator’s revenue under the subscriber’s 
satisfaction constraints.  

We assume an operator sells S services to subscribers. The 
operator allocates SRs resources for the service s, where s   
services set Ω. The subscribers need to pay the dynamic price 
Pdynamic for their dynamic usage of resources and the static price 
Pstatic for their subscribed services. The operator has the cost 
Cres for the resources. The subscribers demand DRs units of 
resources for the service s; however, the resources consumed 
should be not more than SRs. The revenue (R) for the operator 
can be defined as:  

                                                                                                         

  ∑   *       +         
   

 ∑           
   

 ∑        
   

                                             ( ) 

             

The first constraint is that at least one resource should be 
allocated for each service: 

 

sΩ, SRs ≥ 1                               (3) 

 

We also have to enforce another constraint such that the total 
number of allocated resources is equal to the resource budget 
(B) to ensure that every resource is utilized. We thus have 

 

∑        = B             (4) 

 

Moreover, we have to ensure the service’s satisfaction is not 
less than the satisfaction level ( γs); i.e.,  

 

sΩ, Ψ(Rs) ≥ γs                           (5) 

 

Based on above definitions, the problem can be expressed by 
the problem of finding a resource allocation set {SRs|sΩ} for 

maximizing the operator’s revenue, which is defined as 
following: 

 

Maximize R              (6) 

subject to resource constraints (3) and (4) and satisfaction 
constraint (5). 

 

IV. PROPOSED HEURISTIC ALLOCATION ALGORITHM 
 

Our algorithm is based on the genetic algorithm (GA) 
approach, which can be used to heuristically find the solutions 
of combinatorial optimization problems. The GA approach is 
to mimic natural selection in the biology, where individuals 
with higher fitness can survive to next generation [13]. 

A population (a set of individuals) is randomly generated 
in the initial step. Then, the population will be evolved in the 
generation-loop for MAXIMUM_GENERATIONS times. In 
each generation, the steps to produce good individuals in the 
next generation consist of: Selection, Crossover, Mutation, 
and Production. When the generation-loop is terminated, the 
solution is made by decoding the best individuals in the 
Decode step. 

Based on the above steps, we design a heuristic resource 
allocation algorithm. The algorithm is presented as follows.  

 

Heuristic Resource Allocation Algorithm 

 

1. Init_population(); 

2. DO 

3.        Selection(); 

4.        Crossover(); 

5.        Mutation(); 

6.        Production(); 

7. UNTIL (Terminate_Condition)   /*Condition is 

 repeated times reaches MAXIMUM_GENERATIONS */ 

8. Solution = Decode(); 

9. Return Solution 

 

 

 

A. Chromosome Representation 
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We use the chromosome (CH) to represent one feasible 

solution to allocate B resources to S services. Each 
chromosome contains (B-S) genes. Each gene is a binary string, 
which contains         bits, where     stands for the ceiling 
function. Each gene represents the identity of a service, whose 
value range is in [0, S-1]. In such design, we can allocate B 
resources and the allocation solution does not violate the 
constraint (4). In addition, the algorithm will add one resource 
to each service in the Decode step due to the constraint (3). 
According to the above-mentioned design, each feasible 
solution does not violate constraints (3) and (4). 

Below, we use an example to illustrate the design of 
chromosome (CH) and the Decode step. We assume an 
operator has to allocate B (B=7) resources for 3 services. The 
following chromosome is feasible for the resource allocation 
problem. 

 

CH= [ 1,  2,  2,  2 ] 

 

In the Decode step, the above CH represents that the 
operator needs to allocate 2 units of resources for service 1 and 
allocate 4 units of resources for service 2. 

 

B. Initialization Population 

 

The population is randomly assigned. It is notable that 
setting of initial population is fairly simple to our algorithm; 
according to studies in [13], the population can have good 
resilience for randomly setting of initial population. 

 

C. Fitness Function 

 

The fitness function is used to evaluate the performance of 
individuals of the objective. In our design, the performance is 
the revenue, which implies only the individuals with higher 
revenue can survive. It is notable that we use the penalty term 
in (7) to enforce the constraint (5). The λ is the plenty weight, 
which is of a very large value. Thus, we have the fitness 
function as follows: 

 

F = R – PLT                              (7) 

 

The PLT is the plenty function deified in Eq. (8), where the s 
is the minimum number of required satisfaction levels. 

 

    ∑    *
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V. PERFORMANCE EVALUATIONS 
 

In this section, we evaluate the performance of our 
proposed heuristic resource allocation algorithm. Our 
evaluation objective is to evaluate the operator’s revenue and 
subscribers’ satisfactions. We implement our algorithm on the 
Matlab platform [14]. The problem set for testing our algorithm 
contains the testing cases of 18, 19, …, and 24 resources. The 
number of services is 16. The setting parameters used in the 
simulation are listed in the Table I. 

 

TABLE I.  SIMULATION SETTING PARAMETERS 

Parameter Setting Value 

Crossover Rate 0.7 

Mutation Rate 0.0175 

Generations 1000  

Genre Representation Scheme Bit string 

Plenty weight  () 1000 

Satisfaction level  0.4  

Cost, Price parameters Pstatic = 3 units, Pdynamic =2 
units, Cres = 10 units 

 

The simulation results show the operator’s revenue 
increases with the number of resources, as shown in Fig. 3. 
Moreover, the users’ satisfactions are larger than satisfaction 
level (0.4), which implies that the solution in our algorithm 
does not violate the subscribers’ satisfaction constraints, as 
shown in Fig. 4. 

 

 
Figure 3.  Simulation results of the proposed algorithm in terms of the 

operator’s revenue 
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Figure 4.  Simulation results of the proposed algorithm in terms of the 

average of subscribers’ satisfactions 

 

VI. CONCLUSIONS 
 

WiMAX is a promising technology for wireless broadband 
Internet access. To successfully deploy a commercial WiMAX 
system, both the operator’s revenue and subscribers’ 
satisfaction constraints must be taken into account. In this 
paper, we have formulated a problem of resource allocation 
with satisfaction for properly allocating resources in WiMAX 
networks. We have proposed a heuristic genetic algorithm for 
solving the problem. Simulation results demonstrate that the 
proposed algorithm is effective. Our future work will focus on 
using different user satisfaction models and different QoS 
models to formulate the resource allocation problem in 
WiMAX networks. 
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Using content-based addresses as a programming construct for
scenario specific routing and multicasting

R.P.Bosman1, J.J.Lukkien1, and P.H.F.M.Verhoeven1
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Abstract— In this paper we extend the notion of content-
based addressing with a programmable forwarding scheme
which yields a powerful programming construct for ex-
pressing scenario specific routing and multicasting. We
demonstrate the expressive power of this construct through
examples of over-the-air code dissemination and composi-
tion of heterogeneous services and communication between
them. Furthermore, we show an efficient implementation and
indicate how the underlying forwarding mechanism can be
replaced to further enhance the expressivity and efficiency1.
The realization of the content-based addresses does not
require periodic address announcements and construction
of routing tables and can therefore be applied in highly
dynamic networks at low cost.

Keywords: Sensor Networks, content-based addressing, routing,
language

1. Introduction
Wireless sensor networks consist of small battery powered

nodes with sensing, actuating, processing and communica-
tion capabilities. In recent years sensor networks have be-
come a popular topic of research. Sensor nodes are extremely
resource constrained and require a significant amount of pro-
grammer expertise to manage their energy usage efficiently.
To cope with the complexities of programming these nodes,
service oriented programming models are becoming popular
[1], [2], [3]. In these models, each sensor node provides
one or more heterogeneous services which are composed to
form an application. This allows programmers to focus on
problems in the small while other services in the system
address wider issues.

In macroprogramming, the sensor network is regarded as
a platform on which applications are built as opposed to
programming individual nodes. An application is implicitly
or explicitly written as a “program” for the entire net-
work. Proposed macroprogramming models include special-
purpose ones (e.g. TinyDB [5] that regards the network as
a database that can respond to queries) and general purpose
ones (e.g. MagnetOS [6], which regards the network as an
extended Java virtual machine). A typical approach is to

1The research described in this paper was funded partially from the IST
project WASP, IST.034963.

have an interpreter running on the nodes in the network;
a compilation and mapping procedure generates the virtual
machine code (VMC) for each node. In such a case there
are two languages involved: the global macroprogramming
language (usually domain-specific) and the virtual machine
code language (either fairly general, or sensor node spe-
cific). Alternatively, the compilation and mapping procedure
can generate native code from the macroprogram. Fig. 1
shows macroprogramming in the Open Service Architecture
for Sensors (OSAS), our platform for programming sensor
networks.

service Budget($budget)

define

budget := 0

function queryBudget() do

return (budget)

function useBudget() do

x := budget;

if budget then

budget := budget - 1 

fi;

return (x)

on event renew when True do

budget := $budget

…

Compiler
B

(0 SERV 2 4

STATE 1

DEFG 0 0

…

DEFE 0 2 

PUSHV[0] 

STOREG[0])

A

(0

SERV 255 0

DEFA 0 3

CALL[12]

PUSHC[13]

EQ)

Loader
A

B

A
B

Fig. 1: Macroprogramming in OSAS. A (collection of) ser-
vice(s) is compiled into one or more components, e.g. virtual
machine code. These components are then heterogeneously
distributed onto nodes by a loader using a deployment
algorithm.

In our work we have developed a Virtual Machine (VM)
platform that interprets a bytecode especially designed for
sensor nodes and a macroprogramming language that is com-
piled to this bytecode. Both languages provide the concept
of services. Such services are loosely coupled components
which implement some well defined functionality and are
accessible from the network. Each VM in the sensor network
must provide a standard set of system services. These system
services provide functionality such as service installation,
composition and introspection, sensor hardware abstraction,
storage and communication (i.e. routing and flooding). From
the point of view of an application programmer, such system
services are indistinguishable from other (application level)
services.

New services can be defined through our macro program-
ming language WaSCoL (the Wasp Service Composition
Language). A typical program in this language consists of a
series of imports of library services (such as e.g. a service
discovery protocol) and the definition of several scenario

Int'l Conf. Wireless Networks |  ICWN'11  | 431



specific services. Services are composed (i.e., intercon-
nected) by subscriptions contained in the WasCoL program
as well. Deployment directives indicate where and how
services should be installed. A distinguishing feature of our
design is that newly defined services live on equal footing
with the system services and can, when required, provide
alternate implementations of system level functionality. For
example, a service can reimplement part of the network
stack, providing alternate ways of message routing or of
code distribution.

A challenging aspect in wireless sensor network is the
concept of addressing. Typical applications do not involve
communication with targets based on a particular address but
determine their destinations or sources based on a property
or data value. For example, data may be needed from nodes
that are warmer than a certain temperature or nodes that are
located in a certain area. Such properties can again be used
to route messages or optimize filtering as has been done in
specialized routing protocols such as geographic routing[15],
directed diffusion[14] and Content-based routing[9]. In this
paper we study how this data and node dependent addressing
can be specified as part of the macroprogram. With others
[8] we call such addresses, content-based addresses (CBA)
though our CBAs are more general. We study these CBAs
from the perspective of address specification and examine
how the program may extend it with directives to admit
efficient implementations. We regard CBAs primarily as a
means to specify a set of destinations from the perspective
of a sending node. This set is determined partly by properties
(“nodes that are too hot”) and partly by forwarding behavior
(“nodes that are nearby”). We study as an application the
dissemination of code. We design a more efficient means
of doing this dissemination using CBAs than the standard
dissemination installed in our system.

This paper is further structured as follows. In the next
section, related work is discussed. Section 3 presents the
addressing scheme of the WaSCoL language and the under-
lying code dissimination procedure. Using the mechanisms
of WaSCoL we construct more efficient code dissemination
for our application domain. Section 4 evaluates our results.
Finally, section 5 concludes the paper and discusses future
work.

2. State of the art
In [8], Carzaniga et al. present a model for content based

addressing. They envisioned a model of networked nodes
with receiver predicates where each packet is to be received
by a node whenever the predicate applied to the packet holds.
In [9], [10] they elaborate on how such packets can be routed
in a network by utilizing a broadcast routing protocol with
a content-based routing protocol on top which prunes the
broadcast distribution paths.

The authors of [11] implement a CBA mechanism for
mobile networks with multiple sinks. They handle forward-

ing by maintaining a distance and content table (a table of
the sinks interests). For the actual forwarding a probabilis-
tic, counter-based approach is used. A similar approach is
utilized for broadcasting periodic beacons to update these
tables.

A major application of CBAs within the OSAS system
is code distribution. Many algorithms have been proposed
for code distribution in wireless and ad hoc networks. In [4]
the problem of a broadcast storm is discussed and analyzed.
The authors consider redundant broadcasts, contention and
collision and propose five mechanisms to limit rebroadcast-
ing (probabilistics, counter-based, distance-based, location-
based and clustering).

The Trickle [12] and Deluge [13] algorithms provide rapid
and scalable code propagation with low maintenance over-
head. A major shortcoming of these protocols which makes
them unsuitable for service oriented sensor networks is the
assumption of a single uniform code image to be distributed
within an entire sensor network. With heterogeneous services
one can no longer assume that the neighbourhood of a node
can provide the services that it requires.

In contrast to CBAs in the literature, where each node
has its own predicate expressing its specific interest in data,
we specify a set of predicates on all nodes, each of which
identifies a (possibly dynamically changing) group of des-
tinations. Whenever a message is transmitted, this message
explicitly states which address (i.e. group) it targets. Since
code distribution is a major application in our approach, the
predicates themselves tend to focus more on attributes of
the nodes rather than the values in a packet, although this is
supported as well.

3. Content-based addresses
In a content-based addressing scheme, the destination

of a message is specified by means of properties or data
values instead of by a unique identifier. This decreases the
coupling between sender and receiver and can be beneficial
in situations where the endpoints are not known a priori, are
costly to discover, frequently fail and join or are irrelevant,
which are all very relevant properties for sensor networks.
If nothing is further known about a content-based address,
sending messages to a CBA reduces to a flooding operation,
as only endpoints can evaluate the CBA, in principle. In
order to improve on this the handling of the message must
be included in the addressing, either by installing special
purpose handling or by giving directives to the flooding
using application knowledge. For example, in the case of
an interest in exceeding a temperature threshold, handlers
may be installed that filter temperature messages in a tree-
like fashion. In this paper we focus on adding application
knowledge though our language and system are powerful
enough to also install special handlers, e.g., to do specialized
routing for a particular class of addresses. By leveraging
application knowledge, CBAs can be utilized to transform
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flooding into an efficient routing or multicasting mechanism
with very low overhead.

In essence, a content based address (CBA) is a guard
which determines if a message is to be processed by its
receiver. Any message broadcasted (Fig. 2-a) over a single
hop is processed by all those neighbours where the CBA
evaluates to True (Fig. 2-b). In order to reach more than
just a single-hop neighbourhood the message containing the
address needs an underlying forwarding protocol such as
e.g. a flooding mechanism (Fig. 2-c) to propagate it to its
intended destinations (Fig. 2-d). Although a flood is often
a basic primitive and otherwise easily implemented, it is
overkill in most situations and suffers from poor scalability.
The main challenge for efficient message propagation is
therefore to define a proper forwarder Fwd (Fig. 2-e). The
optimal forwarder involves the minimum number of nodes
that do not satisfy the CBA such that it can still deliver
the message to all intended recipients (those satisfying the
CBA). This can be generalized to other metrics as well such
as e.g. minimizing the total amount of energy spent. The
metrics to optimize depend on the scenario realized.

c) Flood                              

(n)  
e) Fwd(n)  

a) Broadcast

d) CBA(n)

b) CBA(n)

d) CBA(n)

d) CBA(n)

0

Fig. 2: Propagation of content based addresses. In order
to deliver a message to each node n, such that CBA(n)
holds (sets b and d), a forwarding mechanism is required
(sets a, c, e) which involves as few nodes as possible while
still delivering to all destinations. We seek constructs for
expressing forwarders.

Though such algorithms have been proposed in the lit-
erature [10], there is never a single algorithm which is
optimal in every imaginable scenario. In this paper we
present content based addresses as a programming construct
to specify such forwarders or more precisely to tailor an
underlying forwarder towards a specific scenario.

In the following part we describe the content based
addresses themselves and illustrate how they can be utilized
to specialize a simple flooding protocol to improve its
forwarding efficiency.

In the OSAS system a content based address consists of

three parts:

[forwarding scope|hopcount|address predicate] (1)

The address predicate is what is referred to as a content
based address in the literature where it is usually a predicate
over the payload of a message. Within the OSAS system
the foremost application of CBAs is to specify service
deployment and interconnection. The use of content based
addresses in communication eliminates the need for an
explicit service discovery, matching and selection operation
as commonly found in service oriented systems since these
occur during address resolution instead. The merger of these
operations is possible since the macroprogramming nature
of the OSAS system guarantees that all services are known
at compilation time and can be mapped onto unique and
compact IDs without the need for large service descriptions
which ensures that services can be referenced in addresses
at very low cost. As a consequence of this, OSAS CBAs
tend to focus on predicates over nodes rather than message
payloads, although both are supported.

The state of a node comprises the installed services, their
state and operations as well as node properties (key, value)
pairs which can be set (remotely) on the nodes. Address
predicates are evaluated on the same virtual machine as
the services and as such inherit the full expressivity of
expressions in the WaSCoL programming language ranging
from simple comparisons to invocation of service specific
functions and all the code and computation they encompass.
Any address that is either undefined, calls an undefined
function or fails in any other way will evaluate to False.

In practice, a CBA often refers to specific capa-
bilities of a sensor node. For example, [Network| ∗
|HasSysCall(Temp)] specifies all nodes in the entire sen-
sor network which have a temperature sensor (or, more
precisely, have the correspondent system call).

The forwarding scope and hopcount are modifiers which
specify forwarding limitations on the message and thereby
prune the set of nodes reached by the underlying forwarder.

Like the address predicate, the forwarding scope is a
predicate considered and evaluated in a particular context,
where context includes the current message location, time,
values of variables, node state and message content. The
scope predicate limits the nodes participating in forwarding
the message to only those nodes which satisfy the predicate.
For example, the scope Forward(True) indicates there is
no scope restriction: all nodes in the network may forward
the messages. We abbreviate this scope as Network as shown
in the CBA example above. Other examples of scoping are
discussed below.

The hopcount defines an upper limit on how far the mes-
sage is allowed to travel. E.g. the CBA [Network|2|True]
limits the packet to the two-hop neighbourhood of the sender.
An unlimited amount of hops is specified by either "∗" or
"0".
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In dense or large sensor networks using a full network
flood to propagate messages towards their destination will
waste a lot of energy and creates the risk of causing flood
storms [4] which increase collisions and unneeded packet
transmissions. The following examples demonstrate how the
forwarding scope can be utilized to improve this situation.

[Forward(NodeType() == ”StaticNode”)| ∗ |HasSysCall(Temp)]
(2)

[Forward(NodeType() == ”NeckNode”)| ∗ |HasSysCall(AccelX)]
(3)

[Forward(self.rssi < 230)| ∗ |Temp() < 30] (4)

Addresses 2 and 3 are taken from a scenario for a testbed
setup we deployed in collaboration with the life science
university of Wageningen, the Netherlands. In this scenario
cows were spread out around a barn where each cow had
two nodes with accelerometers on a front and rear leg
respectively and one node attached to their neck which had
its type property set to "NeckNode". Furthermore, static
sensor nodes were deployed throughout the barn providing
an infrastructure to reach the sink node which was attached
to a pc.

Messages targeted at address 2 are transmitted to all
nodes with a temperature sensor, but the forwarding is only
performed by nodes tagged as being static infrastructure,
which are much easier to recollect and/or replace their
battery. Similarly, address 3 was used to transmit messages to
all nodes on the cows legs, but the flood is only forwarded
by the neck nodes (the leg nodes lose connectivity when
the cows lie down on them). This is a lightweight form of
assigning the neck nodes as a clusterhead of a mobile body
area sensor network.

Besides the initial (over-the-air) uploading of the address
definitions and the address evaluation itself there is no
periodic overhead for refreshing or rebuilding any paths or
tables for forwarding. This also holds when much more
dynamic addresses are used such as e.g. address 4 where
both the set of forwarding nodes as well as the set of
destination nodes are dynamic. In this particular case the
message is targeted at nodes below a critical temperature
threshold and the received signal strength indicator (RSSI)
is utilized to trim the amount of forwarders.

Address 3 demonstrated a simple way to define cluster-
heads, sometimes the need arises to logically group a subset
of the network such as e.g. all nodes within a single body
area network. The cluster scope [Cluster(P )|∗|Q] is a short-
hand notation for [Forward(P )| ∗ |P && Q] just like how
Network is a shorthand notation for Forward(True). This
scope is utilized to confine all communication to only those
nodes which are part of the cluster. For example,

[Cluster(PatientID() ==� PatientID()�)| ∗ |True] (5)

addresses a cluster formed by all (connected) nodes with
the same patientID (the sub-expression� PatientID()�
is evaluated sender side and passed as parameter to the

address). Hence, this address refers to all (connected) nodes
that have the same PatientID as the sender.

As an illustration of the expressive power of these con-
tent based addresses, imagine a hospital with static nodes
deployed throughout. Each of the nodes is configured with a
location property which globally indicates their deployment
site (e.g. "Wing1"). Due to some viral infection in wing one,
medical staff wants these body hubs to start monitoring the
temperature of all patients in this wing. In terms of WaSCoL
this means that body hubs must subscribe to temperature
services of the body sensors.

The OSAS runtime provides a third-party subscription
which directs a receiver of a subscription request to subscribe
to a service. This mechanism can perform many-to-many
subscriptions from one content based address to another.
A simple flooding implementation would perform a two-
stage flooding of the entire network. First, a subscription
request would be flooded to all potential subscribers (body
hubs in wing one). Second, each subscriber would flood his
subscription to all providers, which results in a network flood
per patient!

The program fragment below shows how a programmer
can deploy such a subscription in a scenario-specific fashion.

1f o r [ Forward ( NodeType ( )== " S t a t i c N o d e "
&& G e t P r o p e r t y ( " l o c a t i o n " , " m e t a d a t a " )== " Wing1 " )

3| * | NodeType ( )== " BodyHub " ]
i n s t a l l T e m p e r a t u r e S u b s c r i p t i o n

5on [ C l u s t e r ( P a t i e n t I D ()== < < P a t i e n t I D () > >)
| * | H a s S e r v i c e ( T e m p e r a t u r e S e r v i c e ) ]

Operationally, the meaning of this fragment is: “static nodes
in Wing1 forward subscription requests to body hubs; these
bodyhubs subscribe to temperature services in their own
cluster and these subscriptions are only forwarded within
their own cluster”. This replaces a full network flood by a
directed regional flood. Subsequently, all body hubs broad-
cast their subscriptions, but these broadcasts are constrained
to the body area network of the individual patients (line 5).

3.1 Realization of CBAs
At the syntactical level, CBAs look powerful but difficult

to implement. In practice they can be realized in a concise
and efficient manner which means it is a powerful program-
ming primitive. In this section we take a closer look at how
CBAs are handled by the OSAS system.

In our programming model each node has a virtual ma-
chine for the execution of services, CBAs reuse this virtual
machine for evaluation of the predicates. Each occurrence
of a CBA in a WaSCoL program is split into two separate
parts by the compiler: an address definition and an address
reference.

The address definitions consist of the virtual machine code
of both the forwarding predicates and the address predicates.
They are loaded onto sensor nodes prior to loading any ser-
vices and/or subscriptions. Each address is assigned a unique
ID (one byte) by which it can be referenced. To upload
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an address the message handler DEFA (define address) is
introduced which stores an array of bytecode in a lookup
table under specified address ID. The following message
shows the format of the DEFA handler.

DEFA id,n b0, . . . , bn

where b0, . . . , bn is the bytecode for the address.
In order to check validity of an address the handler CBA is

introduced. This handler needs to be inserted in transmitted
messages along with the reference of the address to test
and zero or more parameters to the address (data values
such as e.g.� PatientID()� in the previously mentioned
hospital example). The following message shows how the
CBA handler is integrated into the message format

HDR FLD src,seq CBA id,n p1 . . . pn 〈PL〉 CRC

The OSAS header HDR contains, amongst others, the hop-
count (maximum number of hops the message is allowed to
travel). The payload 〈PL〉 consists of a series of handlers
to be executed (active messages [7]). The FLOOD handler
(FLD) forwards the message throughout the network if the
hopcount allows it. The CBA handler verifies if address id
holds and if so processes the embedded payload 〈PL〉.

The pseudo code of CBA is given by the following
fragment

i f e x e c u t e b y t e c o d e ( a d d r e s s _ t a b l e [ a d d r I d ] , message ) then
2E x e c u t e H a n d l e r ( message , indexOf ( <PL > ) , indexOf (CRC ) )

f i

Whenever a forward predicate evaluates to False, the
hopcount field in the OSAS header is cleared indicating that
the message should no longer be forwarded.2 In order for this
to have the intended behaviour, any forwarder should satisfy
the following criteria. 1) It should evaluate its embedded
payload before forwarding the message. 2) It forwards the
packet only if the hopcount indicates that at least one more
hop is allowed after evaluation of the embedded payload.

3.2 Building routing protocols
In this section we present an example of how CBAs can be

utilized to simply implement more complex routing mech-
anisms. The focus is on the ease of expressing behaviour
and not so much the optimality of the solution itself. The
goal is to construct a location dependent routing mechanism,
an example taken from the aforementioned testbed setup
in Wageningen, the Netherlands. In this particular case,
cows equipped with sensors could be either grazing outside
in the field or be inside in the barn (most time is spent
inside). Outside no static infrastructure was provided aside
from one static node at the edge of the field, so multi-hop

2This behaviour is contained within the virtual machine code of the
address that is generated by the compiler. The CBA handler itself only
evaluates the code and verifies the result to determine if the embedded
payload needs to be processed.

routing through mobile nodes needs to be employed. Inside,
mobile nodes can transmit their data to static infrastructure
over a single hop. Because cows are mobile the topology
changes frequently when outside, this requires the routes
outside to be computed more often. Periodically, routes
need to be constructed towards a sink (which is part of the
static infrastructure). The wanted behaviour is to periodically
construct a spanning tree towards a sink (which is part of the
static infrastructure) such that inside the barn mobile nodes
will only occur as leaves of the spanning tree while they can
also be intermediate nodes when outside.

The first step is to express a service for constructing a
spanning tree.

1s e r v i c e Spann ingTree ( )
d e f i n e

3p a r e n t := 0 # NodeID o f paren t , 0 == no p a r e n t

5f u n c t i o n SendToRoot ( p a y l o a d ) do
# API f o r s e n d i n g a pay load t o t h e s i n k .

7Send ( p a r e n t , Header ( ) ++ Message ( Forward ) ++ p a y l o a d )

9a c t i o n S e t P a r e n t ( s e n d e r ) do
p a r e n t := s e n d e r ;

11s e n d e r := NodeID ( )

13a c t i o n Forward ( ) do
i f p a r e n t != 0 then # i n t e r m e d i a t e node , fo rward

15Send ( p a r e n t , s e l f . message )
e l s e # r o o t node , i . e . s i n k

17# p r o c e s s t h e n e x t h a n d l e r i n t h e pay load
I n v o k e H a n d l e r ( s e l f . message , s e l f . h a n d l e r _ s t a r t +1 ,

19s e l f . h a n d l e r _ e n d )
f i

This is a generic service for constructing a spanning tree,
along with a function which allows delivery of content
towards the root of the network. The SetParent message
modifies the received message in-place (sender := NodeID())
to insert its own ID into the message payload. By flooding a
SetParent message, a (non-minimal) spanning tree is created
with the initial sender as root. This is because the flooding
mechanism prevents double execution of received messages
(no cycles) and because it executes its payload before
forwarding (one of the requirements of forwarders) such that
the sender variable (i.e. the new parent node) is updated as
the message traverses the network.

The next step to express the required behaviour is to
define the route construction for both inside and outside
the barn. For localization we periodically broadcast beacons
from the static infrastructure. If these beacons are missed
several times in a row, a mobile node is outside, otherwise
it is inside. How often a beacon can be missed is a parameter
which depends on scenario specific factors such as length of
a period, walking speed of the animals, density of the bea-
cons and amount of interference.3 The static infrastructure
itself is always considered to be inside. For brevity we do

3During most measurements in our testbed setup, we experienced about
30 percent package loss. Requiring a beacon to be lost two to three times
in a row ensured that less than 2 precent of the locations were reported
incorrect and in all but a few cases this false localization lasted only one
period.
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not show this service, but its complexity is similar to the tree
construction. This localization service exposes a function
getLocation which is used in the services below.

s e r v i c e I n s i d e R o u t e s ( )
2on event r e c o n s t r u c t when True do # f l o o d message :

# c o n s t r u c t s p a n n in g t r e e w / mo b i l e nodes as l e a v e s
4SendMessage ( [ Forward ( NodeType ( )== " S t a t i c N o d e " ) | * ] ,

S e t P a r e n t , NodeID ( ) )
6

s e r v i c e O u t s i d e R o u t e s ( )
8on event r e c o n s t r u c t when True do # f l o o d message :

SendMessage (
10# a d d r e s s t o p r e v e n t i t f rom b e i n g p r o p a g a t e d i n s i d e :

[ C l u s t e r ( g e t L o c a t i o n ( )== " o u t s i d e " )
12| * | NodeType ( )== " MobileNode " ]

# payload , c o n s t r u c t a s p a n n in g t r e e :
14S e t P a r e n t , NodeID ( ) )

16# A c t i v a t e i n s i d e r o u t e r e c o n s t r u c t i o n , e v e r y 15 m i n u t e s
s u b s c r i p t i o n R e c o n s t r u c t I n s i d e

18to I n s i d e R o u t e s ( )
with ( p e r i o d =15m, d e a d l i n e =1m, send =" Normal " , exec =" Normal " )

20
# A c t i v a t e o u t s i d e r o u t e r e c o n s t r u c t i o n e v e r y 5 m i n u t e s

22s u b s c r i p t i o n R e c o n s t r u c t O u t s i d e
to O u t s i d e R o u t e s ( )

24with ( p e r i o d =5m, d e a d l i n e =1m, send =" Normal " , exec =" Normal " )

26# Deploy I n s i d e R o u t e s on s i n k
# ( max 2 hops because we know i t ’ s c l o s e t o t h e l o a d e r )

28f o r [ Network | 2 | NodeType ( )== " Sink " ]
i n s t a l l I n s i d e R o u t e s

30
# Deploy O u t s i d e R o u t e s on s t a t i c node n e x t t o f i e l d

32# ( t h i s was node 25 , r e a c h a b l e t h r o u g h s t a t i c i n f r a s t u r e )
f o r [ Forward ( NodeType ( )== " S t a t i c N o d e " ) | * | NodeID ( ) = = 2 5 ]

34i n s t a l l O u t s i d e R o u t e s

36# Deploy s u b s c r i p t i o n s , i n t h i s case i t needs e x a c t l y
# one s u b s c r i b e r , so we p i c k t h e l o a d e r . T h i s j u s t

38# a c t i v a t e s t h e I n s i d e R o u t e s and O u t s i d e R o u t e s s e r v i c e s .
f o r [ Network | 2 | NodeType ( )== " LoaderNode " ]

40i n s t a l l R e c o n s t r u c t O u t s i d e on
[ Forward ( NodeType ( )== " S t a t i c N o d e " ) | * | NodeID ( ) = = 2 5 ]

42i n s t a l l R e c o n s t r u c t I n s i d e on
[ Network | 2 | NodeType ( )== " Sink " ]

The address used inside the InsideRoutes services ensures
that mobile nodes only execute SetParent messages and do
not forward them. This results in the mobile nodes only
occuring as leaves. In a similar way, OutsideRoutes uses
an address to ensure that the outside route reconstruction
messages are neither forwarded nor executed inside the barn.

The period of the two subscriptions can easily be adjusted,
even at runtime, to optimize the refreshing period though that
is outside the scope of this paper.

The program above shows how a generic tree construction
service can be specialized for scenario specific behaviour. In
this particular case, only two helper services are introduced
and through careful selection of content based addresses,
exactly the required behaviour is established. Furthermore,
from line 27 onwards, content based addresses are used to
specify service and subscription deployment each with their
own forwarder such that code distribution differs per service.

Though we do not show it here, more complex forwarders
can be defined in a similar manner as the spanning tree and
routing mechanism shown here. As long as the forwarder
first executes its payload and subsequently forwards the

message if and only if there are hops remaining after
evaluation of the payload then it will be compatible with
the content based addresses.

4. Evaluation
As mentioned before, the use of clustering and forwarding

predicates has been tested in a testbed setup in cooperation
with Wageningen University & Research centre (WUR), in
the Netherlands. Several examples in this paper have been
derived from this testbed. At this location we have deployed
static nodes throughout a barn as permanent infrastructure
as well as motion sensing nodes onto the legs of cows
walking within the barn. Addresses like (2) and (3) have
been used with success to restrict forwarding to only static
nodes. Aside from the initial definition of addresses, there is
no overhead for computation of forwarding tables (unless a
custom forwarder is utilized which introduces this overhead,
but the default flood does not). Due to this, with properly
chosen forwarding predicates, our CBAs scale quite well.
In a lab setup we have deployed up to 127 nodes. In the
barn we have successfully deployed up to 80 nodes in a
highly dynamic environment (mobile cows blocking each
others signals) for the purpose of performing step detection
and activity monitoring. These numbers were limited by
availability of nodes and animals though traffic density starts
to play a role as well and as a consequence the amount
of messages per node per time unit needs to be adjusted
downwards.

Table 1: Size (in bytes) of various content based addresses
used throughout this paper.

content based address size

[Network|2|True] 0
[Network|2|NodeType() == ”Sink”] 3
[Network| ∗ |HasSysCall(Temp)] 3
[Forward(NodeType() == ”StaticNode”)| ∗ |True] 9
[Forward(NodeType() == ”StaticNode”) 11
| ∗ |HasSysCall(AccelX)

[Forward(NodeType() == ”StaticNode”) 12
| ∗ |NodeID() == 25]

[Forward(self.rssi < 230)| ∗ |Temp() < 30] 14
[Forward(NodeType() == ”StaticNode”&&
GetProperty(”location”, ”metadata”) == ”Wing1”
| ∗ |NodeType() == ”BodyHub”] 20

[Cluster(PatientID() ==� PatientID()�)
| ∗ |HasService(TemperatureService)] 12

[Cluster(getLocation() == ”outside”)
| ∗ |NodeType() == ”MobileNode”] 15

99

As discussed in section 3.1 our CBAs can be implemented
very efficiently. In particular, the combination of a virtual
machine based programming model and communication
based on active messages allows the CBAs to be added by
the addition of only two message handlers. The handler to
evaluate addresses is a total of 202 bytes, the handler to
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install new addresses is integrated into the configuration
handler which totals 1474 bytes, about 10 to 20 of those
are specific to addresses. The virtual machine itself is
currently 4206 bytes (compiled for a 16-bit MSP 430
microcontroller). Since our macro-programming approach
assigns a unique ID to each content based address,
transmitting a message towards a specific address incurs
an overhead of three bytes plus one or two bytes for each
parameter passed to the address (usually zero or one). Table
1 shows the size of the bytecode for each of the addresses
mentioned in this paper (excluding some very similar ones).

In our current implementation all CBAs are uploaded
to nodes prior to uploading of services and subscriptions.
So far, none of the programs which we have deployed in
practice have required a large number of extremely complex
CBAs which kept the memory overhead for storing them
around 100 bytes and often much smaller. It is not unimag-
inable that in the future both the number and the complexity
(and therefore also the size) of these addresses themselves
increase such that it becomes unfeasible or unwanted to
statically store them all on every node.

Memory space can be saved by including the definition
of an address in a message instead of a reference. Such
an approach is only viable for rather small addresses (i.e.
around 5 bytes) as otherwise the overhead on the payload
becomes too large. This way, only the sender needs to store
the address. This is viable in case of scenarios with many,
small addresses.

Finally, addresses can be stored more compact. An ad-
dress predicate which always yields the same value for a
given node only needs to be evaluated once and the result
can be stored instead. Our compiler needs to be modified
to recognize such addresses. Furthermore, if an address is
known (by the programmer) to be False on a specific
set of nodes then the address doesn’t need to be stored
there as any unknown address is understood to be False.
Conditional definition of CBAs can be achieved by utilizing
non-conditional CBAs as a guard for the installation of the
conditional ones.

5. Conclusion and future work
In this paper we have extended content-based addressing

(CBA) with predicates over nodes and forwarding restric-
tions in the form of forwarding predicates and an upper
limit on travelling range. Through these extensions, CBAs
become a powerful and expressive programming construct
for implementing simple, compact and lightweight routing
and multicasting mechanisms.

Content based addressing schemes lend themselves partic-
ularly well to service oriented sensor networks by merging
service discovery and service utilization into one operation.
We have shown how to utilize CBAs for code distribution

and deployment of heterogeneous services in sensor net-
works. The advantage of this approach lies in the extent of
control which an application programmer has over the code
distribution mechanism. The nature of the OSAS program-
ming language allows programmers to consisely specify a
forwarding policy on the granularity of individual services
and subscriptions.

Finally, we have demonstrated how the underlying for-
warding/broadcasting mechanism can be refined through def-
inition of OSAS services which makes it easy to incorporate
application level knowledge into their decision process.

Current ongoing work focuses on enhancing our rout-
ing protocols for mobile networks. Future work includes
generalization of the hopcount range restriction to a per
hop message modifier such that a content based address is
defined by a forwarding predicate, message modifier and
address predicate instead.
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Abstract 
In this paper we discuss three location determination 

mechanisms for WLANs based on geolocation models 

(Global Positioning System, Angle of Arrival, Time-

based Models and a Signal Strength based model). We 

also present a new mechanism that determines the 

location of a WLAN station within a triangle or 

quadrangle with probabilistically the strongest vertices.  

The Signal Strength based model is identified to be the 
most appropriate location determination system in a local 

wireless network, because of its proven accuracy. Such an 

algorithm can be used to locate all users in an 

infrastructure type of WLAN, including an attacker. Thus, 

it provides privacy in a wireless local environment that is 

equivalent to the inherent privacy in wired local 

environments due to the tools available to detect the 

location of an attacker on a cabled network.   

 

1. INTRODUCTION 
Even though the IEEE 802.11-2007 specifies a robust 

medium access control (MAC) sublayer, as show in [1], it 
has not earned the same level of trust from networking 

community as, for example, IPsec. Another weakness of 

WiFi is a lack of signal privacy on the physical layer.  

With wired LANs, one can physically trace each packet’s 

source and destination machine using commonly available 

tools, and by running cable through designated areas, thus 

providing strong privacy. However, there is no way to 

physically trace a packet on a WiFi network to see the 

source or destination machine.  Attackers can remain 

anonymous when attacking WLANs.  There is no way to 

control or view the WiFi signal according to the 802.11-
2007 protocol. Directional antennas restrict the service 

availability but won’t provide signal containment. Signal 

spilling can occur when a WiFi signal is transmitted 

further than intended.  This makes it possible for attacks 

to occur outside of the physical building where the WiFi 

network is located.  A tool that would allow system 

administrators to view each machine connected to a WiFi 

network on a map adds privacy to the network.  
Furthermore, such a tool can be used to create a map of 

the signal strength of the WiFi network.  This will allow 

system administrators to view where the WiFi network is 

physically located.  In order to plot the signal strength of a 

WiFi network, a channel model is needed to predict the 

signal strength at any given distance.  [2] focused on the 

development of a custom channel model to use in signal 

strength mapping software.  This paper will focus on a 

comparison between five geolocation models in order to 

ascertain the most accurate location determination system 

for use in our environment. 
The experiments for the channel modeling were 

performed in the Information Assurance Research, 

Education, and Development Institute (IA-REDI) located 

on the sixth floor of the Marie V. McDemmond Center 

for Applied Research (MCAR) at Norfolk State 

University.  This area is a computer lab (approximately 

twenty feet by sixty-five feet) next to an office, three 

conference rooms, and one long hallway.  Along with 

many computers, printers, and other machines, the system 

under-consideration will be outfitted with a sensor grid to 

aid in location determination system.  Figure 1 represents 

the layout of the assumed environment.  The circle 
represents the access point (AP).  The squares are 

computers, and the rectangle is a printer.  The diamonds 

are sensors that are all connected to the access point. 

The remainder of this paper is organized as follows:  

obstacles that affect signal strength are discussed in 

Section 2.  Existing geolocation models are outlined in 

Section 3.  We conclude the paper in Section 4.  Lastly, 

we discuss our future work in Section 5. 

 

 
Figure 1.  Environment 
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2. OBSTACLES 
In any type of WiFi signal transmission, the outputted 

signal from the access point will differ from the signal 

that is received at the client.  There are many factors that 

affect the signal while it is in transit including:  

attenuation, free space loss, fading, reflection, diffraction, 
scattering, refraction, and noise.  Attenuation occurs when 

the strength of a signal falls off with distance [3].  

Basically, the further the signal travels, the weaker the 

signal will get.  This can be represented logarithmically [1, 

2, 3].  Free space loss is a form of attenuation that means 

the signal disperses with distance [3].  In other words, the 

further the signal travels, the more the signal spreads out 

in other directions.  The spread of the signal makes the 

signal weaker.  When variation of the signal power occurs 

due to changes in the transmission medium or path, fading 

occurs [3].  Basically, any interruption in the transmission 

medium (atmospheric changes) or path (objects) can 
affect the strength of the signal.  Reflection exists when 

the signal bounces off large objects causing the signal to 

change.  These changes can increase or decrease the 

signal strength.  This usually happens when the signal 

reflects off walls, floors, or ceilings.  Diffraction is 

produced when the signal runs into a large object.  The 

secondary waves resulting from the obstructing surface 

are present throughout the space and behind the large 

object negatively affecting the strength of the transmitted 

signal [3].  This can occur when the signal runs into a 

wall partition or cubicle.  Scattering exists when the 
transmitted signal passes through many small objects that 

cause the signal to go in many different directions.  

Scattered waves are produced by rough surfaces, small 

objects, or by other irregularities in the channel [3].  

Refraction is defined as a change in direction of a 

transmitted signal resulting from changes in velocity [3].  

This usually occurs when only part of the line of sight 

transmitted signal reaches the destination.  Noise can be 

characterized as various distortions imposed by the 

transmission medium or additional unwanted signals [3].  

Noise is usually caused by interference or reception of 

unwanted signals from other electronic devices.  Due to 
the large number of obstacles that affect the strength of a 

transmitted WiFi signal, the channel models used to 

represent the environments must be very specific to each 

environment.  Furthermore, geolocation models must take 

these obstacles into account in order to be consistently 

accurate in their calculations.   

 

3. GEOLOCATION MODELS 
The geolocation models that are discussed include 

Global Positioning System (GPS), Angle of Arrival 

(AOA), Time-based models, Ahmad’s Algorithm, and a 
Signal Strength-based model (SS).  We will briefly 

describe each model and determine if it can be used in our 

environment.  Later, we will pick the most accurate 

geolocation model for our specific environment. 

 

3.1. GPS 
One of the most accurate geolocation systems in use 

is GPS.  As stated in [4, 5], GPS consists of a 
constellation of twenty-four satellites (synchronized), 

equally spaced in six orbital planes 20,200 kilometers 

above the earth.  Figure 2 represents the GPS satellite 

constellation.  GPS receivers are used to calculate their 

exact position (longitude, latitude, and altitude) based on 

measured signals from at least four (must be able to have 

line-of-sight to at least four satellites) of these twenty-four 

satellites.  In order to calculate the GPS receiver’s 

location, the GPS receiver compares the time the 

messages are sent and the satellites’ locations.  In terms of 

accuracy, GPS can be exact to around ten meters [4, 6, 7]. 

 

 
Figure 2.  GPS Satellite Constellation [8] 

 

The first shortcoming of implementing GPS concerns 
calculation time.  If the GPS receiver starts without any 

knowledge of the GPS constellation’s state, it may take as 

long as several minutes for locations to be calculated [4].  

Also, as mentioned in [4, 5, 6, 7], in order for GPS to 

operate properly, the GPS receiver needs to have line-of-

sight to at least four GPS satellites.  If the GPS receiver 

cannot connect to at least four satellites, this system will 

not work at all.  Therefore, GPS will not work indoors [4, 

6, 7, 9]. 

Based on the shortcomings of GPS previously listed, 

GPS is not a system that would work for our location 

determination system in our environment.  First, GPS can 
take several minutes to calculate locations.  Our location 

determination system will not be able to wait several 

minutes while locations are being calculated.  Our 

location determination system must be able to calculate 

locations in a few seconds.  Second, GPS will only work 

with line-of-sight to at least four satellites.  Our system 

will be deployed indoors, so no line-of-sight is possible.  
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GPS is not a system we will use for our location 

determination system. 

 

3.2. AOA 
AOA geolocation systems use antenna arrays and the 

angle of the array from the client to multiple base stations 
to calculate specific locations [5, 6, 10, 11].  Figure 3 

represents how the measurements of antenna arrays can 

be calculated into location (based on [5]).  Node C 

represents a client connected to the sensor network.  

Nodes S represent sensors, and all nodes have x-y 

coordinates.  The distance between node C and nodes S 

are represented by (a) and (b).  The angle between the 

antenna arrays and sensor nodes are represented by (c) 

and (d).   

 

 
Figure 3.  AOA Measurements and Calculations [5] 
 

According to [5, 9, 10, 11, 12], AOA geolocation 
systems have accuracy issues indoors due to multipath 

interference.  In order for the measurements to be 

extremely accurate, line-of-sight is required from the 

client to the sensors.  If there is no line-of-sight, 

measurements will not be accurate. 

Due to the fact AOA measurements are not accurate 

all of the time, AOA is not a system that would work for 

our location determination system.  Our system is located 

in an indoor environment that is deployed in a multipath 

channel.  The multipath interference will cause AOA 

measurements to not be accurate all of the time.  While it 

is possible AOA will work some of the time, we need a 
location determination system that will be accurate on a 

consistent basis.  AOA is not a system we will use for our 

location determination system. 

 

3.3. Time-based Models 
There are two types of time-based geolocation 

systems; Time of Arrival (TOA) and Time Difference of 

Arrival (TDOA).  As stated in [9], TOA geolocation 

systems measure distance based on an element of 

propagation delay between a transmitter and a receiver 

since in free space or air, radio signals travel at the 
constant speed of light.  In order for the calculations to be 

exact, the internal clocks of the sensors and client need to 

be synchronized.  There are many equations used to 

calculate the distance estimates as discussed in [5, 6, 9, 10, 

11].  TDOA takes the formulas used in TOA and adds 

more estimation in order to account for the lack of 

synchronization between the client and sensor nodes.  

TDOA still requires the sensors’ clocks to be 

synchronized.  In more detail, the TDOA of two signals 
traveling between the client and two sensors is estimated, 

which determines the location of the client on a hyperbola, 

with foci at the two reference nodes (a third sensor is used 

for localization) [10, 11, 13]. 

One of the shortcomings for TOA is the requirement 

for the sensors and client to have synchronized clocks [5, 

6, 9, 10, 11, 13].  If the client or sensors are not 

synchronized, the TOA output will be inaccurate.  Even 

though TDOA does not require synchronization between 

the client and sensors, it still has accuracy issues due to 

the estimation of clock delay between the client and 

sensors [5, 6, 10, 11, 13].  If the estimate for TOA 
between the client and sensors is not accurate, the location 

computed in the TDOA calculation will not be accurate.  

Finally, as with AOA geolocation systems, TOA and 

TDOA will perform poorly if there is no line-of-sight [10, 

11, 12].  Multipath interference will significantly reduce 

the accuracy of TOA and TDOA geolocation systems. 

As reported previously, TOA requires 

synchronization between sensors and client.  While it is 

acceptable to assume the sensors will be synchronized in 

our sensor grid, it is not acceptable to assume clients will 

be synchronized with the sensors.  In order to eliminate 
the need of synchronization, TDOA makes estimates 

about the difference in specific TOA values.  However, if 

these estimates are not accurate, the results of the TDOA 

calculation will not be accurate.  We would rather employ 

a geolocation system that does not depend on estimates.  

Lastly, TOA and TDOA will not be consistently accurate 

in our environment, because our environment has a 

multipath channel.  Due to synchronization requirements, 

calculations based on estimates, and inadequate resistance 

to multipath interference, we will not implement TOA or 

TDOA geolocation systems for our location determination 

system. 
 

3.4. Ahmad’s Algorithm of Closest Vertices
1
 

This algorithm compares the signal strength values 

for the wireless station received at all of the sensors in the 

grid.  The objective is to determine the quadrant (or 

triangle) where the client is located.  In more detail, a list 

is compiled of the signal strength of the client at each 

sensor.  Next, the list is sorted from the strongest signal to 

                                                        
1 Due to Professor Aftab Ahmad of Computer Science 

Department, Norfolk State University. Also, a co-

author of this paper. 
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the weakest.  Finally, the algorithm selects which 

quadrant the client is in based on four rules: 

i. if the four strongest signal strength nodes form 

one quadrant, the client is located in that 

quadrant, 

ii. if the three strongest signal strength nodes are 
from one quadrant, the client is located in that 

quadrant, 

iii. if the two strongest signal strength nodes are 

from one quadrant and they form a vertical line, 

two neighbors (left and right) of one of the nodes 

are compared where the strongest signal strength 

results in the quadrant where the client is located, 

iv. if the two strongest signal strength nodes are 

from one quadrant and they form a horizontal 

line, two neighbors (above and below) of one of 

the nodes are compared where the strongest 

signal strength results in the quadrant where the 
client is located. 

Figure 4 represents a sensor grid with quadrants to further 

explain Ahmad’s Algorithm.  The sensors are denoted 

with labeled squares, and the circle is the client.  The 

dashed lines form a quadrant.  The following example 

refers to Figure 4.  As rule one stipulates, if the four 

strongest signal strengths are for nodes F, G, J, and K, the 

client is located in quadrant FGJK.  As rule two stipulates, 

if the three strongest signal strengths are for nodes F, G, 

and K, the client is located in quadrant FGJK.  As rule 

three stipulates, if the two strongest nodes are G and K, 
the signal strength values for nodes F and H or J and L are 

compared.  If nodes F or J have a stronger signal strength 

value for the client than H or L, the client is located in 

quadrant FGJK.  Otherwise, the client is located in 

quadrant GHKL.  As rule four stipulates, if the two 

strongest nodes are G and F, the signal strength values for 

nodes C and K or B and J are compared.  If nodes C or B 

have a stronger signal strength value for the client than J 

or K, the client is located in quadrant BCFG.  Otherwise, 

the client is located in quadrant FGJK. 

 

 
Figure 4.  Sensor Grid with Quadrants 

 

Ahmad’s Algorithm is simple and convenient for 

networks with sensor grids, but the efficiency can depend 

on the size of the quadrants.  For example, if the 

quadrants are very small, mobile clients will be changing 

quadrants constantly.  If the client moves randomly while 

attacking a network with this design and the quadrants are 

small, the quadrant where the client is located will change 

too quickly to provide a reliable location.  Also, if the 
quadrants are very large, it will take more time to search a 

quadrant for a specific client.  Furthermore, if a client 

were to walk around node G in Figure 4, quadrants BCFG, 

CDGH, FGJK, and GHKL would need to be searched.  

There have been no implementations of Ahmad’s 

Algorithm yet to test the ideal size of quadrants. 

Even though Ahmad’s Algorithm is straightforward 

and accommodating for networks with sensor grids, there 

are still many questions about it that needs answering.  

For example, the ideal quadrant size needs to be 

determined along with the performance and 
computational requirements.  After these characteristics 

are known, there will be enough information to determine 

whether this algorithm is appropriate for use for a location 

determination system in a WLAN.  At this point in time, 

we will not use Ahmad’s Algorithm for our location 

determination system, because we do not know how it 

would perform (accuracy and speed) against other 

geolocation systems. 

 

3.5. SS 
SS based geolocation systems do not rely on line-of-

sight.  SS systems are well suited for indoor use, because 

they account for multipath interference [6, 10, 11, 13].  

The combination of measured signal strength and a path 

loss model will produce a value that represents the 

distance between the client and sensor [6, 10, 11, 12, 13].  

In more detail, a channel model represents the path loss a 

signal will experience in a given transmission medium.  

The signal strength of a client compared to a sensor can 

be entered into a channel model to produce a distance.  If 

this calculation is completed between one client and three 

sensors, the client’s location can be determined.  Figure 5 

represents the SS location determination process. The 
client connected to the network is represented by (C).  

There are three sensors (Sa), (Sb), and (Sc) that have 

signal strength values for the client.  These signal strength 

values are plugged into the channel model to get the 

distance the client is from each sensor (Da), (Db), (Dc).  

Next, circles are drawn to represent the points where the 

client could possibly be located.  Finally, the intersection 

of all three circles represents the client’s physical location. 
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Figure 5.  SS Location Determination Process [5] 
 

While SS geolocation systems eliminate the need for 

line-of-sight, estimation still occurs due to multipath 

interference of the radio signal.  As stated in [10, 11, 13], 

a channel model is needed to predict the path loss in a 

given medium.  This channel model estimates the 

relationship between distance and signal strength.  

Therefore, the accuracy of SS geolocation systems 

depends on the exactness of the channel model used in the 
SS calculation process.  If the channel model is not 

accurate, the results of the SS calculation process will not 

be accurate. 

In our environment, we measured the signal strength 

in various locations throughout a working week 810 times 

in order to calculate an accurate channel model [2].  Our 

channel model is accurate, because it is based on actual 

measurements.  If we use our custom channel model in 

the SS calculation process, the results would be extremely 

accurate.  Also, this would require no additional 

equipment other than the sensor grid we would already 
have in place.  Until the writing of this paper, the SS 

geolocation system in combination with our custom 

channel model is identified to be the best location 

determination system for a WLAN. 

 

4. CONCLUSION 
In this paper, we have compared salient features of 

several location determination systems to be employed in 

a Wireless Local Area Network.  The location 

determination system will plot the physical location of 

clients for an entire WiFi network based on signal 

strength measurements by a sensor grid and a channel 
model.  The research presented in this paper identified 

four existing geolocation models and one new geolocation 

model to consider for implementation in a WLAN 

environment. In our conclusion, we should not use GPS, 

because our network is inside an office environment.  

Also, we cannot afford to wait several minutes for results.  

AOA and Time-based models are not resistant to the 
multipath channel where our location determination 

system will be deployed.  Furthermore, the accuracy of 

TOA is based on synchronization between the client and 

network grid (we do not always have this), and the 

accuracy of TDOA is based on estimates that guess the 

time propagation delay (we do not want to depend on 

estimates).  While Ahmad’s Algorithm is uncomplicated 

and suitable for networks with a sensor grid, further work 

is underway to verify its performance versus cost tradeoff.  

The SS model will work well in our environment, because 

we have a channel model based on measurements specific 

to our environment.  This leads us to state that the 
combination of the SS based model and our custom 

channel model is appropriate to use for a location 

determination system in our environment. 

 

5. FUTURE WORK 
In order to compare and contrast the performance of 

our system, a sensor grid network will need to be 

deployed.  After the network is deployed, we will be able 

to test Ahmad’s Algorithm against the SS based model to 

determine which geolocation system performs better and 

is more accurate.  Furthermore, once a location 
determination system is selected, it will need to be coded 

in the signal strength monitoring system program.  The 

combination of the signal strength monitoring system and 

location determination system will greatly increase the 

security of WiFi. 
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6 Wireless Network Security 
 There are following steps which can helpful to make 
your wireless network secure and reliable. It helps you protect 
you PCs and other network devices.  

Encryption 

One of the best way to secure your communication in the 
wireless network is Encryption. In these days most of 
available wireless routers and APs have built in this 
methodology. By default whenever you install new Wireless 
Router this feature is turned off, it is recommended to turn on 
because it is very helpful to avoid unauthorized user to use 
network resources, which give the better performance.  WPA 
(Wireless Protected Access) and WEP (Wired Equivalent 
Privacy) are types of encryption. WPA has more features and 
strong as compare to WEP.  

Change the Identifier and password 

Every Wireless Router has by default ID and administrator 
username/password from the manufacturers. It should be 
change before installation. Hackers can easy access the router 
and change configuration of router very easily.  

MAC Filtering 

It is the most secured methodology to secure your network. it 
is little difficult to configure than WEP and WPA. Hardware 
address is the unique for network devices. You can allow or 
deny the devices on basis of MAC address. 

7 Conclusion 

Main objective of this paper is defining the techniques for 
improving the performance and quality of Wireless network. 
Wireless networking is widely acceptable in all over the 
world. It has great benefits such as low cost, easy installation, 
reliable, secured and without cabling. This technology gives 
the user’s mobility. It is very successfully using in public 
places, Organizations, institutes, Emergency department and 
airports. Paper focused on the working and user aspects in the 
wireless network. Aiming to improve the Wireless network 
performance, we present different techniques and 
precautionary measurements; by using these we can improve 
the performance and reliability of data in Wireless network 
systems. Encryption, MAC filtering and Change the Identifier 
and password are used for secured Wireless Network. 
Placement of Wireless devices (Wireless Routers/Access 
points, Repeater and adopter) also discussed and these should 
be placed on right location to get better Wireless network 
coverage and signal strength.  
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Abstract 

 

Modeling a large mobile ad-hoc network is well suited to 

a cluster computing environment due to its parallel nature. 

Following the design of high-performance computing 

systems, uniform and scalable clusters optimized for 

wireless network emulation can be built using inexpensive 

commodity hardware. In this paper, we describe our 

experiences with managing a parallel mobile ad-hoc network 

emulation framework.  We will discuss design differences in 

small and medium-to-large scale deployments, the use of 

cluster interconnects and bonded-channels with a network 

emulation framework, and the application of cluster 

management and job control solutions to clusters designed 

for network emulation frameworks. 

 

1 Introduction 

 

Large-scale wired or wireless network scenarios may 

contain hundreds to thousands of nodes. The Extendible 

Mobile Ad-Hoc Network Emulator (EMANE) provides a 

framework capable of emulating large wireless networks. To 

effectively emulate networks of this size requires 

considerable computational power. High-fidelity radio 

frequency propagation models require calculation of every 

possible signal path between all possible pairs of 

transmitters and receivers. These calculations may need to 

be repeated whenever there are changes in the positions of 

the nodes and environmental factors such as terrain and 

weather. This is well suited to cluster computing, as path-

loss calculations can be computed in parallel.
1
 Emulating the 

nodes of the network may be lightweight compared to RF 

modeling, but the number of nodes in the emulation network 

may outnumber the number of physical nodes in the cluster. 

Using virtual machines as emulation nodes permits efficient 

use of available resources.  

Real-time emulation of wireless networks requires 

introducing as little latency as possible to the emulated 

wireless traffic. Latency can be significantly reduced by 

carrying emulation traffic over high-speed interconnects 

often used in cluster computing. Through proper hybrid 

EMANE deployment, it is possible to leverage both virtual 

machines and high-speed interconnects.  

As emulation framework requirements grow, the cluster 

should be expandable to meet those requirements. A good 

cluster design should be scalable and uniform. As hardware 

is added or replaced, or software is upgraded, ensuring all 

nodes have the same system image becomes a challenge. 

The use of a cluster provisioning system allows new 

hardware and software to be deployed with minimal 

configuration changes. Likewise, a job control system 

designed for parallel computing solves the problem of 

starting and controlling the emulation and framework and 

related process 

 

2 Overview of EMANE 

 

The Extendable Mobile Ad-Hoc Network Emulator 

(EMANE) is an open-source network emulator designed to 

fully model the radio nodes and the  emulate the wireless 

environment. The principal components of EMANE are the 

platform, the transport, and the event system. A platform 

consists of one or more Network Emulation Modules 

(NEMs) which model the wireless network from the 

perspective of the associated nodes. The MAC (Media 

Access Control, or data-link) and PHY (Physical, or RF  

communication) layers of the emulated radios are modeled 

by NEM plugins.  

The transport connects the emulated radio to a network 

interface on the emulation node, and an Over-the-Air (OTA) 

manager relays the emulated RF signals to all NEMs in the 

emulation. 

Events are generated by the event service and received 

by the NEMs and event daemons on the emulation nodes. 

Events typically modify or control the emulation 

environment. For example, location events indicate or 

change the position of the nodes in emulated space. This 

event can be used by the PHY plugin of the NEM to 

compute path-loss and also by the emulated node for 

positional awareness.
2
 

 

2.1 EMANE Deployment 

 

EMANE supports centralized, distributed and hybrid 

platform deployment. Centralized deployment places all 

NEMs on a single platform server. The transport on each 

node is connected over a network to the associated NEM on 

the platform, and the OTA manager is internal to the 

platform.  If deploying EMANE on a single physical 

machine (possibly hosting virtual nodes), centralized 

deployment of a single platform on the host is possible. The 

raw transport can be used to capture traffic from network 
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interfaces, or each virtual machine contains a transport and 

communicates with the platform on the host. Distributed 

deployment places a platform at each node to host the NEMs 

associated with that node. Communication between the 

transport and the NEM is internal to the node, and the OTA 

manager network carries the emulated wireless traffic 

between nodes. A hybrid deployment distributes the NEMs 

across some combination of nodes and platform servers.
3
 

 

3 Cluster Design for EMANE 

 

The basic cluster design consists of a set of compute 

nodes controlled by a head node. Nodes are connected by a 

conventional LAN network for management and optionally 

by a high-speed interconnect for computational traffic. 
4
  

When designing a cluster for use with EMANE, consider 

the EMANE functional components: the nodes of the 

emulated network, the NEM platforms, the OTA manager, 

and the event servers. In a centralized EMANE deployment, 

the compute nodes are the nodes of the emulation and the 

head node serves as the platform, the OTA manager, and the 

event server.  In a distributed deployment, the NEMs are 

distributed to the compute nodes.  

As the size of the emulated network increases, the 

platform and the event server may place an overwhelming 

load on the head node. To keep the head node responsive for 

scheduling and interactive sessions, one or more compute 

nodes should be assigned as dedicated event servers or NEM 

platforms. Therefore, three types of nodes are defined: the 

head node, the nodes of the emulated network, and compute 

nodes that actually perform the network emulation.  

 

3.1 The Cluster Network and Interconnects 

 

At a minimum, a cluster must have a management 

network through which the head node can communicate with 

the other nodes. Cluster management should always be on a 

dedicated network to avoid conditions where management of 

the cluster is not possible due to high network load. 

Conversely, computational traffic should be affected as little 

as possible by management overhead. Typically a cluster 

will have additional networks or interconnects for 

computational traffic.  

EMANE generates two types of emulation-related traffic: 

OTA manager messages and event messages. OTA manager 

communication is between all platforms, whereas events are 

broadcast from the event server to the platforms and 

individual nodes of the emulation. Therefore, there needs to 

be logical or physical segmentation into three networks: 

Management, Event, and OTA manager. To minimize 

latency, if a high-speed interconnect is available, it should be 

used as the OTA manager.   

 

3.2 Virtualization of Nodes 

 

To emulate a network with more network nodes than the 

number of physical nodes in the cluster, a method is needed 

to provide each emulated node with an independent 

environment. This can be accomplished by hosting virtual 

machines on the cluster nodes. 

In a distributed EMANE deployment, the NEM for each 

node is hosted inside the virtual machine. In a hybrid 

EMANE deployment, we deploy a platform server on each 

physical node, containing the NEMs for the virtual machines 

hosted on that node. 

 

3.3 Design experiences 

 

Cluster design and EMANE deployment to our small and 

medium-scale clusters differ based on functional 

requirements. In the case of the small cluster, the 

requirement was to address performance, uniformity and 

management while preserving as much of the original 

configuration as possible. Scalability was not a 

consideration. The medium-scale cluster is a development 

environment and test-bed for a design scalable by at 

minimum an order of magnitude. To address these issues, we 

implemented these following guidelines. 

 

3.3.1 Small cluster 

 

Our small-scale deployment is an upgrade of an existing 

MANE
5
 emulation platform. The hardware consists of 1 

head node, 8 compute nodes, and a single GPU-equipped 

server dedicated to event services and path-loss calculation. 

The compute nodes are eight-core servers capable of hosting 

16 virtual machines each, for a total capacity of 128 

emulated network nodes. This was designed to be a fully 

distributed EMANE deployment: each emulated node runs a 

transport, NEM, and event daemon.  

A stacked pair of Cisco Catalyst 3750
6
 switches are 

configured to provide three logical VLAN segments. The 

Catalyst switches are configured to provide three VLANs, 

plus outside connectivity to the cluster. Ports 1 through 10 of 

switch 1 are the management network and as such have no 

special configuration, placing them on the default VLAN. 

The management interface of each node connects to these 

ports.  

Ports 1 through 10 of switch 2 are configured as the 

external network (VLAN 100). The external interface of the 

head node is connected to this VLAN, as is other hardware 

that must be accessible from the LAN.  

The head node and compute nodes are equipped with two 

quad-port GigE NICs. The four ports on each NIC are 

bonded to form a 4Gb/sec channel. 

Port 12 and ports 17-48 of switch 1 are the event 

network, and are assigned to VLAN 10. Each group of four 

ports starting at port 17 is configured as a bonded port-

channel, and connected to one NIC of a compute node. The 

event server is connected to port 12. Ports 17 through 48 of 

switch 2 are the OTA manager network, and are assigned to 

VLAN 20. Each group of four ports starting at port 17 is 

configured as a bonded Port-channel, and connected to the 

remaining NIC of a compute node.   

The head node is connected to the emulation networks to 

allow for the possibility of a NEM platform on the head 

node. Ports 13-16 of switch 1 and ports 13-16 of switch 2 are 

bonded to form an 8Gb/sec channel. Each switch is 
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connected to a quad-port NIC of the head node. This channel 

is configured on the switch and the master host as a trunk 

with access to VLAN 10 and VLAN 20 traffic. The head 

node is configured to provide virtual VLAN interfaces 

sharing 8Gb/sec maximum bandwidth. (While the ports for 

the head node could be configured identically to the cluster 

hosts, this configuration provides the head node with extra 

bandwidth to both the event and OTA networks.) 

Segregation of VLANs between switch 1 and switch 2 is 

important when the switch architecture is taken into 

consideration. The two switches forming the stack use a 

proprietary interconnect that provides 32Gb/sec throughput. 

By placing the management and event VLANs on switch 1, 

and the external and OTA VLANs on switch 2, the only 

traffic that will cross the interconnect is the trunked traffic to 

and from the head node. At 8Gb/sec, this load will not 

saturate the interconnect. 

As this deployment is an upgrade of an existing, 

unmanaged deployment, some elements of the original 

cluster remain: The existing install of CentOS
7
 5.6 on the 

head node and event server was preserved, as was the 

existing shared storage and EMANE environment on the 

head node. Centos 5.6 is based on the Linux 2.6.18 kernel 

and lacks virtualization support
8
. For this reason Scientific 

Linux 6 images were customized and employed for the 

compute nodes and virtual machines
9
.  

 

3.3.2 Medium-scale cluster 

 

In comparison, the medium-scale deployment was 

planned to be an EMANE emulation cluster from the onset. 

The hardware in this cluster consists of 2 head nodes (one 

active and one currently a cold-spare), 28 emulation 

platform nodes, and 2 compute nodes equipped with 

NVIDIA Tesla GPGPUs. Two independent Gigabit Ethernet 

switches provide a management network (to which all nodes 

are connected) and an event network (to which platform and 

compute nodes are connected). Infiniband adapters and a 32-

port Infiniband switch provide a high-speed interconnect 

between platform nodes. A Panasas storage appliance is 

connected via Ten-Gigabit Ethernet to the management 

network to provide shared storage
10

. No special bonding or 

VLAN configuration of the management or event network 

switches is required. 

A hybrid EMANE deployment is used on the medium-

scale cluster. Each platform node can host 16 virtual 

machines and one platform containing the NEMs for the 

virtual machines on the node. This allows the platform direct 

access to the interconnect. This cluster is expected to 

emulate networks of up to 448 nodes. 

 For this cluster we chose Infiscale's CAOS Linux
11

. 

CAOS is a Redhat-based, HPC-targeted distribution that 

meets our criteria for a stable, cluster-ready operating 

system. A design goal for this deployment was to standardize 

on a single distribution for all nodes, and to have a single 

image for all managed nodes. A CAOS install onto the head 

node includes a deployable node image. Our goal is to 

maintain one image for platform, compute, and virtual 

nodes, so the base CAOS node image was customized with 

packages from the CAOS repository to enable virtual 

machine support, plus the NVIDIA drivers and CUDA SDK 

to enable OpenCL support
12

 

 

3.4 Virtual machines and EMANE deployment 

 

To use virtual machines as EMANE emulated network 

nodes, the virtual machines must have near-native 

performance, proper network connectivity and acceptable 

latency.  

Our virtualization technology of choice is the KVM-

enabled version of QEMU. Newer releases of the Linux 

kernel, coupled with virtualization-capable host hardware, 

allow QEMU to execute code in the virtual machine directly 

on the host CPU, providing true virtualization as opposed to 

CPU-level emulation.
13

 

QEMU can be configured to emulate one or more 

Ethernet interfaces in the virtual machine. Virtual network 

interfaces are connected to VLANs, which can be connected 

to virtual interfaces created by the QEMU process in the 

host OS. This mechanism creates a channel between the 

virtual machine and the host. On the host side of the channel, 

a software bridge can be used to connect one or more virtual 

machines to each other and to the physical network 

interfaces of the host, allowing the virtual machines access 

to the network.
14

 

Both of our EMANE clusters have three virtual 

interfaces per virtual machine (eth0, eth1, eth2) each 

connected a separate VLAN which is connected to a tap on 

the host. The host side of the eth0 taps are added to a 

bridge with the physical eth0 interface of the host, 

connecting the eth0 interfaces of the virtual machines to 

the management network. The virtual eth1 taps are handled 

in the same way (being bridged with the host event interface 

or bonded channel). 

Connection of the virtual machine eth2 interface 

depends on the type of EMANE deployment. In a fully 

distributed EMANE deployment, the NEMs are located at 

the emulation nodes, therefore inside the virtual machines. 

The virtual eth2 interface is part of the OTA network, and 

is bridged to the other virtual eth2 interfaces and the 

physical eth2 interface. However, the VM-to-host channel, 

the kernel network bridge, and the physical interface all 

incur some degree of latency, and the resulting total latency 

may unacceptably delay OTA messages. To illustrate this 

point, Tabel 1 shows round-trip times across selected paths, 

measured using mpong
15

 

 avg 

RTT 

min 

RTT 

max 

RTT 

loopback 10.8 10 3210 

GigE 187 86 5394 

4xGigE (bonded channel) 70.1 51 1175 

Infiniband 47.3 32 5220 

VM to Host 118 104 5335 

VM to VM (same host) 228.2 209 6706 

VM to VM (over GigE) 349.1 284 5488 

Table.1: Multicast RTT times (microseconds) 
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 Non-Ethernet interfaces cannot be bridged with Ethernet 

interfaces
16

. This prohibits bridging the host-side tap 

interfaces to an Infiniband interface. QEMU does provide a 

workaround by which a QEMU VLAN can be encapsulated 

in multicast IP, but testing shows the resulting latency is 

equivalent to VM-to-VM over Gigabit Ethernet, negating the 

advantage of a high-speed interconnect. 

 The solution is a hybrid EMANE deployment. Moving 

the NEMs outside the virtual machine to a platform on the 

host OS moves the VM-to-host latency to the transport; the 

OTA latency is reduced to the latency of the OTA manager 

and associated network or interconnect. In this 

configuration, the virtual eth2 taps are bridged with each 

other but not with any physical interface. (In Linux, an IP 

address is assigned to the bridge's interface, not to the 

bridged interfaces, therefore the bridge interface can be used 

as the platform endpoint) 

A script to start QEMU virtual machines with the proper 

interfaces, and qemu-ifup/qemu-ifdown scripts to 

configure the proper bridging are included in the appendices. 

 

3.5 Cluster Provisioning with Perceus 

 

Perceus
17

 is an open-source cluster provisioning system 

provided by Infiscale. Perceus is included with CAOS and 

available for Redhat and Debian. The Perceus master runs on 

the head node and provides, in addition to DHCP and DNS 

services for the cluster, network booting of cluster nodes. 

Cluster nodes are PXE booted to a provisioning state, while 

virtual machines are started with the provisioning kernel and 

initrd (initial ramdisk image) loaded directly into 

memory. Nodes in the provisioning state contact the Perceus 

master and load a VNFS image over NFS, which contains a 

new kernel and compressed root filesystem. The VNFS 

image then executes entirely from RAM, requiring no NFS 

or SAN access for the operating system.  

Each node should first be added to the Perceus database 

by management interface MAC address. The following 

commands will add a platform node, a compute node, and a 

virtual machine. (The convention we use for virtual machine 

MAC addresses is the format 00:01:00:vv:nn:nn, 

where vv is the virtual interface index, in this case eth0, 

and nn:nn are the two bytes of the node number in big-

endian format.) 

 
perceus node add  xx:xx:xx:xx:xx:xx n0001 

perceus node set group n0001 nodes 

perceus node set vnfs <your vnfs image name> 

 

perceus node add  xx:xx:xx:xx:xx:xx c0001 

perceus node set group c0001 compute 

perceus node set vnfs <your vnfs image name> 

 

perceus node add  00:01:00:00:00:01 vm0001 

perceus node set group vm0001 vm 

perceus node set vnfs <your vnfs image name> 

 

Perceus has the ability to create configuration files in the 

node filesystem before the new kernel is started, allowing 

the network interfaces to be configured in complex ways 

before the node boots. This is important for platform nodes 

that will host virtual machines. For this feature to work 

properly, every network interface of the node should be 

added to /etc/hosts with the node's hostname as an alias to 

the management interface. This will configure the IP 

addresses to be assigned to each interface. (Note that for 

platform nodes, we will assign IP addresses to the bridge 

interfaces, not the network interfaces.) 

 
10.0.1.1 n0001-br0 n0001  

10.1.1.1 n0001-br1 

10.2.1.1 n0001-ib0 

 

10.0.2.1 c0001-eth0 c0001 

10.1.2.1 c0001-eth1 

 

10.0.10.1 vm0001-eth0 vm0001 

10.1.10.1 vm0001-eth1 

10.255.10.1 vm0001-eth2 

 

The ipaddr module allows Perceus to configure the 

network interfaces of the nodes before the VNFS is booted. 

The following lines configure the ipaddr module to create 

the proper bridges and assign IP addresses based on 

/etc/hosts entries. (Note the assignment of a fixed 10.255.0.1 

address to br2 on each platform node, this is the bridge used 

for  transport-to-NEM traffic and has no network 

connectivity.) 

 
n* br0(TYPE=bridge&ENSLAVE=eth0):[default:NAME-

NIC]/255.255.0.0/10.0.0.1 

br1(TYPE=bridge&ENSLAVE=eth1):[default:NAME-

NIC]/255.255.0.0 ib0:[default:NAME-

NIC]/255.255.0.0 

br2(TYPE=bridge):10.255.0.1/255.255.0.0 

 

 

c* eth0:[default:NAME-NIC]/255.255.0.0/10.0.0.1 

eth1:[default:NAME-NIC]/255.255.0.0 

 

 

vm* eth0:[default:NAME-NIC]/255.255.0.0/10.0.0.1 

eth1:[default:NAME-NIC]/255.255.0.0 

eth2:[default:NAME-NIC]/255.255.0.0  

 

 

3.6 Job Management with SLURM 

 

A compute cluster of any size can benefit from resource 

management. The three important aspects of resource 

management are allocation, control, and monitoring. Our 

criteria are that a resource manager must be:  

Able to execute parallel jobs, so that the emulation can 

be started on all nodes and virtual machines. 

Scriptable, as the EMANE transport, event daemon, and 

related processes such as GPSd must be started in the correct 

order. 

Able to control child processes spawned by the job. 

  The Simple Linux Utility for Resource Management
18

 

fits our criteria and has the additional advantages of being 

lightweight, efficient, included in CAOS Linux, and having 

a single point of configuration. The latter is important with 

regard to maintaining a single VNFS image for the entire 

cluster: A single configuration file is shared by all head 

nodes and copied to the VNFS. SLURM nodes determine 

their role based on hostname. 
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SLURM provides two methods of starting jobs from the 

command line: srun and sbatch. srun executes the 

given command and arguments in parallel based on the 

options given. Output from the running processes is piped 

back to the shell. Srun returns when the remote process 

exits, and can optionally provided an interactive shell that 

will send input in parallel to all processes in the job. 

sbatch is a job script submission utility. A shell script 

submitted with sbatch will be queued to run on the first 

node of the allocation when the required set of nodes is 

available.  Commands to be run in parallel across the 

allocation are invoked from the script using srun.  Each 

invocation of srun is considered a job step. Steps can be 

run concurrently in the background (via the “&” shell 

syntax). However, when the job script exits, all processes 

spawned from the script are terminated therefore, the script 

must transfer execution with “exec” or not exit while child 

processes are running. 

SLURM passes the environment of the srun/sbatch 

command to the job processes, in addition to setting job-

specific variables. The SLURM_PROCID and 

SLURM_STEPID variables are the most useful. 

SLURM_STEPID indicates which step of the job script is 

executing. SLURM_STEPID starts at zero and increments 

each time srun is invoked in the job script. If srun is 

invoked from the command line, the SLURM_STEPID is 0. 

SLURM_STEPID is not set in the environment of the job 

script. This allows a shell script to determine if it is running 

as a job script or the actual job. SLURM_PROCID indicates 

the parallel job index; starting at zero and incrementing with 

each parallel job spawned by that step.  

Detecting these variables allows development of a single 

script for all use cases, and allows the job to generate the ID 

of the node. Consider the start_kvm script for starting 

virtual machines: This script could be invoked one of three 

ways: Directly from the shell, in parallel via srun, or 

submitted via sbatch. The script first checks for the 

SLURM_PROCID variable. If SLURM_PROCID is present 

but SLURM_STEPID is not, the script is being run by 

sbatch as a job script on the first node of the allocation, 

therefore, the script will invokes srun with itself as the 

command to run in parallel on the allocated nodes. If 

SLURM_PROCID is not set or SLURM_STEPID is set, the 

script is being invoked from the shell or is a parallel job. In 

either case the virtual machine should be started. The script 

attempts to derive the NODEID from SLURM_PROCID and 

falls back to the command line parameters if 

SLURM_PROCID is not set.  

 

As an example, if the following command was executed: 

 
sbatch -N16 -n128 start_kvm 

 

SLURM would allocate 16 nodes to run 128 parallel jobs 

and spawn a single instance of start_kvm on the first node of 

the allocation. start_kvm would detect it is being run as 

a job script and srun itself, spawning eight instances of 

start_kvm on each of the 16 nodes in the allocation. 

These instances of start_kvm would detect they are being 

run in parallel and, based on SLURM_PROCID, start virtual 

machines with a NODEID of {1,2,3,4,5,6,7,8} on the first 

node, {9,10,11,12,13,14,15,16} on the second, and so on. 

The NODEID is used to generate the MAC addresses of the 

virtual interfaces, allowing Perceus to provision the nodes. 

An emane_node to start the EMANE transport, event 

daemon, and related processes is included in the appendix. 

Some elements of the EMANE configuration depend on the 

IP address of the node, so the emane_node script 

determines the node ID from the hostname of the node, not 

by SLURM_PROCID.  

 

4 Evaluation 

 

To evaluate the performance of the small and medium 

scale clusters, we choose to measure the latency of 

delivering OTA manager packets to the NEM platforms. 

 

4.1 Measurement of OTA Latency 

 

OTA manager network latency was measured for a 16-

node emulation in EMANE. Each node emits UDP broadcast 

traffic to the transport interface approximately once per 

second. The broadcast traffic is encapsulated and unicast by 

the transport to the NEM platform, where it is relayed to 

other NEMs on the platform and across the OTA manager 

network as UDP multicast traffic. 

A packet logger is run on all NEM platform nodes, 

listening to the multicast group and port used by the OTA 

manager. The packet logger records the source IP address, 

receive UNIX timestamp and microseconds, IP header 

checksum, and IP ID of packets on the OTA. Time 

synchronization of all platform nodes is maintained using a 

Cengen-recommended method. 
19

 

For any given packet, the tuple of (source IP, timestamp, 

checksum) serves to identify the packet in each node’s log. 

The absolute send time (as 

timestamp+microseconds/1000000) is determined per packet 

from the source node’s log. For the source node, the latency 

is zero. For each other node, the send time is subtracted from 

the logged time to determine the latency. The absolute send 

time is translated to an elapsed time by subtracting the 

lowest timestamp recorded, and the resulting tuple of (time, 

node, latency) is output.  

Figure 1 and Figure 2 are plots of time vs. latency for a 

distributed deployment and hybrid deployment with 

interconnect. 

Figure 1 is a distributed deployment of 16 virtual 

machines across 8 nodes, with one NEM per virtual machine 

and one packet logger per virtual machine. The OTA 

manager network is quad-gigabit Ethernet bonded channel. 

3475 distinct packets were logged with an average latency of 

133 microseconds and a maximum latency of 774 

microseconds. 

Figure 2 is a Hybrid deployment of 16 virtual machines 

across 8 nodes, with one NEM platform and packet logger 

per node. The OTA manager network is IP-over-Infiniband. 

2213 distinct packets were logged with an average latency of 
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17 microseconds, a maximum latency of 78 microseconds. 

 
Figure 1: Distributed deployment,4xGigE, Tsend vs. 

Treceive-Tsend in microseconds.  

 

 
Figure 2: Hybrid Deployment, Infiniband, Tsend vs. 

Treceive-Tsend in microseconds.  

5 Summary and Future Direction 

 

We have presented guidelines for designing, configuring, 

and managing cluster systems capable of high-performance, 

low-latency wireless network emulations using the EMANE 

framework. 

 

Future work will focus on the following: 

 

 Develop a web-based front-end for configuring, 

submitting, and monitoring EMANE jobs. This will 

greatly simplify sharing the resources of a large 

cluster. 

 

 Scale to a planned cluster of approximately 5000 

cores and 500 GPGPUs across several hundred 

nodes. Ten-gigabit Ethernet interfaces 

interconnected via a fat tree of low-latency switches 

will serve as a shared event and OTA manager 

network. This is expected to support emulation of 

multiple networks with 5000-10000 nodes total. 
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Abstract—Topology control protocols try to decrease 

average of node’s transition radius without decreasing 
network connectivity. In this paper, we propose a new 

Artificial Immune System-based topology control protocol 

for wireless sensor networks named AISTC. In this protocol, 

proper transition radius can be determined using Artificial 

Immune System algorithm. This protocol is simulated and 

compared its functionality to some other protocols. 

Simulation results show high efficiency of the proposed 

protocol. 

Keywords: wireless sensor network, topology control, 

artificial immune system, network lifetime, energy 

consumption. 

1. Introduction 

The wireless sensor network (WSN) has emerged as a 

promising tool for monitoring the physical world. This kind 
of networks consists of sensors that can sense, process and 

communicate. Sensors can be deployed rapidly and cheaply, 

thereby enabling large-scale, on-demands monitoring and 

tracking over a wide range of applications such as danger 

alarm, vehicle tracking, battle field surveillance, habitat 

monitoring, etc [1]. 

Due to their portability and deployment, nodes are usually 

powered by batteries with finite capacity. Although the 

energy of sensor networks is scarce, it is always 

inconvenient or even impossible to replenish the power. 

Thus, one design challenge in sensor networks is to save 
limited energy resources to prolong the lifetime of the WSN 

[2]. 

A number of studies for reducing the power consumption of 

sensor networks have been performed in recent years. These 

studies mainly focused on energy efficient MAC protocols, 

data aggregated routing algorithms, and the applications of 

level transmission control. Power saving techniques can 

generally be classified in two categories: scheduling the 

sensor nodes to alternate between active and sleep mode, 

and adjusting the transmission or sensing range of the 

wireless nodes [2]. 

Topology control in sensor networks is coordination art of 

nodes by decision making about transition radius 
[3].Choosing appropriate topology for a sensor network has 

much effect on networks performance, especially 

considering power consumption and lifetime network.  

In this paper, we propose a new topology control protocol 

based on Artificial Immune System, named AISTC. In this 

protocol, each node adjusts its transition radius using 

Artificial Immune System algorithm and considers the 

transition radius of its neighbors and the network status. The 

transition radius will be between minimum transition radius 

and maximum transition radius.  

The remaining of this paper is organized as follow: Related 

works are explained in section 2. In section 3 problem 
definition is introduced. Artificial Immune System will be 

discussed in Section 4. Proposed protocol is explained in 

section 5. Simulation results are shown in section 6 and a 

final conclusion is discussed in Section 7. 

2. Related Works 

So far, many protocols have been introduced for topology 

control in sensor networks. Topology control protocols are 

divided into homogeneous and heterogeneous control 

topologies. In homogeneous control topology, all network 

nodes use the same transition radius and topology control 

problem is to find a minimum value for transition radius 

considering the network characteristic such as in 

heterogeneous control topology in which network nodes can 
have non uniform transition radius. In this group, protocols 

with information used for making topology are divided into 

three groups. First group are methods based on location. In 

this group, nodes are informed of their location and by using 

this information, a proper topology for network is made [4], 

[5]. Second group are methods based on orientation. In these 

methods, nodes don’t have exact information of their 

location, but they can identify direction of their neighbors. 

Protocol CBTC1 [6] is an example of these methods. Third 

group are methods based on neighbors. In these methods, 

nodes have limited information about their neighbors. This 

                                                             
1 Cone Based Topology Control 
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information consists of ID number, and distance or quality 

of node’s neighbors. Kneigh2 [7] and XTC3 [8] are examples 

in this group. RAA-2L4 is another topology control protocol. 

In this protocol, each node chooses one of two transition 

areas RS or RW (RW<RS) [9]. If a node with transition area of 

RW could communicate with a neighbor with transition area 
RS, it chooses transition area node RW, else it chooses 

transition area node RS. In RAA-3L5 , each node chooses 

one of three transition areas: Rt, RS or RW (RW < Rt <RS). 

In [10], Cellular Automata is used for topology control, but 

it didn’t consider the nodes relations and their residual 

energies. In our proposed topology control protocol, each 

node will consider the transition radius of its neighbors, its 

residual energy and network connectivity. 

3. The Model And The Assumptions 

In this section, we present the model and the assumptions 

used in this paper. 

3.1.  Adjustable transition radius 

We assume that each node has adjustable transition radius 

that can be between a minimum and a maximum area. Rmin 

is transition area with minimum power, Rmax is transition 
area with maximum power and RS is selective transition area 

of node. The value of RT should be between the Rmin and 

Rmax (RminRTRmax). Value of transition area Rmin and Rmax 
will be calculated based on Rt. Value of transition area Rt is 

determined proportional to the network density [11]. When 

distance of both nodes is less than Rmax, we assume they are 

neighbors. Both of neighbor nodes are in four different 

groups. Sets of Amin, AS and Rmax are obtained by (1). In (1), 

ni is neighbor node number, and Dni is the distance between 

current node and ni. 

ni Amin      if  Dni  Rmin 

ni AS        if  Rmin  Dni   RS                                (1) 

ni Amax     if  RS  Dni  Rmax 

Therefore:      

Amax  AS  Amin = All neighbor                             (2) 

Amax  AS  Amin = {}                                             (3) 

AC consists of neighbor nodes that are in selective transition 

area or are accessible through nodes that are in selective 

node area. Amin is proper subset of AC, because each node 

has minimum transition area Amin. Transition area and set of 
nodes are depicted for node n in Fig. 1. The main problem in 

this study is choosing minimum transition area RT between 

Rmin and Rmax for each node without decreasing the network 

connectivity. 

                                                             
2
 k-neighbors 

3 Extreme Topology Control 
4 Radius Adaptation Algorithm_2 Level 
5 Radius Adaptation Algorithm_3 Level 

 
Figure1. Ttransition area and set of nodes 

The transition radius of each node is coded in binary format 

and the required B bit is calculated using (4): 

B = log2 (Rmax - Rmin+1)                                        (4)

The transition radius of each node is calculated using (5): 

RT=Rmin+(Rmax - Rmin+1)  b=1 to B 2
b-1ab-1 /  b=1 to B 2

b-1 (5) 

3.2. The cluster-based architecture 

We introduce a cluster-based coverage control scheme in 

this paper, which is scheduled into rounds. In each round, 

firstly, the target area is divided into several equal squares. 

Then the node in each square having the largest energy will 
be chosen as the cluster-head, and the procedure of selecting 

the cluster-head is the same work in [15].  

This cluster-based architecture is shown in Fig. 2. The nodes 

of cluster-heads are those asterisked ones. The black nodes 

represent the active ones which are working in the target 

area. And the red sensor nodes are these inactive ones in 

sleeping mode. The cluster-head has full control of the 

square and it will choose transition radius of nodes. In the 

next round, another sensor set will be turned on. It is done in 

a random way, so the energy consumption among all the 

sensors can be balanced well. 

 
Figure2. The cluster-based architecture of AISTC protocol 

3.3. Energy consumption analysis 

For the brief of the energy consumption analysis, here we 

only consider the energy consumed by the transmission 

function, and do not include the power consumption of 

sensing and calculation.  
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Define that the size of the monitoring area is Aarea , the 

working sensor set is  n={n^
1, n

^
2, … , n^

n}and the sensing 

radius set is R={RT
^
1, RT

^
2, …, RT

^
n}, where RT

^
i is the 

transition radius of node n^
i, and RT

^
i[Rmin , Rmax].  

According to different energy consumption models, the 

energy consumed by a node to deal with a transmission task 

is proportional to RT 
2 or RT

 4, where RT is the transition 

radius of node [16]. In this paper, we take the transmission 
energy consumption as u.RT

2, where u is the factor. 

Thus, the coverage energy consumption of the sensor set, 

which is related to the sum of the sensor's transition radius 

squared, is defined as: 

E total = u.  i=1 to n  RT
^
i 
2                                    (6) 

So, the energy consumption per area is shown as the 

following:  

E total  /A area = u.  i=1 to n  RT
^
i 

2 / A area               (7) 

4. Artifical Immune Systems Models 

AIS are distributed adaptive systems for problem solving 

using models and principles derived from the Human 

Immune System [13]. 

The capabilities of the AIS is mainly the inner working and 

cooperation between the mature T-Cells and B-Cells that are 

responsible for the secretion of antibodies as an immune 

response to antigens [14]. 

The different theories regarding the functioning and 
organizational behavior of the natural immune system (NIS) 

are discussed in literature. These theories inspired the 

modeling of the NIS into an artificial immune system (AIS) 

for application in non-biological environments [14].Many 

different AIS algorithm models have been built, including 

Classical View Models, Clonal Selection Theory Models, 

Network Theory Models, Danger Theory Models [14]. 

Artificial immune systems have been successfully applied to 

many problem domains. Some of these domains range from 

network intrusion and anomaly detection, to data 

classification models, virus detection, concept learning, data 
clustering, robotics, pattern recognition and data mining 

[14]. 

5. Proposed Protocol 

In this section, we try to decrease average of node’s 

transition radius without decreasing network connectivity. 

In proposed algorithm, at first the primary population of 

nodes transition radius are selected randomly. Then, the 

affinity rate of nodes is evaluated and based on this 

evaluation some of nodes are selected as memory cells and 

the transition radius of other nodes is mutated. The main 

loop of algorithm continues until the number of its repeats 

exceeds from threshold rate or the affinity rate of all nodes 

become better than threshold rate. Therefore, the proposed 

algorithm includes six steps as follows: 

Pahse1. Problem and algorithm parameter initialization:  

Step1: Initializing Amin, AS and Amax sets for each node. 

Step2: producing a transition radius mask and a 

transition radius mask operation for each node. 
Step3: Initializing transition radius node, RT, for each 

node randomly. 

Pahse2. Repeating main loop of algorithm until meeting 

termination criteria: 

Step4: Calculating the affinity rate of nodes. 

Step5: Selecting the nodes with more affinity rate as 

memory cells and mutating the transition radius of other 

nodes. 

Step6: Checking the loop termination criteria and 

jumping to step 4. 

5.1. Algorithm Details Description  

In this section, we describe the proposed algorithm in detail:  

Step1: Initializing Amin, AS and Amax sets for each node.  

At first, according to (8), the transition radius of each node 

is set between Rmin and Rmax . 

RT = (RT
^
1  , RT

^
2  , RT

^
3  , …  , RT

^
n )                             (8) 

 RT
^
i  RT : RT 

^
i = Rmin + (Rmin - Rmax) /  

Such a way that  is a constant factor (e.g. =2) which its 
rate can be determined regarding nodes density. According 

to (9), if  is considered much more than Rmax, RT
^
i will 

almost equal Rmin. 

If  =   RT
^
i  Rmin                                                (9) 

Then according to (1), (2) and (3) as mentioned before, Amin 

, AS and Amax sets for each node is created.  

Step2: producing a transition radius mask and a 

transition radius mask operation for each node. 

Then Amin , AS and Amax sets are updated for each node. 

Whenever one node of AS and Amax sets becomes a member 

of the set of another node, that will be removed from these 

sets. For this purpose, at first, we initialize AC set by Amin set 
content and then the sets are updated according to (10): 

AC (N)  Amin(N)                                                    (10) 
ni  Amin (N)  nj  Amin(ni)  AND 

                ( nj  AS(N) OR nj  Amax(N))  
          Amin (N) = Amin (N) + nj 

          AS(N)=AS(N)– nj  OR  Amax(N)=Amax(N)– nj 

Then: 

  ni  AS (N)  nj  Amin(ni)  AND 

                (nj ∈ Amax(N))  

          AS (N) = AS (N) + nj 

          Amax(N)=Amax(N)– nj 
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Regarding to AS and Amax condition, the node performs a 

transition radius mask (Masktransition) and determines a 

transition radius mask operation (Operationmask_transition) with 

OR/AND. The method of determining transition radius mask 

and transition radius mask operator is calculated according 

to the four conditions: 

 Both AS and Amax sets are empty 

The transition radius of node is equal to Amin. So, radius mask 

is as below: (the mask operator is AND) 

 
If AS= and Amax=   

                   Masktransition = 0                                  (11) 

                   Operationmask_transition=’AND’ 

 AS set is not empty and Amax set is empty 

The node can select its transition radius between both Rmin 

and RT. The transition radius mask is as below:  

(the mask operator is AND) 

 
If AS   and Amax=   

                   X = log2RT                                          (12) 

                  Masktransition =2X-1 

                  Operationmask_transition=’AND’ 

 AS set is empty and Amax set is not empty 

The node can select its transition radius between RT and 

Rmax. Mask of this transition radius is as below: (the mask 

operator is OR) 

 
If AS= and Amax   

                  X=[log2RT]                                            (13) 

                  Masktransition =2X 

                  Operationmask_transition=’OR’ 

 Both  AS and Amax sets are not empty 

The node can select its transition radius between Amax and 

Amin. This transition radius mask is as below: (the mask 

operator is OR) 

 
If AS And Amax   

                  Masktransition =0                                             (14) 

                  Operationmask_transition=’OR’ 

Step3: Initializing transition radius node, AT, for each 

node randomly. 

In this step, according to (15), the transition radius node for 

each node is initialized randomly. 

RT = (RT
^
1  , RT

^
2  , RT

^
3  , …  , RT

^
n )                           (15) 

 RT
^
i  RT : RT 

^
i = random number between Rmin to Rmax 

Then, according to (16), for each node, the transition radius 

mask is applied to transition radius of node by transition 
radius mask operator (AND/OR). 

RT = (RT
^
1  , RT

^
2  , RT

^
3  , …  , RT

^
n )                          (16) 

 RT
^
i  RT :  

   RT 
^
i  RT 

^
i Operationmask_transition(AND/OR) Masktransition 

Step4: Calculating the affinity rate of nodes. 

The process of calculating the affinity rate for each node N 

is as follows: 

Whenever one node of AC becomes a member of AS or Amax, 

that node is removed from AS or Amax and adds to the AC set. 

See more details in (17): 

ni  AC (N)  nj  AC(ni)  And 

   ( nj  AS(N) Or nj  Amax(N))                      (17) 
AC (N) =AC(N)+nj 

AS (N)=AS(N)– nj Or  Amax(N)=Amax(N)– nj 

In (17), Ax(y) shows Ax set of node y. 

After updating the sets, the node determines the affinity of 

its selected transition radius regarding to neighbor’s selected 
transition radius. For this purpose, the node considers a 

temporary TAC set. As can be seen in (18), this set, at first, is 

equal to AC. 

TAC(N) = AC                                                       (18) 

Then, according to (19), the node adds the AS set of its 

neighbors to the same neighbor AC set: 

ni : AC (ni) = AC (ni) +AS(ni)                           (19) 

After that, regarding the (20), the node updates TAC set: 

ni  TAC )N(nj  TAC) ni( and  

  ( nj  AS (N) or nj  Amax (N) )                           (20) 
     TAC (N) = TAC (N) + nj 

After updating TAC set, the process of determining transition 

radius affinity of node is as below: 

 If AS  TAC and Amax  TAC 

At this situation, more closely the transition radius rate to 

Rmin, more fit the transition radius. So: 

affinity =1+1*(my-node-A/max-node-A)(1/(RT-Rmin+))  (21) 

Where  shows very small positive number, λ1 shows the 
minimum acceptable rate for affinity of node and ψ1 is 

selected as the affinity rate doesn’t exceed a given limit. 
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 If AS TAC or Amax  TAC 

The node adds AS set to TAC set and updates TAC set again 

by (20). Then, If Amax TAC (evidently AS TAC), so the 
transition radius will be fit and can be smaller.  The details 

can be seen in (22): 

affinity =2+2*(my-node-A/max-node-A)(1/(RT-Rmin+)) (22) 

If AmaxTAC , more closer the node transition radius to Rmax , 
more affinity of it. So, affinity can be defined as (23): 

affinity =2+2*(my-node-A/max-node-A)(1/(Rmax-RT+)) (23) 

Where  shows very small positive number, λ2 shows the 
minimum acceptable rate for affinity node, and ψ2 is 

selected as the affinity rate doesn’t exceed a given limit. 

In (21), (22) and (23), my-nodes-A shows all member of two 

AS, Amax sets of node. The rate of max-nodes-A is calculated 

by (24). In this relation Ax(y) shows the Ax set of node y.  

For each node N : 

max-node-A = max (a,b,c) 

a = max (| |AS(nj)| + |Amax(nj)| | nj  nebRmax) 

       b = max (|AS(nj)| nj  nebRS)                            (24)  
c = my-node-A = | |As(N)| + |Amax(N)| | 

Step5: Selecting the nodes with more affinity rate as 

memory cells and mutating the transition radius of other 

nodes. 

After calculating the affinity rate of the nodes,  percent of 
them (e.g. 50%) are selected as memory cells. It means that 

their transition radius doesn’t mutate until next  cycles (in 
the easiest mode, 1 cycle). For this purpose, the nodes are 

arranged in ascending order. Then  percent of nodes with 
more affinity rate are selected as memory cells. 

After determining the memory cells, transition radius of 

other nodes is mutated. The ratio of mutation rate   to 

affinity rate is inverses, as a result the node with more 
affinity rate will have less mutation and with less affinity 

rate, they have more mutation. The bits mutate and are 

selected randomly the selected bit will be inverted (zero 

change to 1 and vice versa).  

The only operator in Artificial Immune System algorithm is 

mutation operator. The mutation rate is in reverse ratio to 

affinity rate. As a result the mutation rate for each node 

(node) is in reverse ratio to that node affinity rate 

(affinitynode). node is calculated for node according to (25). 

 node =  / ( affinity node +  )                                 (25) 

Where  is a constant number that is calculated in the way 
that mutation rate doesn’t become less than the determined 

level. Also  is a constant number that should be selected 
properly in order that mutation rate doesn’t exceed the 

determined level. 

Fig. 4 shows the process of nodes mutation. In Fig. 4, the 

nodes with yellow transition radius are those that are 

selected as memory cells. As mentioned before, the nodes 

which are selected as memory cells don’t mutate and their 

transition radius doesn’t change. The nodes mutation rate is 

different as shown in Fig. 4. 

 
Figure4. Process of mutating the transition radiuses 

The Fig. 5 shows a big binary number with four different 
mutation ranges. Regarding the binary rate come before and 

after mutation, we observe that the performance of mutation 

operator makes the small number bigger and big ones 

smaller very likely. Regarding the reverse ratio of mutation 

rate to affinity rate, the less node’s affinity have the more 

node’s mutation and if a number is big, It will become 

smaller and rice versa. The nodes with more affinity have 

less mutation and also less change. 

 
Figure5. A transition radius with four different mutation rates 

Step6: Checking the loop termination criteria and 

jumping to step 4. 

The main loop of algorithm (steps 4 and 5) continues until 

meeting one of the conditions stated bellow: 

 The affinity rate of all nodes, become better than TA
6
 

threshold rate. And also this transition radiuses can 

provides the full connectivity of network. 

 The number of performing the main loop of the 

algorithm exceed TC7 threshold rate. Then, the final 

transition radius of nodes regarding the condition of 

their sets is determined. In the way that if the Amax set is 

not empty, Rmax transition radius is selected. If AS set is 

not empty, RT transition radius is selected, otherwise 

Rmin transition radius will be selected. 

6. Simulation Results 

In this section, our proposed protocol, AISTC, is simulated 

and compared to RAA-2L, RAA-3L [9] and homogeneous 

mode (HOM) [11] using NS2 simulator. We considered 

                                                             
6
 Threshold Affinity 

7 Threshold Cycles 
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10001000 m2 area for these simulations. The number of 
nodes considered equal to 200, 300, 400, 500, and 600. Each 

node has a transition range between Rmin and Rmax. 

Transition ranges Rmin and Rmax are proportional to network 

density. Transition range Rmin and Rmax considered equal 87 

and 136 (for 200 nodes), 69 and 108 (for 300 nodes), 59 and 

93 (for 400 nodes), 54 and 84 (for 500 nodes), 48 and 75 

(for 600 nodes) respectively. The  parameter is equal 1, λ1 
and λ2 parameters are equal 0.2, ψ1 and ψ2 are equal 0.3 and 
threshold ranges values, TP and TS considered 0.98 and 300 

respectively. The energy model for these simulations is 

similar to energy model used in [12]. Three metrics are used 

for evaluations. These metrics are: average of transition 

area, average number of neighbors for each node, and 

Probability of complete connection of network nodes.  

In the first experiment, we measured the average of 

transition area of network with 100 nodes for AISTC, 

 RAA-2L, RAA-3L and HOM protocols. The result of this 

simulation is depicted in Fig. 6. As can be seen, AISTC has 

minimum average of transition area and HOM has 

maximum average of transition area.  

 
Figure6. Average of transition area Vs number of nodes 

In Second experiment, average number of neighbor nodes 

for AISTC, RAA-2L, RAA-3L and HOM protocols is 

measured. The result of this experiment is depicted in Fig. 7. 

 
Figure7. Average number of neighbors 

Protocol AISTC has minimum average number of neighbors 
compared to other protocols. Note that number of neighbors 

has a direct effect on interference between nodes and so, 

lower number of neighbors is better.  

In the last experiment, network connectivity in AISTC is 

measured and compared to RAA-2L, RAA-3L, HOM and 

MAX-RANGE protocols. Note that, in MAX-RANGE, all 

of nodes have maximum transition radius. Network 

connectivity means ability of communicating with all of 

network nodes. For this purpose, we will define the concept 
of complete connectivity of network probability, PC as (26): 

PC =  i=1 to Nd Ci / Nd                                              (26)

           1    if mcp=Nn                          

Ci =   

           0     other 

In (26), mcp is the biggest component connected to network 

and Nn is the number of network nodes and Nd is the number 

of different configuration of network nodes. In this 

experiment, we suppose Nd is equal to 100. Probability of 

complete connecting of network nodes is depicted in Fig. 8 

for AISTC, RAA-2L, RAA-3L, HOM and MAX-RANGE 

protocols. 

 

 

Figure8. Probability of complete connecting of network nodes 

 As can be seen in Fig 8, probabilities of complete 
connecting of network nodes for AISTC, RAA-2L, RAA-3L 

and MAX-RANGE are almost equal. So, network 

connectivity in our protocol is acceptable. 

This result can show prominence of our considered 

mechanism. While maintaining network connectivity, they 

could decrease the average transition radius and the average 

number of network neighboring nodes and consequently it 

decreases energy consumption and interference between 

network nodes. 

7. Conclusion 

In this paper, we proposed a topology control protocol based 

on Artificial Immune System. In this protocol, nodes can 

select proper transition radius. Simulation results showed 

that the proposed protocol has some advantages compared to 
previous protocols. First advantage is minimum average of 

transition area and dynamic adjustment of the radius ratios, 

unlike previous protocols that should select radius ratios 

among predefined values. Second advantage is that our 

protocol has minimum average number of neighbors 
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compared to existing protocols. So, the energy consumption 

in our protocol is less than others and the network lifetime 

will be prolonged. In addition, we showed that the network 

connectivity in our protocol is in the acceptable level. 
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Abstract - The quantum Turing machine (QTM) has been 
introduced by Deutsch as an abstract model of quantum 
computation. In this paper we try to introduction the new 
transition function of a QTM can be used for any node 
configuration in the network. In this paper we introduce the 
fundamentals of NetQTM like a well-observed lemma and a 
completion lemma. The introduction of such an abstract 
machine allowing classical and quantum computations is 
motivated by the emergence of models of quantum 
computation like the one-way model. Furthermore, this model 
allows a formal and rigorous treatment of problems requiring 
classical interactions, like the halting[8] of QTM. Finally, it 
opens new perspectives for the construction of a universal 
QTM. 
 

Keywords: QTM, NetQTM, Quantom Turing Machin, 
Node Configuration 

1. Introduction  
A Turing machine (TM)[1] is a basic abstract symbol-

manipulating machine which can simulate any computer that 
could possibly be constructed.  

A Turing machine that is able to simulate any other Turing 
machine is called a Universal Turing machine (UTM, or 
simply a universal machine) [17, 18 and 19].  

Studying abstract properties of TM and UTM yields many 
insights into computer science and complexity theory [2, 3, 
and 4]. 

Turing and others proposed mathematical computing 
models allow the study of algorithms independently of any 
particular computer hardware. This abstraction is invaluable 
[16]. 

2. Informal Description 
A Turing machine consists of: 
- A tape 
- A head 
- A table 
- A state register 

 
A tape is divided into cells, one next to the other. Each cell 

contains a symbol from some finite alphabet. The alphabet 
contains a special blank symbol (here written as 'B') and one 
or more other symbols [5,6].  

The tape is assumed to be arbitrarily extendable to the left 
and to the right. Cells that have not been written to before are 
assumed to be filled with the blank symbol.  

In some models:  
- The tape has a left end marked with a special symbol 
- The tape extends or is indefinitely extensible to the right 
A head can read and write symbols on the tape and move 

the tape left and right one (and only one) cell at a time. In 
some models the head moves and the tape is stationary. 

A table (transition function) [9] of instructions (usually 5-
tuples but sometimes 4-tuples) for:                           

 - The state the machine is currently in and                                     
- The symbol it is reading on the tape tells the machine 

what to do [7]. 
In some models, if there is no entry in the table for the 

current combination of symbol and state then the machine will 
halt. Other models require all entries to be filled. 

In case of the 5-tuple models:  
(i) Either erase or write a symbol, and then  
(ii) Move the head ('L' for one step left or 'R' for one step 

right), and then  
(iii) Assume the same or a new state as prescribed.  
In the case of 4-tuple models:  
(ia) erase or to write a symbol or  
(ib) move the head left or right, and then  
(ii) Assume the same or a new state as prescribed, but not 

both actions (ia) and (ib) in the same instruction.  
A state register stores the state of the Turing table. The 

number of different states is always finite and there is one 
special start state with which the state register is initialized.  

3. Formal Description  
A (one-tape) Turing machine is a 7-tuple 

where 
- Q is a finite set of states  
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- Γ is a finite set of the tape alphabet/symbols  
- is the blank symbol  
- Σ, a subset of Γ not including b, is the set of input 

symbols 
- is the transition function,  
where L is left shift and  R is right shift.  
- is the initial state  
- is the set of final or accepting states  
Example – Copy String 

In 1985, Deutsch [10] proposed the first model of a 
quantum Turing machine (QTM), elaborating on an even 
earlier idea by Feynman [11]. Bernstein and Vazirani [12] 
worked out the theory in more detail and proved that there 
exists an efficient universal QTM (it will be discussed in 
Section 2.2 in what sense). A more compact presentation of 
these results can be found in the book by Gruska [14]. Ozawa 
and Nishimura [13] gave necessary and sufficient conditions 
that a QTM’s transition function results in unitary time 
evolution. Benioff [15] has worked out a slightly different 
definition which is based on a local Hamiltonian instead of 
local transition amplitude [18]. 

The definition of QTMs that we use in this paper will be 
completely equivalent to that by Bernstein and Vazirani. Yet, 
we will use some different kind of notation which makes it 
easier (or at least clearer) to derive ana-lytic estimates like “
how much does the state of the control change at most, if the 
input changes by some amount?” Also, we use the word 
QTM not only for the model itself, but also for the partial 
function which it generates. 

 

4. NetQTM 
To understand the notion of a quantum Turing machine 

(QTM), we first explain how a classical Turing machine (TM) 
is defined. 

We can think of a classical TM as consisting of three 
different parts: a control C, a head H, and a tape T. The tape 
consists of cells that are indexed by the integers, and carry 
some symbol from a finite alphabet Σ. In the simplest case, 
the alphabet consists of a zero, a one, and special blank 
symbol #. At the beginning of the computation, all the cells 
are blank, i.e. carry the special symbol #, except for those cells 
that contain the input bit string. 

The head points [24] can connect to one of the cells. It is 
connected to the control, which in every step of the 
computation is in one “internal state” q out of a finite set Q. 
At the beginning of the computation, it is in the initial state q0
∈ Q, while the end of the computation (i.e. the halting of the 
TM) is attained if the control is in the so-called final state qf
∈ Q. 

The computation itself, i.e. the TM’s time evolution, is 
determined by a so-called transition function δ: depending on 
the current state of the control q ∈ Q and the symbol  
σ∈Σ which is on the tape cell where the head is pointing to, 
the TM turns into some new internal state q'∈Q, writes some 
symbol σ'∈Σ onto this tape cell, and then either turns left 
(L) or right (R). Thus, the transition function δ is a map δ:
Q×Σ→ Q×Σ× {L,R}. 

As an example, we consider a TM with alphabet Σ = {0, 
1,#}, internal states Q = {q0, q1, qf} and transition function δ
, given by  

We can define δ at these arguments in an arbitrary way. 
We imagine that this TM is started with some input bit string 
s, which is written onto the tape segment [0, L(s)-1]. 

The head initially points to cell number zero. The 
computation of the TM will then invert the string and halt. As 
an example, in Figure 2.1, we have depicted the first steps of 
the TM’s time evolution on input s = 10. 

A QTM is now defined analogously as a TM, but with the 
important difference that the transition function is replaced by 
transition amplitude. 

That is, instead of having a single classical successor state 
for every internal state and symbol on the tape, a QTM can 
evolve into a superposition of different classical successor 
states. 

 

Figure 1: Time evolution of a Turing machine 
 

For example, we may have a QTM that, if the control’s
internal state is q0 ∈ Q and the tape symbol is a 0, may turn 
into internal state q1 and write a one and turn right, as well as 
writing a zero and turning left, both at the same time in 
superposition, say with complex amplitudes  
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Figure 2: One step of time evolution of a quantum Turing machine 
 

A symbolic picture of this behavior is depicted in Figure 2. 
This can be written as 

 

Formally, the transition amplitude δ is thus a mapping 
from Q × Σ to the complex functions on Q×Σ× {L, R}. If 
the QTM as a whole is described by a Hilbert space HQTM, 
then we can linearly extend δ to define some global time 
evolution on HQTM. We have to take care of two things:  

• According to the postulates of quantum mechanics, we 
have to construct δ in such a way that the resulting global 
time evolution on HQTM is unitary. 

• The complex amplitudes which are assigned to the 
successor states have to be efficiently computable, which has 
the physical interpretation that we should be able to efficiently 
prepare hardware (e.g. some quantum gate) which realizes the 
transitions specified by δ.

Moreover, this requirement also guarantees that every 
QTM has a finite classical description, that there is a universal 
QTM (see discussion below), and that we cannot “hide”
information (like the answer to infinitely many instances of 
the halting problem) in the transition amplitudes. 

Consequently, Bernstein and Vazirani [4] define a 
quantum Turing machine M as a triplet (Σ,Q, δ), where Σ is 
a finite alphabet with an identified blank symbol #, Q is a 
finite set of states with an identified initial state q0 and final 
state qf 6= q0, and is the so-called the 
quantum transition function, determining the QTM’s time 
evolution in a way which is explained below. 

Here, the symbol denotes the set of complex numbers 
that are efficiently computable. In more detail,  if and 
only if there is a deterministic algorithm that computes the real 
and imaginary parts of α to within 2-n in time polynomial in 
n. 

Every QTM evolves in discrete, integer time steps, where 
at every step, only a finite number of tape cells is non-blank. 
For every QTM, there is a corresponding Hilbert space 

where HC = CQ is a finite-dimensional Hilbert space spanned 
by the (or-thonormal) control states q ∈ Q, while 

are separable Hilbert spaces 
describing the contents of the tape and the position of the 
head. In this definition, the symbol T denotes the set of 
classical tape configurations [20] with finitely many non-blank 
symbols, i.e. 

For our purpose, it is useful to consider a special class of 
QTMs with the property that their tape T consists of two 
different tracks an input track I and an output track O. [21 ,22] 
This can be achieved by having an alphabet which is a 
Cartesian product of two alphabets, in our case Σ = {0, 1,#} × 
{0, 1,#} [23]. Then, the tape Hilbert space HT can be written 
as  

thus: 

5. Conclusion 
In this paper, we have formally defined Network 

Configuration Quantum Turing Machine, based on QTM, and 
have given rigorous mathematical proofs of its basic 
properties. In particular, we have shown that the quantum 
complexity notions can use for every node configuration on 
the network and recognize by other node or transfer data by 
transfer function on the QTM properties. 
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Abstract - In many researches on load balancing in Multi-

Sink WSNs, sensors usually choose the nearest sink as 

destination for sending data. If all sensors in this area all 

follow the nearest-sink strategy, sensors around nearest sink 

called hotspot will exhaust energy early and this sink is 

isolated from network. In this paper, we propose a load 

balancing scheme for multi-sink WSNs. A mobile anchor with 

directional antenna is introduced to adaptively partition the 

network into several zones so the traffic load in the region 

can be assigned to the sink. Besides, to adapt to different 

data traffic pattern, we apply machine learning to mobile 

anchor and implement a Q-learning agent. Through 

interactions with environment, the agent can discovery a 

near-optimal control policy for movement of mobile anchor 

and achieve minimization of residual energy’s variance 

among sinks, which prevent the early isolation of sink and 

prolong the network lifetime. 

Keywords: Wireless Sensor Network, Multi-Sink, Load Balancing, 
Machine Learning, Q-learning 
 

 

1 Introduction 

  The wireless sensor networks (WSNs) are widely used 
in a large variety of applications such as military, ocean and 
wildlife monitoring. The WSNs consist of a large number of 
low-cost devices called sensors, which monitor current status 
of environment and send sensing data to the sink node. 
Because of the limitations of the energy supply, storage space 
and computation of sensor nodes, the data transmitted 
between a sensor node and the sink node must been 
forwarded by other sensor nodes. The multi-hop WSNs with 
one sink have been developing for a long time, but many 
limitations exist in the kinds of architecture: robustness, 
scalability and reliability due to their complete dependence 
on the only one sink in large-scale WSNs. As all the sensors 
around sink exhaust energy, the sink will be isolated from 
the WSNs. It means that the WSNs lose its functionality. All 
these limitations make single WSNs infeasible in real 
applications. For this reason, the architecture of multi-sink 
WSNs is proposed. 

 The multi-sink wireless sensor network is a WSN with 
multiple sink nodes. Compared with single-sink, a multi-sink 
WSN has some advantages as follow: (1) it can avoid the 
breakdown of the whole networks in a single-sink WSN; (2) 
it can decrease the length of the communication path and 
prolong the lifetime of sensor networks; (3) it can balance 
the network traffic load and improve network performance. 
Therefore, lots of researchers have been working on energy 
efficient routing in multi-sink WSNs. 

 Many energy efficient routing algorithms [4][5][6] have 
been proposed to prolong the lifetime of sensor network. 
Sensors usually choose the nearest sink as destination for 
sending data. However, in WSNs, events often occur in 
specific area. If all sensors in this area all follow the Nearest-
Sink strategy, sensors around nearest sink called hotspot will 
exhaust energy early. Algorithms that only consider sensor 
nodes will lead to early isolation of specific sink (EISS) 
problem in asymmetrical data generation environment. It 
means that this sink is isolated from network early and 
numbers of routing paths are broken. 

 (a) Asymmetrical traffic load (b) Increase delay time and hop distance

Sensor NodeSink Node Sensor Node with Energy Exhausted

 

Fig. 1. The Early Isolation of Specific Sink Problem 

 More specifically, sensors around specific sink will 
exhaust energy earlier due to a large number of data-
forwarding. In Fig. 1.a, data generation rate in some area is 
higher than others. If all sensors inside the area send data to 
sink depend on the nearest sink strategy, sensors around sink 
in the lower right corner rapidly exhaust their energy due to 
the considerable times of data-forwarding. The lower right 
sink will be isolated from WSNs once these sensors near the 
sink exhaust battery. Furthermore, in Fig. 1.b, the EISS leads 
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to that a lot of sensors switch the destination to farther sink. 
This situation considerably increases the energy consumption 
for overall network and accelerates the isolation rate for 
other sinks. 

 For solving the above-mentioned problem, we propose 
the Q-learning based adaptive zone partition (QAZP) scheme. 
By the way of QAZP scheme, the whole network is 
partitioned into numbers of zones for each sink, and the size 
of zones is adjusted for balancing power consume according 
to the residual energy of sensor nodes nearby each sink. 

 The rest of this paper is organized as follows. In section 
2, we introduce some related work regarding energy efficient 
routing algorithms in multi-sink WSNs. In section 3, we 
propose the system architecture for QAZP scheme and 
formulate the decision making problem. In section 4, we 
elaborate the details of the learning agent implemented by 
QAZP scheme. In section 5, we compare our new QAZP 
scheme with the previous methods. We conclude our work in 
section 6. 

2 Related Work 

 Several authors have developed data-centric routing 
algorithms in WSNs [1][2][3][4][5][6]. Unlike hierarchical 
routing algorithms, data-centric routing algorithms can 
support a large scale network with multiple sink nodes as 
well as multi-hop routing while sensing data 
communications. These algorithms are based on either the 
finding the nodes with minimal hop count or the 
computation the nodes and paths with least energy 
consumption to prolong the lifetime or increase capacity of 
the network. 

 In [1][2][3], sensors will choose the nearest sink in 
geometer as their destination for sending sensing data. Since 
that the sensing data can arrive at nearest sink through 
minimum hop distance, this protocol can achieve the purpose 
of least energy consumption for the whole network. However, 
the geographically asymmetric generation of events may lead 
to asymmetric energy consumption. 

 In [4], authors propose a PB (path bottleneck-oriented) 
and EC (energy cost-based) routing algorithm (PBEC) to 
optimize the balance of network-wide energy consumption. 
The authors investigate the effect of choosing different values 
for weight coefficients between PB and EC on the network 
lifetime performance. However, the tradeoff between PB and 
EC could not suit for kinds of environment, especially 
enduring to transmit sensing data when some nodes exhaust 
their energy. 

 In [5], authors propose the routing algorithms ELBR 
(Energy Level Based Routing) and PBR (Primary Based 
Routing) in multi-sink sensor networks. The energy level of 

nodes and energy cost of paths are defined to help routing 
packets: ELBR choose the path with the maximum energy 
level in order to transmit more times, PBR takes both the 
energy level and the energy cost of the routing path into 
consideration. Through the energy consumption is more 
balanced and the network lifetime is more prolonged, it still 
has high overhead while each sensor node acquires residual 
energy of its neighbors. 

 In [6], the authors present a MSLBR (multi-sink and 
load-balance routing) algorithm to balance the loads among 
the neighbors of sink nodes and prolong the network lifetime. 
Each node’s packets consider shortest communication hops 
from itself to a neighbor of one sink node in a round-robin 
fashion. With the destination selection strategy, the traffic 
load can be uniformly distributed among neighbors of sink 
nodes. However, it does not consider the location information 
about sensing node and neighbors of sink nodes so the sensor 
often selects a destination which is farthest and the overall 
energy consumption and data delay time will increase. 

3 System Architecture and Problem 

Formulation 

3.1 System Architecture 

 The system architecture of Q-learning based adaptive 
zone partition (QAZP) for load balancing in multi-sink 
wireless sensor networks we considered is shown in Fig. 2. 
The architecture typically consists of a task manager, a base 
station, a mobile anchor, several sink nodes and a large 
number of sensor nodes. Is has the following characteristics: 
(1) there are a large number of sensors with a unique identity 
in large scale WSNs and they have the same initial energy 
and communication range; (2) multiple sinks are deployed in 
WSNs, and all sinks have infinite amount of energy; (3) the 
existence of a controllable mobile anchor (MA), which is 
equipped with directional antenna and GPS device. 

Base Station

Task

Manager

User

Sensor Node

Sink Node

Mobile Anchor

Internet

Satellite

 

Fig. 2. System Architecture of QAZP 

 The sensor node establishments the several route paths 
to transmit sensing data to one of sink nodes. By the way of 
the MA is introduced to adaptively partition the network into 
several zones and the directional antenna are powerful 
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enough to send beacon signals that can be heard by all 
sensors in WSNs, each zone is responsible for collecting 
sensing data to the sink. While the MA moves, a sensor node 
receives new broadcast message and then transmits follow-up 
sensor data to new assigned sink node. The system 
architecture of QAZP can adaptively distribute the traffic 
load among hotspots around sinks and avoid the EISS 
problem via the movement of the MA. 

 Moreover, we apply a learning agent to the MA for 
learning under unknown and stochastic environments: The 
movement of the MA is a reinforcement learning (RL) 
problem, and we resolve by a heuristic algorithm described 
in next. 

3.2 Problem Formulation 

 The agent inside the MA may choose an action to let 
the MA be moved to vicinity or remain at current location. 
The MA can move a fixed distance toward eight different 
directions. By the movement of the MA, we adaptively 
partition the network into numbers of data collection zones 
for each sink. After a period of operation time in WSNs, the 
residual energy of hotspots may change into unbalance due to 
asymmetrical data generation. If the residual energy of 
hotspots around upper left corner sink is the highest, the 
agent shifts the MA to the lower right corner. Then the MA 
rebroadcasts sink-assignment packets to each sensor again 
from the new location. After the movement, the data 
collection zone of upper left corner sink is spread. Relatively, 
the other three sink’s collection zone began to shrink. 

 We take into account the following two factors for 
definition of state: residual energy of hotspots for each sink 
and location of the MA in Fig.3. The state of n sinks WSNs 
in time t is defined as        ,,,...,,  21 YXSESESEs navgavgavgt 

 

where Eavg( Sn ) denotes the average residual power of one 
hop neighbors (hotspots) of sinks n. X and Y respectively 
denote the x-coordinate and y-coordinate of the MA. 

 

Fig. 3. Average Residual Energy in Current System State 

 The reward function r(s,a) represent the immediate 
reward from environment due to a selected action a at state s. 
It is defined as 
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where N is the number of sinks in WSNs, Eavg( Si ) denotes 
the average residual energy among hotspots around sink i, 
and  iavg SE  denotes the average number among every Eavg( Si ). 
Actually, r(st,ak) represents the standard derivation among 
every Eavg( Si ). Moreover, this expression yields a negative 
quantity that results in lower magnitude values depicting a 
large reward and higher magnitude values representing a 
smaller reward. Specifically, the higher standard derivation 
represents that large differences of energy among hotspots, 
then the agent can only obtain less reward value from 
environment. On the contrary, it gets more reward value that 
represents that the residual energy of hotspots around sinks is 
well balanced. 

 The agent in MA learns to find an optimal policy 
through interactions with whole wireless sensor network and 
discovery optimal policy from this experience. The policy is 
to find the maximum return in states. The return is the sum 
of the rewards: 
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where T  is a final time step. In infinite-horizon processes, a 
mechanism known as discounting is applied to control the 
rate at which rewards are accrued. The additional concept 
that we need is that of discounting. In particular, the agent 
maximizes the expected discounted return: 
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where   is a parameter, 10   , called the discount rate. 

 Finally, we introduce an evaluation function known as 
Q-function [8] to formulate the object of QAZP. It is defined 
as Q(s,a ) which denotes the total discounted reward 
counting from the starting (s,a) state-action pair over an 
infinite time. The evaluation function is represented as 
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where E{.} denotes for the expectation operator and 0 ≤ γ <1 
is a discounted factor which represents the importance of 
reward value in the future. The final goal of QAZP is to 
obtain an optimal policy: According to current state, the 
QAZP agent can choose an optimal action a* which 
maximizes the evaluation function. In this Reallocation of 
the MA problem, the maximization of evaluation function 
also represents that minimization of energy consumption’s 

variance among hotspots. 
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 Next, the evaluation function can be expanded below, 
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where p(s,a,s’) denotes that taking action a in state s will 
transform into state s’ with p probability. The result of this 
expansion means that the evaluation function of the current 
state-action pair can be represented as the sum of the current 
state-action’s immediate reward and the expected value of 

evaluation function for all the possible next state-action pairs. 

 There is a standard equation to compute the optimal 
policy π*. The equation is called Bellman Optimality 
Equation [9] which obtains the optimal action a* by 
following two kinds of operations: 
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 The first operation is to find Q value in each (s,a) pair. 
The Q value is sum of immediate reward in (s,a), and 
expected Q value for every possible next state-action pairs 
Qt+1(s,a) as follow: 
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4 QAZP Scheme 

 The agent in MA learns Q-values through several 
interactions with environment. With the learned Q-values 
being stored in Q-table, the task of network partition is 
carried out by using the learned Q-values. Then we elaborate 
the details of the learning agent implemented by QAZP 
scheme. Fig. 4. shows the structure of the QAZP learning 
agent. 

4.1 State Construction 

 Construct the states st and st-1 by acquiring the residual 
energy of hotspots around sinks. We assume that powerful 
sink can directly send residual energy notification packets to 
the MA through one-hop communication.  

State 
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Action 
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Strategy
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Reallocation of 
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Reward
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Signal

Target Q

 AsQ ,
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Reward 

rt-1

State st-1

Action at-1

 

Fig. 4. Structure of Learning Agent 

4.2 Reward Computation  

 The agent can detect the coordinates of the MA through 
GPS receiver. Based on this information, the state is 
constructed for Q-function block. Moreover, the residual 
energy of hotspots is used for reward calculation by Eq. (1). 
However, the reward calculated at current decision point is 
assigned to state-action pair at previous decision point. 

4.3 Q-function 

 With the input of quantitative states which are fed into 
the Q-function called Q-table, the agent can obtain Q-values 
for all possible state-action pairs. Based on these Q-values, 
agent will decide a moving action. 

4.4 Action Selection Strategy 

 Q values for possible state-action pairs can be obtained 
by executing the Q-function. However, if the Q values have 
not convergence, it means that the agent is still in learning 
procedure. In this situation, if the agent always chooses the 
best action, it probably will result in a local optimal action. 
For this reason, there is a trade-off between exploitation and 
exploration: To learn an optimal policy, the agent should try 
a number of wrong decisions in early learning to improve 
overall performance. However, after a long time, the policy 
will approach to a near-optimal policy. It means that the 
agent should not spend cost and time in training. There is a 
well-known strategy called ε-greedy [7] to resolve this trade-
off between exploitation and exploration. In this paper we 
adopt the ε-greedy strategy to our action selection strategy 
block, in which the agent chooses the current optimal action 
with 1  probability, on the other hand, it learns the others 
action with ε probability where 10   . Besides, the ε 
value will decrease over time, it means that the agent will 
explore as far as possible in the beginning of early learning. 
At the end of learning, agent will exploit the learned 
knowledge to execute the optimal action with high 
probability. 

4.5 Reallocation of the MA 

 The agent guilds the MA in which direction to move. If 
the MA is reallocated, it rebroadcasts the sink assignment 
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packet and repartitions the Multi-Sink WSNs into number of 
zones which equals to the number of sinks. 

4.6 Estimation of Q-value 

 Based on these information: state st-1, selected action at-

1, current state st, and reward rt-1, we update the Q-values by 
Eq. (8). In any learning epoch, since the only one action is 
chosen for current state, it means that the Q-value of the 
chosen action pair is updated, while others remain. 

 Then detailed procedure is described as Table 1. 

Table 1. Pseudo Code of QAZP 

Program start 
Set the MA’s location and spreading angle 
All sensors follow nearest-sink strategy temporarily 
Initialize  ,ε  and Q(s,a) 
Initialize s, st-1, a, at-1 
While ( all hotspot is alive and decision-making) do 
     The agent collects system state from sinks 
     St-1=s, at-1=a 
     Select an action a according to ε -greedy 

strategy 
     The agent obtain reward rt-1 
     Update Q(st-1,at-1) depend on st-1, at-1, s and rt-1 
     The selected action a trigger anchor’s 

movement 
     If( a == one of moving direction) 
        Anchor is reallocated to a new position 
        Rebroadcast sink-assignment packet 
     Sensor choose a routing path to forward data 

End 

 

5 Performance Evaluation 

 The effectiveness of our proposed scheme called QAZP 
is validated through simulation. This section describes 
simulation environment, performance metrics and simulation 
results. The results are compared with performance of the 
Nearest-sink (NS) and Round-Robin (RR) [6] routing 
algorithms. 

 We implement our proposed scheme by C++ 
programming language. We partition simulation time into 
numbers of slots, the decision-making agent choose action at 
the beginning of each slot. The agent periodically collects 
system state from each sink, and Q-values are stored in table. 
As the simulation goes on, the Q-values are improved by 
employing expression (10) (11) and approach their true value. 
Parameter   is initialized to 1 and   is initialized to 0.9, 
and they are linearly decremented until they reach 0 at the 
end of learning. 

 The simulation environment is set in Table 2. There are 
600 sensors uniformly deployed in a square-shaped 100x 100 
area. The communication range of sensor is set to ten units. 
At each round, sensors transmit one packet to sink with 
specific probability depended on different concentration 
model: Linear and Complicated concentration model, which 
are proposed by [10]. Sensors in hot area generate 1 packet 
per round with 1.0 or 0.6 probabilities, while others with 0.3 
probabilities. 

 The performance evaluation of three strategies is based 
on two concentration model representing various data 
generation rate. We will show that our proposed scheme is 
able to adapt to kinds of concentration environment. 

Table 2. Simulation Parameters 

Number of sensors 600 to 800 
Sensing area 100 x 100 
Number of sinks 2,3,4,5 
Initial energy of sensor 
nodes 

5000 units 

Energy consumption for 
transmission 

1 unit per packets 

Packet generation rate Linear / Complicated 
concentration model 

Communication range 10 units distance 
Decision-Making Cycle 10 rounds 
Moving distance per 
decision-making 

10, 210  units 
distance 

 

 Use the following metrics for comparing the 
performance of NS, RR and QAZP: 

1) Average hop count: The average hop count from source 
to sink represents that the number of forwarding times 
for packets. The higher it is, the larger the aggregate 
energy consumption. Besides, the long distance also 
means high data delay time. 

2) Network lifetime: The lifetime is defined from the 
deployment to the instant when the first hotspot exhausts 
battery. This is a good indicator for the expected lifetime 
of network as it shows how well the load balancing 
scheme avoid EISS problem. 

 Fig. 5. shows the average hop count vs. numbers of sink 
node for different schemes. The number of sensor node is 
600. The average hop count to sink of NS scheme is about 
four hops, it is the shortest among three schemes because 
sensors always choose the nearest sink; the average hop 
count to sink of RR scheme is about ten hops, it is the longest 
obviously because the round-robin way lead to that many 
sensors near a sink often choose another sinks which is much 
far away from them; the average hop count to sink of QAZP 
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scheme is about 6 hops. The average hop count of QAZP 
scheme is between NS and RR. It means that QAZP scheme 
can balance load with little effect on hop distance. Sensors 
can choose sink which is as close as possible to them. 
Besides, we can observe the average hop count of RR scheme 
increase slightly as the numbers of sink node. It means that 
the number of sink node of RR scheme may be restricted; 
therefore RR scheme may be not suitable in more sink nodes’ 
environment. 

  

(a) Linear model                 (b) Complicated model 

Fig. 5. Average Hop Count vs. Numbers of Sink Nodes 

 Fig. 6. shows the average hop count vs. numbers of 
sensor node for different schemes. The number of sink node 
is 4. We observe the average hop count varies 
inconspicuously because the sensing area is the same and the 
length of routing path is changeless. 

  

(a) Linear model                 (b) Complicated model 

Fig. 6. Average Hop Count vs. Numbers of Sensor Nodes 

 Fig. 7. shows the average lifetime vs. numbers of sink 
node for different schemes. The number of sensor node is 
600. NS scheme derives least lifetime in both linear and 
complicated concentration model because it selects nearest 
node to transmit sensing data. However, it exists longer 
lifetime in complicated concentration model because mass 
sensor nodes gather mass data in linear concentration model. 
RR scheme has maximum lifetime in linear model because 
all hotspots exhaust energy equally, but it is susceptible in 
complicated concentration model. The average lifetime of 
QAZP scheme is close to RR scheme but more stable than 
RR scheme in complicated concentration model. It means 
QAZP scheme can balance the load under different traffic 

pattern environment. 

  

(a) Linear model                 (b) Complicated model 

Fig. 7. Average Lifetime vs. Numbers of Sink Nodes 

 Fig. 8. shows the average lifetime vs. numbers of sensor 
node for different schemes. The number of sink node is 4. 
We observe that the average lifetime increases as the 
numbers of sensor node because the data can select more 
nodes to transmit and then the interval of transmits is 
extended. As mention above, we can also observe the average 
lifetime of RR scheme in complicated concentration is more 
instable than QAZP scheme. It shows that the heuristic 
algorithms like QAZP scheme are more adaptive than steady 
algorithms. 

  

(a) Linear model                 (b) Complicated model 

Fig. 8. Average Lifetime vs. Numbers of Sensor Nodes 

6 Conclusions 

 In this paper, we propose a load balancing scheme 
called QAZP. To resolve the EISS problem in Multi-Sink 
WSNs, the centralized the MA adaptively partitions the 
network into numbers of zones according to the residual 
energy of hotspots around sinks. Besides, we apply Machine 
Learning to the MA for adapting to any traffic pattern. 
Sensors around sinks are defined as hotspots, and source 
nodes can choose different hotspots as their destination. The 
residual energy of hotspots and hop distance are used to 
choose the path for routing a packet. From performance 
evaluation, we show that the proposed QAZP scheme 
prolongs the WSNs’ lifetime under asymmetrically data 

generation environment. Besides, data packet can achieve 
sink through shorter path than RR scheme, it means that 
overall energy consumption is lower than RR. 
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Abstract: The idea of WWWW, World Wide 

Wireless Web, has started from 4G technologies. 

With all the evolving technologies, we aim to achieve 

higher data speed and bandwidth, low latency, 

enabling the interworking for next generation 

intelligent applications. While we aim to actuate 

higher data speeds in 4G , the overall mobility and 

location management processes remain the same as 

the previous generation. We believe however, that in 

order to realize smart networks, the network layers 

should be more intelligent. We aim to realise by 

rendering intelligence to layer 2 and to directly 

involve it in mobility and location management 

processes. Hence we make the application layer 

lighter and craft more room for the intelligence 

required for the next generation applications. The 

proposed smart network can serve as the technology 

of tomorrow for green-field mobile operators and for 

mobile networks with wide coverage area and serving 

large demography with high population density. In 

this paper, we strive to discuss the implementation 

proposed Multiple Access technology for Mobile 

Network and unfurl the processes leading to 

handover and mobility management without direct 

involvement of layer 7. 

 

Introduction 

 

‘Simplicity is the ultimate sophistication’. 

Leonardo da Vinci 

 

 

In this paper we propose to focus on the Novel 

Multiple Access Technology and propose a global 

mobile network architecture. We describe the  

 

 

 

 

 

 

handover and mobility management processes related 

to this novel access technology. The paper is 

organized as follows: Section 2 overviews the 

addressing mechanism proposed in [1]; Section 3 

presents the proposed global mobile network 

architectures, frame formation defining also the 

handover procedure. Section 4 discusses the error 

estimate and correction scheme for the addressing. In 

section 5, we draw the conclusions. 

 

1. The addressing mechanism 

 

The Multiple Access Schemes deployed by the 

different access technologies are agnostic to the 

identity of the users. The symbols in the complex 

plane depict some digital values (bits depending on 

the multiple access scheme) which are essentially 

used for conveying user information through the 

physical channel. The identification of the user in the 

network is solely dependent on the capabilities of the 

application layer. 

 

With our proposed methodology, there is a 

fundamental shift from the basic access mechanism. 

Here, each user will be represented by a symbol 

pertaining to a phase angle on the complex plane 

which has a total of 8 symbols in the outer ring. So 8 

symbols will represent 8 users in the complex plane.. 

 

We use circular 8PSK/ QPSK with two circles. The 

outer circle having 8 symbols on 8PSK and the inner 

circle having 4 symbols on QPSK There will NOT be 

a dedicated channel for carrying the signalling 

information. The main Channel is subdivided in 

multiple channels, each of which will have 8 symbols 

per frequency band for addressing the user and 4 

symbols for user data. The symbols in each frequency 

will have a constant phase and amplitude (implies 

fixed coordinates) w.r.t the time advance.  
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The number of frequency band (ie, the carriers) will 

depend on the Erlang figures catered by the specific 

network. 

 

Below is a synopsis of the evolution of the Multiple 

Access Schemes used by various technologies.

 

The constellation diagram derived from the various 

technologies is provided below. Starting fro

basic GSM to HSDPA and LTE, we see that the 

fundamental principle of all these technologies at the 

lower layers remain the same. As the access 

technology evolves, it caters to more data speed by 

squeezing more symbols on the complex plane. 

Hence the distance between the symbols decrease and 

so are the chances of error. Hence newer methods of 

error corrections are required. The Layers 5 to 7 

become more intelligent to cater to advanced 

Mobility Management , Location Management , High 

Bandwidth and presence related applications.

 

More intelligence in the application layer necessitates 

the devices and the network elements to be more 

complex, and hence increases the cost and the 

complexity of network processes, design and 

operations. 

 

In the constellation diagrams in following 

LTE , we see that the symbols are responsible for 

carrying user information . There is a fundamental 

and philosophical drift from the 

technologies, as we see in our proposed access 

scheme. Here a certain category of the symbols 

residing at the outer ring (propagated at very low 

frequency, proportional to the call attempt rate of a 

mobile network), are directly employed for 

identifying / addressing the user in the network plane. 

As the frequency is low, hence symbol

and loss is relatively decreased. 

 

The other 4 symbols in the inner ring and propagated 

at the real data rate following QAM, the same 

followed today by various mobile technologies.

 

So with this mechanism, the same time slot is used 

for control and data, with different Multiple Access 

schemes, once by 8 PSK for addressing and then with 

4 QAM for data traffic. 

 

 

 

 

 

 

 

The number of frequency band (ie, the carriers) will 

epend on the Erlang figures catered by the specific 

Below is a synopsis of the evolution of the Multiple 

Access Schemes used by various technologies. 

The constellation diagram derived from the various 

technologies is provided below. Starting from the 

basic GSM to HSDPA and LTE, we see that the 

fundamental principle of all these technologies at the 

lower layers remain the same. As the access 

technology evolves, it caters to more data speed by 

squeezing more symbols on the complex plane. 

distance between the symbols decrease and 
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the devices and the network elements to be more 
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complexity of network processes, design and 
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of the symbols 
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frequency, proportional to the call attempt rate of a 

employed for 

identifying / addressing the user in the network plane. 

As the frequency is low, hence symbol error factor 

The other 4 symbols in the inner ring and propagated 

at the real data rate following QAM, the same 

followed today by various mobile technologies. 

So with this mechanism, the same time slot is used 

fferent Multiple Access 

, once by 8 PSK for addressing and then with 

 

LTE  (16 QAM) 

 

 
 

Fig 1. The Constellation diagram for

LTE  

 

Our Proposed Multiple Access Scheme

 

Fig 2. Constellation Diagram for the proposed 

Novel Multiple Access Process 

 

The proposed Multiple Access Methodology

2., is a blend of 8 PSK (for outer ring)  and 

(for inner ring)  as the modulation t

TDMA/FDD as the multiple access 

constellation is formed comprising the 8 symbols for 

user traffic in the outer ring and the 4 symbols in the 

inner ring dedicated for the purpose of addressing the 

users. 

 

8-PSK used in 3G is used for conveying information 

from all users. In the proposed scheme, 

specific symbol for a specific user of the channel

employing 8-PSK for the outer ring

also sliced up in time slots. So by virtue o

users are identifiable directly at the physical layer, if 

by some means we can render the intelligence to the 

user to clamp on to the specific time slot and to scan 

whether there are any incoming symbols located at 

the specific coordinate of the complex plane, which is 

hard coded for the user during the provisioning 

process.  

  

The Constellation diagram for 

Our Proposed Multiple Access Scheme 

 

Constellation Diagram for the proposed 

 

The proposed Multiple Access Methodology as in Fig 

lend of 8 PSK (for outer ring)  and  QPSK 

as the modulation technique and 

TDMA/FDD as the multiple access technique. the 

constellation is formed comprising the 8 symbols for 

user traffic in the outer ring and the 4 symbols in the 

inner ring dedicated for the purpose of addressing the 

PSK used in 3G is used for conveying information 

from all users. In the proposed scheme, we allocate a 

specific symbol for a specific user of the channel by 

PSK for the outer ring. The channels are 

also sliced up in time slots. So by virtue of this, the 

users are identifiable directly at the physical layer, if 

by some means we can render the intelligence to the 

user to clamp on to the specific time slot and to scan 

whether there are any incoming symbols located at 

e complex plane, which is 

hard coded for the user during the provisioning 
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Time slotting for addressing in network plane 

[ref1] 

 

A user is identified in the network with respect to the 

symbol coordinate in the complex plane. Each user is 

allocated a specific Time Slot and a Frequency Sub 

band (AFCRN). 

 

The E.164 address of a mobile station is linked to the 

Time slot, AFCRN and symbol coordinate allocated 

to the particular subscriber during provisioning

mobile roaming network , the address

node will be linked to these parameters in the Home 

Location Register. The number of time slots in  the 

TDM frame and the scanning frequency primarily 

depends on the below factors. 

 

1. The refresh frequency of a time slot and the 

number of time slots in a frame depends on the 

number of call attempts per second made in the 

network and the data rate offered per time slot 

when  the time slot is used for traffic for a 

particular user. 

 

2. It also depends on the max number of users that 

the network can address at a given point of time.

 

 

 

 Figure 3 : The time frame structure 

 

 

Let there be T0 to Tn time slots per frame

Let the call attempts per second in the given network 

= X  

The data rate required for the traffic burst = fd

Refresh frequency for the given frame= fr

fd >> fp  »  fr 

Now T0  to Tn makes one frame 

Lets say there are ‘m’ frequency bands (AFCRN)

So the Total available time slots are  = m x n

Say tr is the time required per frame 

Time slotting for addressing in network plane 

A user is identified in the network with respect to the 

symbol coordinate in the complex plane. Each user is 

ted a specific Time Slot and a Frequency Sub 

The E.164 address of a mobile station is linked to the 

Time slot, AFCRN and symbol coordinate allocated 

to the particular subscriber during provisioning. For a 

mobile roaming network , the address of the mobile 

node will be linked to these parameters in the Home 

The number of time slots in  the 

TDM frame and the scanning frequency primarily 

The refresh frequency of a time slot and the 

number of time slots in a frame depends on the 

number of call attempts per second made in the 

network and the data rate offered per time slot 

when  the time slot is used for traffic for a 

so depends on the max number of users that 

the network can address at a given point of time. 

 

 

Let there be T0 to Tn time slots per frame 

in the given network 

The data rate required for the traffic burst = fd 

Refresh frequency for the given frame= fr 

Lets say there are ‘m’ frequency bands (AFCRN) 

So the Total available time slots are  = m x n 

 

tr = 1/ fr 

 

So m x n call attempts can be made in tr time period

 

Hence Call Attempts per second = m x n / tr 

                                                    

A = m x n x fr (A implies the permissible call 

attempts per second). 

 

Data rate  

 

The data rate will be bursty in nature, which means 

that the data for a given user will arrive at a 

frequency of fr and followed by a gap of time period 

 

 t g = tr x (1 – 1/n) = tr (n-1)/n. ( where tg = time gap 

between 2 TDM bursts for a give

transfer) 

 

Figure 4 : Time Gap between the bursts
 

Relation between the CAPS and tg and td.

 

Let tg max  be the max be  the maximum time gap 

allowed between 2 consecutive TDM bursts for 

carrying the data for a given user.

Let there be k number of time slots for the data 

transfer within the time slot allocated for addressing

So tn = k x td 

Now, tg=tr (n-1)/n 

  = tr [(A/m.fr) – 1] / (A/m.fr) = k x td [(A/m.fr) 

(A/m.fr) 

So, tg max = k x td [ (A/m-max.fr) 

max.fr) 

 

3. Architecture, Frame formation and 

addressing 

 

Frame formation in the Downlink and Uplink

 

The Access points are also referred as Time Slot 

grabbers. In a location area, it receives the call 

attempts made by the Mobile stations in vicinity. This 

mean, it looks for information arriving at specific 

timeslots. The information is mainly the symbol 

depicting a called user. From the different users the 
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carrying the data for a given user. 

e k number of time slots for the data 
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Architecture, Frame formation and 

Frame formation in the Downlink and Uplink 

The Access points are also referred as Time Slot 

grabbers. In a location area, it receives the call 

attempts made by the Mobile stations in vicinity. This 

mean, it looks for information arriving at specific 

timeslots. The information is mainly the symbol 

epicting a called user. From the different users the 
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timeslot obtained are aggregated by a Mux before the 

coordination processor.  

 
If a timeslot is already busy in the pre call 

establishment activities, the Mux discards a second 

call request in the same timeslot towards the same or 

different user depending upon the symbol 

information. 

 

 

Local Mux

Central Mux

 

Figure 5 : The Multiplexer Unit in the Access 

Network 

 

The Coordination processor replaces the co

time/space switch of a mobile network. So at one 

end, it interfaces with the Aggregate Mux and access 

points both in the forward and reverse channels. On 

the other hand, it interacts with the core network 

elements.It sits between the access and 

network. It replaces the functionality of a modern day 

space and time switch of a mobile network.

explains the high level functionality of the 

coordination processor. 

 

timeslot obtained are aggregated by a Mux before the 

If a timeslot is already busy in the pre call 

discards a second 

call request in the same timeslot towards the same or 

different user depending upon the symbol 

Coordination

Procesor

HLR

 

: The Multiplexer Unit in the Access 

The Coordination processor replaces the conventional 

time/space switch of a mobile network. So at one 

end, it interfaces with the Aggregate Mux and access 

points both in the forward and reverse channels. On 

the other hand, it interacts with the core network 

elements.It sits between the access and the core 

network. It replaces the functionality of a modern day 

space and time switch of a mobile network. Fig 5 

explains the high level functionality of the 

 

Fig 6. High level functionality of Coordination 

Processor 

 

As in Fig.5 , there can be several MUXes before the 

coordination processor. But just before the 

coordination processor, there is an intelligent central 

mux which aggregates all the time slots, and also 

understands the information to reject based on the 

circumstances detailed below. 

 

Short description of the frame formation in the 

uplink and downlink and the interaction between 

the Mobile Station and the Coordination 

Processor. 

 

Fig 7. Illustrates how the frame is formed in the 

uplink (Call Initiation and response)

 

 

 

 

Fig 6. High level functionality of Coordination 

, there can be several MUXes before the 

coordination processor. But just before the 

coordination processor, there is an intelligent central 

mux which aggregates all the time slots, and also 

understands the information to reject based on the 

Short description of the frame formation in the 

uplink and downlink and the interaction between 

the Mobile Station and the Coordination 

ow the frame is formed in the 

uplink (Call Initiation and response) 
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Figure 7 :Frame Formation in the Uplink

 

Uplink 

 

1. When the MS is provisioned, it is assigned a 

symbol, Time Slot and a primary frequency. All 

these 3 parameters are known to the Mobile 

station. Hence whenever the mobile station 

attempts to place a call, it tries with the allocated 

primary frequency first. If it is not available, 

because some other user assigned with the same 

time slot is already using the frequency, then the 

handset starts a frequency scan with the scanning 

algorithms [1]. 

 

2. The mobile station then includes the specific 

symbol value in the given Time Slot and forms a 

frame using the Time slot information. It 

synchronises with the access point and 

synchronises with the Frame before inputting the 

Time Slot. 

 

3. The frames pertaining to all the fre

channels are aggregated by the Central Mux and 

finally fed to the Coordination processor.

 

4. If the page towards the MS B and page response 

is successful towards the B party, the A party 

receives a response, after which the MS of A 

Party seizes the time slot to convey the traffic 

information.  

 

 

Fig 8. Below illustrates how the frame is formed in 

the Downlink (page and page response)

 

:Frame Formation in the Uplink

 

When the MS is provisioned, it is assigned a 

symbol, Time Slot and a primary frequency. All 

these 3 parameters are known to the Mobile 

station. Hence whenever the mobile station 

tries with the allocated 

primary frequency first. If it is not available, 

because some other user assigned with the same 

time slot is already using the frequency, then the 

handset starts a frequency scan with the scanning 

on then includes the specific 

symbol value in the given Time Slot and forms a 

frame using the Time slot information. It 

synchronises with the access point and 

synchronises with the Frame before inputting the 

The frames pertaining to all the frequency 

channels are aggregated by the Central Mux and 

finally fed to the Coordination processor. 

If the page towards the MS B and page response 

is successful towards the B party, the A party 

receives a response, after which the MS of A 

me slot to convey the traffic 

ow the frame is formed in 

the Downlink (page and page response) 

 

 

Figure 8 : Frame Formation in the Downlink

 

 

Downlink 
 

• In case of the downlink, the coordination 

processor determines the parameters of the B 

party after carrying out the AAA. The parameters 

are mainly the symbol number, Time slot and 

frequency number which is provisioned in the 

HLR. 

 

• The coordination processor handles all the calls, 

so it keeps a track of all the active outgoing calls 

and the time slots and frequency in use

 

• So for placing a call towards a particular B party, 

it first starts a frequency scan to check which 

frequency has the Time slot free.

 

• When that time slot is found to be free in a 

particular frequency, the coordination processor 

multiplexes the Time slot in the frame with the 

specific symbol and transmits the same to the 

access point, through a central distributer.

 

• The coordination processor then awaits a 

response message from the B party. This implies 

that it expects the same symbol (of the B party) 

to come back in the same Time slot and the same 

frequency. 

 

• On the receiver end, the Mobile station always 

listens to the frames of different 

channels  When it finds a symbol allocated to 

itself in a given time slot, it responds back in the 

reverse direction by injecting the same symbol 

(assigned to itself) , in the specific time slot and 

the same frequency. If the same frequency is no

available in that instant of time, the call will not 

mature. 

 

: Frame Formation in the Downlink 

In case of the downlink, the coordination 

processor determines the parameters of the B 

party after carrying out the AAA. The parameters 

are mainly the symbol number, Time slot and 

frequency number which is provisioned in the 
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it first starts a frequency scan to check which 

frequency has the Time slot free. 

en that time slot is found to be free in a 

particular frequency, the coordination processor 

multiplexes the Time slot in the frame with the 

specific symbol and transmits the same to the 

access point, through a central distributer. 

or then awaits a 

response message from the B party. This implies 

that it expects the same symbol (of the B party) 

to come back in the same Time slot and the same 

On the receiver end, the Mobile station always 

listens to the frames of different frequency 

channels  When it finds a symbol allocated to 

itself in a given time slot, it responds back in the 

reverse direction by injecting the same symbol 

(assigned to itself) , in the specific time slot and 

the same frequency. If the same frequency is not 

available in that instant of time, the call will not 
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• After the Coordination processor receives the 

information back, it understands that it is a 

response message from the B party. It 

distinguishes between a response message and a 

new call request, as it maintains the call context 

immediately after generating a page signal in the 

downlink and starting a timer to await exactly the 

same information as generated, but in a latter 

time frame to come back. 

 

 

 

Fig 10. Frame formation aided by Coordination Processor
 
 

 

 

 

 

After the Coordination processor receives the 

information back, it understands that it is a 

response message from the B party. It 

distinguishes between a response message and a 

t, as it maintains the call context 

immediately after generating a page signal in the 

downlink and starting a timer to await exactly the 

same information as generated, but in a latter 

 

Fig 9 : Conditions for symbol rejection in the time 

slot for the downlink. 

 

As illustrated in Fig 9, it may happen that 2 MSs 

initiate the call towards two different called numbers 

(B Party), who share the same Time Slot in the same 

frequency sub band. Both the calls should mature.

this scenario, the Coordination Processor determines 

randomly to respond to one call initiation in the same 

Frequency band. For the other mobile station, it 

responds at a different free frequency band by 

multiplexing the same symbol (of A Party) in the 

same time slot. So as a general principle, the mobile 

stations listen to time slots (in the downlink) which 

holds the same coordinate as allocated to itself.

 

 

 

 

 

Frame formation aided by Coordination Processor 
 

 

 

 

 

 

 

Conditions for symbol rejection in the time 

t may happen that 2 MSs 

initiate the call towards two different called numbers 

(B Party), who share the same Time Slot in the same 

alls should mature. In 

this scenario, the Coordination Processor determines 

randomly to respond to one call initiation in the same 

For the other mobile station, it 

responds at a different free frequency band by 

(of A Party) in the 

So as a general principle, the mobile 

stations listen to time slots (in the downlink) which 

holds the same coordinate as allocated to itself. 
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Mobility and Location Management 

 

 

Fig 11. Network Area of Belgium segmentised in 

large sized square shaped cells  

 

1. High Level description 

 

For a global sized network, reusing the 

mandatory for a higher spectral efficiency. Frequency 

reuse also implies that we have consider an important 

called handover  

In a present GSM network, we can say that more than 

10% of bandwidth resource is consumed due to 

signalling. Also the complexity in the application 

level processes also need to be considered.

 

We thrive to handle frequency allocation and reuse 

though a process which is more dependent on the 

 

 

intelligence in the handset and then the physical 

layer. 

 

Proposal 

 

The geographical area is distributed in multiple cells. 

The cells are square shaped (Fig. 11) ,

diagonal distance from the centre of around 35 

Kilometers . The 35 Kms restriction is due to 

retaining the timing advance value of max 63. As 

timing advance changes every 550 metres , hence the 

max cell size is 550 x 63 = 35 Kms.  

 

There is a central Access point with a coordination 

processor in each cell. 

 

Or there may be a central system with virtual 

coordination processors taking care of each cell.

 

The entire network area can be represented as chess 

board. Each block represents a square shaped cell. 

The cells do not have any cell ID. So the network is 

 

 

Network Area of Belgium segmentised in 

For a global sized network, reusing the frequency is 

mandatory for a higher spectral efficiency. Frequency 

er an important 

In a present GSM network, we can say that more than 

10% of bandwidth resource is consumed due to 

complexity in the application 

level processes also need to be considered. 

We thrive to handle frequency allocation and reuse 

though a process which is more dependent on the  

intelligence in the handset and then the physical 

hical area is distributed in multiple cells. 

(Fig. 11) ,each having a 

diagonal distance from the centre of around 35 

Kilometers . The 35 Kms restriction is due to 

retaining the timing advance value of max 63. As 

hanges every 550 metres , hence the 

There is a central Access point with a coordination 

Or there may be a central system with virtual 

coordination processors taking care of each cell. 

The entire network area can be represented as chess 

board. Each block represents a square shaped cell. 

The cells do not have any cell ID. So the network is 

agnostic to the exact location of the mobile station.  

The white blocks are allocated AFCRNs from 1 

64, while the black ones are allocated AFCRNs from 

65 to 124. 

 

Each mobile station is fitted with 2 transreceivers. 

There is an active part, which is active in cell which 

serves the mobile station.. The dormant part keeps on 

scanning the adjacent cells and is mainly responsible 

for actuating the handover procedure. It only scans 

the available timeslots ( in its domain) in the 

subsequent frequency range. Hence while the active 

one operates in the AFCRN domain 1 to 64, the 

dormant transreceiver operates in 

 

 

A central processor in the Mobile Station monitors 

and compares the signal strength as perceived by the 

2 transreceivers. The MS also has a inbuilt GPS unit, 

and if in open air (with LOS with the satellite) can 

also determine the direction and speed of motion. It 

also has an electronic compass to analyse the 

direction and interpret the direction of motion if the 

LOS with the satellite is not available. Analysing the 

signal strength of the 2 received signal (and also 

gathering intelligence from the GPS / compass unit if 

available), the handset decides to initiate the 

handover,  

 

In such a case, the passive Tr/Rcv informs the time 

slot and the frequency which is in use by the active 

Tr/Rcv. The coordination processor serving the cell 

establishes a channel (TS) , the same value which 

was intimated by the passive Tr/Rcv. This happens 

exactly when the active Tr/Rcv releases the channel 

so that the CPs of the adjacent white and the black 

boxes can establish channel on the same TS / Freq 

which is currently in use between the CP of the white 

Box and the MS. 

 

Now the Physical path of the call is the Passive 

Tr/Rcv of the MS ----to--- CP/Access point of Black 

cell ------to -------CP /Access point of the white cell 

which was already in conversation 

with the MS before the handover.

 

After the handover, the passive TR/RCX in the MS 

becomes the primary one, …….and the TR/RCX 

which was primary before becomes dormant.

 

The process of handover is described in details in the 

following diagrams. 
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direction and interpret the direction of motion if the 

LOS with the satellite is not available. Analysing the 

signal strength of the 2 received signal (and also 

nce from the GPS / compass unit if 

available), the handset decides to initiate the 

In such a case, the passive Tr/Rcv informs the time 

slot and the frequency which is in use by the active 

Tr/Rcv. The coordination processor serving the cell 

blishes a channel (TS) , the same value which 

was intimated by the passive Tr/Rcv. This happens 

exactly when the active Tr/Rcv releases the channel 

so that the CPs of the adjacent white and the black 

boxes can establish channel on the same TS / Freq 

is currently in use between the CP of the white 

Now the Physical path of the call is the Passive 

CP/Access point of Black 

CP /Access point of the white cell 

which was already in conversation phase directly 

with the MS before the handover. 

After the handover, the passive TR/RCX in the MS 

becomes the primary one, …….and the TR/RCX 

which was primary before becomes dormant. 

The process of handover is described in details in the 
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Fig 12 : Handover Initiation by the Mobile Station 

 

 

Fig 13 : Call flow – Inter cell Handover

 

: Handover Initiation by the Mobile Station  

 

 

 

 

Inter cell Handover 
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4. Error Estimate and Correction  

 

 

Error Correction for the addressing symbols due 

to Channel Impairment  

 

In our proposed technology, the addressing part is 

directly handled by the lower layers, namely layer 2 

of the OSI stack. The errors in the physical channel 

can distort the coordinate of the symbols in the 

complex plane, leading to wrong addressing. Hence 

any error at access channel implies that the 

addressing related functionality is impacted, which 

means the rate of success of any call events like call 

maturation, SMS, data session setup etc is 

jeopardised. So it is extremely important to ensure 

that we employ an appropriate and a robust error 

correction mechanism to ward off this kind of 

situation, which can in effect endanger the 

practicality of such a Multiple Access Technology. 

 
For the addressing part, there are a total of 8 

symbols per time slot in the outer circle. When a 

transmitter (either a MS or AP) transmits a symbol to 

the receiver it will transmit odd number of times the 

same symbol. The frequency of transmission of this 

symbol is fp which is determined according to the 

Call Attempt per second in a mobile network. Hence 

the frequency is low (compared to the frequency of 

traffic data propagation) and hence is less prone to 

error. We propose a 2 step process to the error 

correction mechanism. The process starts with a 

repetitive code as explained. In such codes each bit of 

the message is repeatedly sent an odd number of 

times so that a simple majority decode rule can be 

followed to recover the original message. For 

example, the repetition code may send each symbol 

three times and then decide to decode and determine 

the given symbol. So in general, if each bit is 

repeated 2*n + 1 times then the code can tolerate up 

to n errors.  Repetition codes are not very efficient as 

they increase the size of a given message by a factor 

of 3 or 5 say, depending on the repetition parameter. 

The redundancy added by a repetition code is just 

additional copies of the message itself, whereas more 

sophisticated codes add a smaller more intelligent 

amount of redundancy that can specifically pin point 

errors and correct them. More compact and intelligent 

forms of redundancy come at a cost of additional 

message processing for both the sender and the 

receiver. A definite advantage of repetition codes is 

simplicity both in encoding, and particularly 

decoding.So during any call processing when there is 

an attempt by the network to reach the mobile node, 

the network will transmit the same symbol pertaining 

to the specific coordinate in the complex plane and 

the fixed time slot (allocated for the target mobile 

node) .The receiver(mobile node) will calculate the 

error between the symbols by calculating the 

Euclidean distance between the reference symbol and 

the received one. If the mean error is less than ∆e 

(error) , then it will respond back to the network.So if 

the error is less than ∆e for each incoming code,  the 

target mobile node responds back with the same 

symbol repeated the same number of times. 

 

 

 

Fig 14 : Error correction for addressing 

Now after the mobile node completes responding 

back with the same symbol 2n+1 times ,the Network 

again generate the symbol 2n+1 times, to enable the 

MS to actuate  a quick BER test to assess the channel 

quality.If the BER is 10 ^-6 to 10^-10, then there is 

no further coding action is required and the network / 

Mobile node can conclude that the identification 

process is completed. The Mobile Node and the 

Network registers this process as completed for the 

given activity and related to the particular mobile 

node. However if the BER is more that 10^-6, then 

the Mobile Node generates a layer 7 Identification 

message with the IMSI parameter written. It is 
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transmitted in the same time slot towards the 

network. The network has to respond to this

with the information regarding the call request (with 

the appropriate parameters). This response message 

shall be accepted and processed by the Mobile Node.

The mobile node and the network thus reserves the 

time slot for the transition towards a t

The algorithm that will be used is in Fig 14.

 

In the following section, we try to understand the 

symbol error on 8PSK for a SNR of 15 d B.  

data rate for addressing is related to Call Attempts , it 

is much lower than the actual traffic late. This should 

keep the error rate comparatively lower. 

 

Calculation for Symbol Error (Ps) and Bit Error 

(Pb) for 8 PSK with SNR = 15 dB for addressing a 

mobile node  

 

We denote the coefficients {sij} as a vector 

. . , siN ) which is called the signal constellation 

point corresponding to the signal  

si(t). The signal constellation consists of all 

constellation points {s1, . . . , sM} 

 

The signal constellation for MPSK has 

si1 = Acos[ 2π(i−1)M ]  

si2 = Asin[ 2π(i−1)M ] 

M ] for i = 1, . . .,M.  

 

The symbol energy is Es = A^2, where A is the 

amplitude 

 

Hence SNR for symbol is γs = Es/No= 

…..(No=> Noise) 

γb ≈ γs / log2M 

 

Let γb = 15 Db, where , γb = SNR for bits.

 

For the addressing synbols of the outer ring of the 

constellation diagram , we follow 8PSK.

 

Hence for 8PSK, γs = (log2^8) · 10^(15

Now , Probaility of symbol error,  

Ps ≈ 2Q(√2A/No × sin(π/M)) = 2Q(2γs 

 

Where where the Q function, Q(z), is defined as the 

probability that a Gaussian random variable 

mean 0 and variance 1 is bigger than z: 

 

 
 

Substituting this into above equation yields

Ps ≈ 2Q√189.74 sin(π/8)= 1.355 · 10^−

and using (6.3) we get Pb = Ps/3 = 4.52 

transmitted in the same time slot towards the 

The network has to respond to this message 

with the information regarding the call request (with 

the appropriate parameters). This response message 

shall be accepted and processed by the Mobile Node. 

The mobile node and the network thus reserves the 

time slot for the transition towards a traffic channel. 

is in Fig 14.. 

, we try to understand the 

symbol error on 8PSK for a SNR of 15 d B.  As the 

data rate for addressing is related to Call Attempts , it 

ffic late. This should 

keep the error rate comparatively lower.  

Calculation for Symbol Error (Ps) and Bit Error 

for addressing a 

as a vector si = (si1, . 

signal constellation 

consists of all 

The signal constellation for MPSK has  

2, where A is the 

= Es/No= A^2/No 

b = SNR for bits. 

of the outer ring of the 

constellation diagram , we follow 8PSK. 

10^(15/10) = 94.87.  

s sin(π/M)) 

), is defined as the 

probability that a Gaussian random variable x with 

 

Substituting this into above equation yields 

−7. 

52 · 10^−8. 

Conclusion  

 

We believe that the future net

designed such that most of the prosaic functionalities 

of a mobile networks be shifted to the lower layers. 

The higher layers may take part in more intelligence  

activities to realise the next gene

services which will require considerable processing 

power. 

 

This will make it possible to realise a more optimised 

network , lesser resources to operate and to cater the 

expansion of the subscriber base. The overhead of 

signalling mainly in the Access domain will be 

reduced substantially resulting in more efficiently 

managed Mobile Stations requiring less battery 

power. The Network Elements constituting 

should also be engaged in lesser application layer 

activities and hence less requiring less processing 

power eventually lessening the network set up cost. 

The authors are engaged in this long drawn research 

effort to realise such future generation networks. 
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Abstract— The growing use of smartphones has allowed 

users to handle multiple networks in a small equipment, 
but in VoIP services with QoS, the mobility is limited to 
the cell network operator although a WiFi service could 
offer that kind of service. The Handover process means 
real mobility for users on wireless LAN networks in an 
automatic method for association within a correlated 
wireless system. This paper shows a brief overview on 
handover proposed schemes and gives a description about 
QoS required for VoIP with the schemes that reduce the 
effect caused by the handover process in WLAN. 
 
Keywords - Handover, Voice over IP, Wireless LAN, Quality 
of Service. 

I. INTRODUCTION 

 
ireless network technology based on the standard 
802.11 has become a worldwide solution for solving 

communication needs in multiple applications. Some of 
the applications that have gained momentum are those 
related to the communications that not only transport LAN 
data, but also mainly IP-based voice. 

 

 One of the problems of real-time applications like VoIP 
over WLAN is the effects on service quality by the 
process of handover within and between WLAN subnets 
during a VoIP session. 
 The latency and the jitter are greatly impacted when the 
control of the mobile node is handed over from one access 
point (AP) over to another one. This poses a challenge to 
providing and preserving QoS for VoIP users in WLAN 
environments. [3]  

In general, voice quality in WLANs has been analyzed 
usually either using cost functions [1], Handover based on 
physical layer [15][16][17], parameters of QoS based on 
E-Model [5][6], MADM methods [1][10], needless 
handover and Hysteresis [12], THOA Algorithm[14], 
scanning solutions[18][19], between other. 
 
 In this paper, we describe a research proposal with the 
effect of the mobility handover on VoIP communications. 
Our work focuses on the impact of handoff mechanism on 
the objective quality of the voice traffic. The remainder of 
the paper is organized as follows. In section II we show 
the system architecture for the Handover process. In 
section III, we describe the meaning of the handover 
process and its classification. In section IV we discuss the 
QoS requirements of VoIP. In section V we describe the 
proposal methods and algorithms of handover. Finally we 
conclude this paper in the section VI. 

 
 
 

II. SYSTEM ARCHITECTURE 
Nowadays there is the trend that devices are equipped 

with multiple network interfaces, and it is possible to 
make transfers in a transparent (seamless) among these 
interfaces. [1][13] Great efforts had been made in 
architecture design, standardization and coverage of access 
networks. Another important aspect is the development of 
sophisticated policies that help the Mobile Node and 
Mobile Node (MN) to decide when to perform handover 
between networks.  

 
Handover refers when a Mobile Node is connected to a 

network access point and the communication is transferred 
to another one. The handoff can be classified by different 
properties or characteristics of the network as described 
below, but the most common factor is the network types 
involved. [1] According to the network types, the 
handover is classified as horizontal or vertical, as 
illustrated in Figure 1.

 

 
 

 

III. HANDOVER AND CLASSIFICATION 
 
Handover is the mechanism that allows users to move 

within a network or from a network to another one, 
without losing connectivity [1] [2]. The 802.11 standard 
does not define the handover process but it does describe 
basic processes as the reassociation. Reassociation occurs 
when the user is moving and passes from one AP to 
another within network. It is often not transparent for the 
user. 

The Table I describes the classification of the Handover 
according to various factors, namely, number of 
connections, type of frequency, type of network, 
administrative domain, need for Handover and user 
control allocation.[1] 
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Fig. 1.  System Architecture [1] 
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TABLE I 
HANDOVER CLASSIFICATION 

Factor Classification 

Type of Network Horizontal Handover, Vertical 
Handover 

Type Frequency Inter-Frequency Handover, Intra-
Frequency Handover. 

Number of Connections Hard Handover, Soft Handover, 
Softer Handover 

Administrative Domain 
 

Intra- Administrative Handover, 
Inter-Administrative Handover 

Need for Handover Voluntary Handover, Mandatory 
Handoff 

User Control Allocation Proactive Handover, Passive 
Handover 

 
According with the last classification, the description of 

each of them is as follow: 
 

A. Type of Network 

The Horizontal Handover takes place when the transfer 
process is done within the same technology.  On the other 
hand, in the Vertical Handover the transfer process takes 
place between different technologies. 

B. Type of Frequency 

The Inter-Frequency is the process of Handover that a 
mobile terminal done through the APs with different 
operational frequency.  The Intra-Frequency is the done 
process with the same operational frequency. 

 

C. Number of Connections 

Hard Handover: The mobile terminal keeps a single link 
with the network removing the old link before to establish 
a new link. 

Soft Handover: In order to eliminate the disconnection 
time, the soft Handover maintains at least two links to the 
network connection simultaneously.

Softer Handover: This type of connection also maintains 
two links, but the mobile terminal switches on radio links 
that belong to the same access point [3]. 

D. Administrative Domain 

When the mobile terminal moves between different 
networks, supporting the same or different types of 
network interfaces, the domain could be Inter-
administrative or Intra-administrative; the first one refers 
to networks managed by different administrative domains, 
the second case refers to networks managed by the same 
administrative domain. 

 

E. Need for Handover 

The mandatory Handover is necessary to avoid 
disconnections, the mobile terminal transfer the 
connection to another access point, for example, when the 
mobile terminal moves with a constant displacement. 

 

F. User Control Allocation 

Proactive Handover allows to the mobile terminal 
decide and configure the Handover process; the decision 
taken by the mobile terminal could be based over specific 
preferences of the user. The passive Handover is most 
common in 1G, 2G and 3G Wireless Systems. The user 
has no control over the process of Handover. 

IV. QOS REQUIREMENTS 
Real-time applications such as voice over IP are 

becoming a better available alternative than the traditional 
telephony. The implementation of such technology over 
wireless systems is a solution that has been widely studied, 
especially in terms of the quality of service. 

 
The parameters of QoS as codec, capacity of the 

network, the delay and jitter are considered crucial to 
determine a good evaluation for the QoS of VoIP. Thus, 
Table II shows the requirements specified in the G.113 [4], 
that deals with the more important codecs for voice over 
IP and their corresponding bandwidth requirements. 

 
TABLE II 

CODEC REQUIREMENTS  

Algorithm Coding Bandwidth 
(Kbps) 

PCM G.711 64 

ACELP G.723.1 5.3 

MP-MLQ G.723.1 6.3 

ADPCM G.726 32 
LD-CELP G.728 16 
CS-ACELP G.729 8 

 
The delay and jitter are including in the WLAN when a 

mobile terminal is moving and request the process of 
Handover to another AP in the network, [3]
 Abderrahmane propose [3] two issues relate to time 
delay and jitter: (1) Signaling for call set up, tear down 
and other call control communications will be delayed; (2) 
the jitter in the voice traffic/bearer channel will cause 
delay.  

The voice delay requirements are showed in Table III, 
according with the recommendation G.113 [4]. 

 
 TABLE III  

DELAY REQUIREMENTS 

Delay Acceptable Quality 

0 to 150 msec Most Applications 

150 to 400 msec International Connections 
> 400 msec Public Network Operation 

 

A. Handover over WLAN for VoIP 

 
The Handover process over WLAN has two important 

descriptions: the vertical handover and horizontal 
handover, according with these mechanisms, the quality of 
service for voice traffic will be affected by the number of 
connections.  
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The vertical handover has the advantage of allowing the 
'make before break' approach [3], which means that the 
mobile terminal maintains at least two links to the network 
connection simultaneously, making a seamless handover 
from one network to the other. On the other hand, the 
horizontal handover allows the 'make before break' 
approach. The mobile terminal keeps a single link with the 
network, removing the old link before establishing a new 
link, causing quality degradation with small interruptions 
in the communication. 

 
 In the experimentation done in [3], the setup consisted 
in a wireless scenario with two APs 802.11g and two 
Windows-based laptops equipped with 802.11g LAN card. 
One of these laptops was used as a server, and the other 
laptop as a client. The server generated LAN traffic to the 
client. This scenario is illustrated in Figure 2. 

The study focuses on the impact of the Handover 
mechanisms over the quality of voice traffic. This research 
took into account the SNR (Signal-to-Noise Ratio), the 
throughput and the jitter included on the WLAN when the 
user is associated with another access point. It also 
performed the correlation between these parameters in 
three experiments. 

 
  
 
- Experiment 1: Consists the effects of handover process 

on the variance of the SNR (Signal-to-Noise Ratio) during 
the transfer process. [3] The result shows that a SNR 
variation decreases when the mobile terminal moves away 
from the AP1 while it increases when the mobile terminal 
approaches to AP2. 

 
- Experiment 2: Consists the effects of handover process 

on the throughput. The results indicate that the throughput 
dropped during transfer; this drop corresponds to a 
difference of 450 Kbps due the reduction of bandwidth 
related with the packet loss experienced. [3] 

 
- Experiment 3: Consists the effects of the handover 

process on the variation of jitter and their relationship with 
the variation of throughput. [3] The results indicate that 
the jitter presents a large peak of 100ms while the 
handover occurs in a short period of 5ms, the throughput 
increases to 1Mbps. 

 

B. QoS based on E-Model 

 
The E-model is a computational model for estimating 

the subjective quality of a VoIP call [5]; it is standardized 
by the ITU-T as G.107 [6]. The voice quality can be 
estimated using this standard; it calculates a rating factor R 
that is an additive combination of five factors as follows: 

 
AIIIRR eds +−−−= 0          (1) 

 
Where: 

 

0R , Basic signal-to-noise ratio.  

sI , Impairments simultaneous to voice encoding. 

dI , Impairments due to network transmission. 

eI , Effects of equipment (e.g. low bit rate). 

A , Advantage factor. 
 
 The congestion and signal quality degradation are the 
effects caused by the packet losses related with the 
handover process, the propagation and coverage. 
 
 It is possible with the E-Model to get the transmission 
rating factor R as a function of the packet loss for each of 
the voice codecs. Furthermore, the R factor represents the 
quality of the transmission, and can be converted into the 
more commonly known metric MOS (Mean Opinion 
Score), which comes from statistical surveys of quality 
graded from 1 to 5 as bad quality to the excellent quality 
[5]. 
 
 For VoIP call, the G.107 [6] recommendation gives the 
following rates:  

TABLE IV  
G. 107 VOIP CALL RATING 

Fig. 2.  Experiment Setup 
R value 

(lower limit) 
MOS 

(lower limit) User Perception 

90 4.34 Very Satisfied 

80 4.03 Satisfied 

70 3.6 Some users dissatisfied 

60 3.1 Many users dissatisfied 

50 2.58 Nearly all users 
dissatisfied 

 

V. CRITERIA AND DECISION ALGORITHMS HANDOVER 
PROCESS 

  
 In order to ensure the properly QoS to a user that 
consumes a service provided by a network, it is important 
to provide and maintain an optimal bandwidth and low 
delay, but these parameters do not reflect the satisfaction 
user. [3][4] The satisfaction of the users is based to their 
own perceptions,  thus, the satisfaction is subjective and 
making decisions are based on the level of satisfaction, [5] 
the best way to offer a service that meets the needs of the 
user consist to allow configure their own preferences. 
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 Both, the vertical and horizontal handover process 
handled three phases: discovery, handover decision and 
execution. 
 In the discovery phase, the mobile phone equipped with 
various network interfaces determines which networks are 
available and the characteristics they have, such as 
bandwidth, SNR and jitter. In the decision phase, networks 
are evaluated according to their characteristics and select 
the most optimal. Quality and cost of service, security, 
power requirements, speed and proactive handover, are 
criteria to take into account when making decisions on 
networks. In the execution phase, the handover process is 
performed to transfer the link to the new base station and 
channel assignment. [1][5] 
 

A. Cost Functions  

 
 The cost functions implements the policies model 
described by IETF [7] and it is widely used in 
heterogeneous networks to make the decision process of 
handover. The model consists in three entities, Figure 3: 
(PR, “Policy Repository”), the PR contains information 
such as user preferences, the strength of the signal and cost 
of availability of access networks. 
 The PR can obtain information through measurements 
of the environment and is responsible for delivering the 
policy settings applied to the entity making the decision 
based on the policies called the PDP (“Policy Decision 
Point”). A policy decision point PDP is the body control 
evaluates the access networks through a policy decision.  
 
 The policy decision made based on the parameters 
received from the PR. If the PDP decides that a handover 
should be done, it tells this to the PEP (“Policy 
Enforcement Point”) and it runs the Handover. The entity 
PEP ("Policy Enforcement Point") receives policy decision 
PDP and executes the handover transparent to the user [1]. 
 

 
 
 The cost function defines rules for optimal handover 
decisions and it was first defined by Helen Wang in 1999 
[8] and this proposal system was based in policies. 
The cost function takes the user preferences and calculated 
a value for each network. The network interface with the 
lowest calculated value was considered the most optimal 
network to use. 
 
 The researches at the University of California at Los 
Angeles (UCLA) presented in 2004 another cost function 
[9]. This feature was implemented in a seamless handover 
architecture called Universal Seamless Handoff 
Architecture (USHA); this can be applied in a system of 
vertical handover, the network with the highest value is 
considered the best. 
 

- Absolute Cost Function. 
 

 This cost function calculates an absolute scale value, the 
coefficients requires to be obtained from a tight-fitting 
function, i.e. through testing.
The absolute cost function  is showed in (2) [1][2]: iS
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Where, 
k , number of weights.  

jif , normalized functions for the parameters j and 

network i  .
 
 The parameters j can be the cost of using the (E), the 
binding capacity (C) or energy (P). If these parameters are 
used, replacing the cost function in (2) is obtained: 
 

ippiccieei fwfwfwS ,,, ++=        (3)[1][2] 
 
 In order to meet wit the introduction of the coefficients, 
the restrictions are showed as following:  

 
0,,0 ≥≥≥ iii M γβα  

 
 Where, M is the maximum bandwidth demand required 
by the user. The values of the coefficients αi, βi and γi can 
be obtained through a lookup table or a special function 
and the normalized function for the parameters shown 
below: 
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- Relative Cost Function. 

 
 This cost function calculates a relative scale value and 
each parameter is calculated of the same way without any 
coefficient. If the parameter value has a positive effect like 
the bandwidth, the parameter provides the value )1ln( x , 
but if this parameter has a negative effect like the cost, the 
parameter provides the valued . The relative cost 
function is showed as follow: 

)ln(xFig. 3.  Policies Model 

 

icip
i

bi CwPwwf lnln1ln ++=
β

     (5) [1][9] 

 cannot handle scenarios where the cost for a network 
interface is zero because uses a natural logarithm and it is 
undefined for valued zero. does support this. [1] 

if

iS

B. MADM (Multiple Attribute Decision Making) 
Methods 

 
 The MADM (Multiple Attribute Decision Making) 
methods are a group of four vertical handoff decision 
algorithms and they are the best known. [1] [10] MEW 
(Multiplicative Exponent Weighting), SAW (Simple 
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Additive Weighting), TOPSIS (Technique for Order 
Preference by Similarity to Ideal Solution), and GRA 
(Grey Relational Analysis). All of the four algorithms 
allow different attributes such as bandwidth, delay, packet 
loss rate, and cost for the vertical handoff decision. [10] 
 The fuzzy MADM (Multiple Attribute Decision 
Making) is described in [10][11] as a method that consist 
in two steps: The first step is to convert the fuzzy data into 
a real number and the second step is to use classical 
MADM methods to determine the hierarchical order of the 
candidate networks. SAW (Simple Additive Weighting) 
and TOPSIS (Technique for Order Preference by 
Similarity to Ideal Solution) are proposed as two classical 
MADM methods in [11]. 
 

- SAW (Simple Additive Weighting) 
 
 The overall score of a candidate network is determined 
by the weighted sum of all the attribute values. [10] The 
score of each candidate network i is obtained by: 
 

∑
=∈

=
N

j
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Mi
SAW rwA

1

* maxarg      (6)[10][11] 

 
 There is a sum of the normalized contributions from 
each metric multiplied by the importance weight 

assigned  of metric
ijr

jw j . N is the number of parameters, 
and M denotes the number of candidate networks. 
 

- TOSIS (Technique for Order Preference by 
Similarity to Ideal Solution 

 
 The selected candidate network is the one which is the 
closest to the ideal solution, while the farthest from the 
worst case solution. The ideal solution is obtained by 
using the best values for each metric; it is showed in (7). 
 

** maxarg i
Mi

TOP cA
∈

=       (7) [10][11] 

 Where, denote the relative closeness of the candidate 
network i  to the ideal solution. 

*
ic

 
- GRA (Grey Relational Analysis) 

 
 The selected network is based on Analytic Hierarchy 
Process (AHP) and Grey Relational Analysis (GRA). AHP 
decomposes the problem of selection of the network into 
several sub problems and each assigned a weight.  
GRA is then used to rank the candidate networks and 
select the most important or better. A normalization 
process is required to negotiate with the cost-benefit 
metrics. [10] 

i
Mi

GRAA ,0
* maxarg Γ=

∈
    (8) [10][11] 

 Where,  is the GRC (Grey Relational Coefficient) i,0Γ
of network i [10]. The GRC is used to calculate the score 
or value of each network to describe the similarity 
between the network and the network ideal candidate, the 
selected network is more similar to the ideal. 

- MEW (Multiplicative Exponent Weighting) 
 
 The network is defined as the network with the best 
values in each metric. For a benefit metric, the best value 
is the largest. For a cost metric, the best value is the 
lowest. [10][11] The value ratio  between network i  
and the positive ideal is calculated by: 
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 Where, 10 ≤≤ iR ,  is a positive power for benefit 

metrics  and it is convenient to compare each network 

with the score of the positive ideal network [11]. 
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 The results in [10] show, according to the comparison in 
terms of bandwidth, that the conversational traffic class 
receives approximately the same bandwidth in any of the 
four decision algorithms used. 
 Taking into account the different traffic test used 
(conversational, streaming, interactive and background) 
and the relationship of the parameters evaluated in each 
case, [10] determined that MEW, SAW, TOPSIS provide 
performance similar to the four classes of traffic. GRA 
provides a slightly larger bandwidth and also a minor 
delay for the interactive and background traffic. 
 

C. Needless Handover and Hysteresis 

 
 The evaluation in [12] about the effects over quality of 
service in wireless networks was determined over the 
analysis of the horizontal handover process. Basically this 
process is divided in two parts: The first one is to 
determinate whether the handover is necessary and the AP 
selection destination; the second one is the evaluation of 
handover at layers 2 and 3, which takes into account the 
millisecond delay in the handover process (Layer 2 
between 50 ms and 400 ms, and Layer 3 up to 300 ms 
depending on the network.). The mobile terminal is 
considered in such Handover technique as the best 
handover server. The transfer decision is based only on 
 signal strength of a candidate AP. 1S
 
 Thus, 
 
 If, hSSi +> 0 , then execute the handover process. 
  
 The mechanism consists to make a handover to a new 
AP when the signal strength has improved over certain   
value. The hysteresis approach described, has the implicit 
drawback of producing a certain amount of unnecessary 
handovers when the ratio

h

hSSi +> 0 , it is still possible 
if the signal strength from the current AP is high. 
 
 In order to improve the last technique, SSHT (Relative 
Signal Strength with Hysteresis and Threshold) is 
evaluated.  
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 This technique describes the implementation of the 
handover process if hSSi +> 0  and furthermore 

if cso TS > . It means that the probability of having a 
handover in the path is not only subject to the level of 
hysteresis, but also set a threshold level that defines power 
of the current access point. 
 
 The Dwell Timer is an algorithm that ensures that the 
candidate network be stable. This algorithm is used with 
the hysteresis margin and only helps to optimize the 
handover system [1][13].  
 
 The dwell-timer waits a short time in order to verify if 
the candidate network QoS level persists, if the candidate 
network maintains the high level of QoS the network is 
reported as stable and could take the handoff, otherwise it 
is unstable and would not be a good candidate for the 
transfer process [13]. The operation of this algorithm is 
shown in the Figure 4: 

 
 
 

D. THOA (Trust-assisted Handover Decision 
Algorithm) Algorithm 

 
 The basic idea of THOA (Trust-assisted Handover 
Decision Algorithm) method is to have reliability 
coefficients considered in a making handover decisions. 
 The candidate network selection is made from a list of 
networks to avoid attempts of risk handover.  
 
 THOA is implemented in both, the mobile terminal and 
the network, due to the separation of confidence 
information and the handover decision process. In [14] 
handover algorithm is based on trust assisted (THOA) 
using indicators of trust networks as a preliminary trial 
factor for deciding to handover. Trusted information of a 
candidate network is used by the mobile terminal to 
evaluate if the authentication required can be satisfactorily 
completed by the candidate networks. 
 
 According to the results in [14], the conclusion shows 
that THOA reduces the number of unnecessary handover 
attempts, reviewing the relationship of trust with a 
network, before activating the handover process. Each of 
these early reviews ensures that any attempt to handover 
will be effective. 
 In terms of quality and bandwidth, THOA offers lower 
bandwidth compared to MHOA method, which provides 
more bandwidth in the process of handover.  
 

 THOA can offer lower bandwidth due the fact that it 
selects an access point with a lower quality of service in 
search of reliable information. In this way, THOA may 
offer a faster handover but with less compromise to quality 
service. 
 

E. Handover Based on Layer 2 

 
 The handover scheme proposed based MAC layer [15] 
is capable scan the available channels in a smooth way 
with the aim of generating a low impact applications in the 
upper layers, also it is used a mechanism adaptive to limit 
the search frequency of channels, primarily to adjust 
dynamically activation threshold for channels operational. 
 This method is implemented on 802.11b devices and 
made different experiments to evaluate performance; each 
of these experiments was repeated for 10 times and Table 
V shows the average results.  
 
 Thus, the smooth handoff and greedy smooth handoff 
can significantly reduce the consecutive packet loss, both 
smooth and greedy smooth handoff, test the channels 
continuously, therefore, the delay and lost packets 
demonstrate the same pattern; the full scan handoff is used 
to emulate the firmware-based handoff. The firmware-
based scheme has a better performance than the full scan 
handoff because hardware solution has less overhead than 
software solution. Therefore, if these handoff schemes are 
implemented by hardware, the packet loss and delay can 
be further reduced. 

TABLE V  Fig. 4.  A dwell-timer algorithm [13] 
AVERAGE RESULTS OF THE SCHEMES 

Scheme Total Loss 
Packets Max Delay (ms) 

Full Scan 50.3 384.4 

Smooth 6.2 48.1 

Greedy 4.9 33.8 

Firmware 24.6 102.2 

 
 The study proposed in [16] focuses in the impact of 
handover process to delay-sensitive applications, taking 
into account that in a hard handover process the mobile 
terminal cannot maintain simultaneous communication 
with a new AP and AP candidate; this implies that the data 
transfer is interrupted during the handover process. 
 
 In this way, the approach is as follow: 
 
 If, T is the total time of connection and A  is the total 
delay of the handover process, then AT ≤  and it appears 
as a primitive process if AT = . 
 
 HAMS (Handoff Accurate Measurement Strategy), the 
method proposed in [17], suggested that the parameter that 
really affects performance is T and not A , since the 
higher the downtime, the greater the chance of loss, 
duplication, or delay of packets. 
 According to the testing, the valueT is 6.907ms and the 
value A is 48.748ms, this indicates that the handover 
process takes a value of 41.841ms, i.e. after the scanning 
cycle and before the re-association, the mobile terminal 
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exchanged three packets of data with other stations. It is 
likewise clear that technology tested was 802.11b, but it 
indicates that the technique can be applied to other 
wireless technologies higher rate.
 

F. Scanning Solution 

 The proposal [18] analyzes the handover methods for 
large 802.11 networks with goal of a handover process 
faster and smoother, the study in this type of networks 
focuses on improving the scanning process of the access 
point.  
 Based on the above mentioned the proposal performed a 
series of experiments to evaluate the critical parameters of 
transfer through extensive analysis of the data acquisition. 
Basically it determined two key features: the response 
time of scanning and the hidden information of the access 
point.   The solution presented was renamed as D-Scan 
that uses the two features mentioned above to improve the 
scanning of point access. The scanning of the candidate 
access point is the principal cause of delay; therefore it is 
considered that a thorough scan before handover process 
(pre-scan) could be less satisfactorily for many 
applications. This study demonstrates that the delay time is 
of 50 ms to receive 99% of responses scan; these results 
were based on a field study on 802.11 networks in areas 
Hong Kong, such as universities, streets with wireless 
coverage, etc.  
 
 Likewise concluded that the pre-scan takes a long time 
to find the optimal access point, this time is between 
500ms to 1s, it affects substantially the performance of 
applications used on the network. 
 D-Scan is activated by the current quality link of an AP, 
basically performs a detection of this quality standard, if 
the current link has a low quality then need a handover 
process, i.e. RSSI<HANDOFF_THRESHOLD, otherwise 
the network card starts to make a deep scan. This analysis 
pretends to find a certain amount of APs with a RSSI level 
greater than 75dBm, if it is not possible to find an access 
point that meets the requirements, and then the scan is 
passed to the next channel in order to cover the total 
frequency. [19] 

VI. CONCLUSION 
In this paper we have analyzed different methods 

proposed for the operation of the handover process. First, 
it takes into account the quality of service parameters for 
voice over IP as a starting point in the decision to 
handover, thus, it is important that parameters such as the 
throughput, jitter, and SNR, meets the standards 
recommended in the standard. In this way, it is possible 
proceed to the next level of handover process, where the 
cover, power level and transfer time serves as stabilization 
parameter through a hysteresis level supported by an 
algorithm such as the d-well timer. 

Other methods such as cost functions based on policies 
set out three main parameters to make decisions for 
handover, the parameters are: cost, capacity and energy, 
applying these proportions to a relative and an absolute 
scale it is possible to identify the optimal network.   

 

MADN methods propose additional parameters such as 
bandwidth, delay, packet loss rate, getting similar results 
for the four proposed methods according to the bandwidth 
and the type of traffic transmitted. 

The description given for the MAC layer-based method 
and scanning solutions handle response time 
measurements, thresholds and conditions decision as most 
of the methods proposed, but represent advances that are 
taken into account in the process of handover stabilization 
even to be applied in other wireless environments. 
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Abstract - IRA (Irregular Repeat Accumulate) codes 
can be well utilized in wireless sensor systems, computer 
storage systems due to their approaching to Shannon 
limit by means of prominent decoding algorithm and etc. 
Belief propagation algorithm is the best decoding 
algorithm for IRA codes, but there is great hardware 
complexity with implementation. Minimum-sum 
algorithm modifies belief propagation algorithm at the 
cost of decoding performance. To utilize both 
normalized factor and offset factor, a modified low 
complexity algorithm is proposed to improve decoding 
performance better. Simulation results show that if BER 
requests to be 10－5, the encoding gain of the proposed 
decoding algorithm can be 0.5dB and 0.4dB better than 
normalized algorithm and offset algorithm respectively, 
and 0.1dB worse than belief propagation algorithm only. 
 

Keywords: IRA Codes, Belief Propagation Algorithm, 
Low Complexity, Normalized Factor, Offset Factor 

 

1 Introduction 

In the field of error correcting codes of wireless 
communication system and computer storage system, 
many scholars wanted to find out good codes with the 
deeper research, i.e. Turbo code and low density parity 
check (LDPC) code[1]. Therefore, seeking error 
correcting codes of linear encoding and decoding 
complexity and performance approaching to Shannon 
limit has been a hot issue in recent years. Turbo codes 
are a kind of good codes reaching Shannon limit, but 
with a more complex decoding algorithm. The decoding 
algorithm of LDPC codes is simple and its performance 
almost approaches to Shannon limit[2], but it has square 
encoding complexity. In 1998, Divsalar Doliner and Jin 
Hui etc proposed repeat-accumulate (RA) codes. In 
2000, irregular repeat-accumulate (IRA) codes were 
proposed[3] [4].They proved that the binary IRA codes 

and irregular LDPC codes can get the same superior 
performance, with far less encoding complexity than 
LDPC codes. More and more scholars have carried out 
research in IRA codes recently[5~7]. So IRA codes have 
started to be applied in wireless sensor systems[5][8] 
and computer storage systems[9~11].  

Belief propagation (BP) algorithm is the best 
decoding algorithm of IRA codes, but BP algorithm is 
very complex in implementation because it refers to 
hyperbolic tangent function and its inverse function. 
Look-up table is used in conventional method to 
implement those complex functions. Therefore, it is 
complex to implement by BP algorithm. Minimum- sum 
algorithm modifies belief propagation algorithm, but 
some decoding performance is lost. Normalized 
algorithm and offset algorithm are common modified 
minimum-sum algorithms. In this paper, an optimal low 
complexity decoding algorithm is proposed to improve 
decoding performance better by making the best of both 
normalized factor and offset factor.  

 

2 Decoding Algorithm for IRA 

Codes 

The IRA codes can be expressed by Tanner chart, 
shown in figure 1, which has information nodes, check 
nodes and parity nodes where fi is the ratio of 
information nodes linked to check node ci. Define the 
reliability information from check nodes to information 
nodes m[c, u], check nodes to parity nodes m[c, x], the 
edges linked node c to check nodes N(c). 

Define the reliability information from check nodes 
to information nodes m[c,u], check nodes to parity 
nodes m[c,x], linked node c to check nodes N(c).Then 
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Figure 1  The Tanner chart of IRA codes 
 
the iterative step of m[c, u] and m[c, x], in belief 
propagation decoding algorithm can be illustrated as: 
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We know belief propagation decoding algorithm is 

complex because of the complex function. Minimum- 
sum decoding algorithm is the simplified BP decoding 
algorithm like LDPC codes, which have the best 
decoding performance and great complexity. The 
equation m[c,x] and m[c,u] are as follows in 
minimum-sum decoding algorithm[1] [2]. 
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Define m[c, u] and m[c, x] in minimum-sum de- 
coding algorithm 2L  and the corresponding equations 
in BP decoding algorithm 1L . It can prove that the sign 

of  L2 is the same as that of  L1, but the amplitude of 
L1 is smaller than that of 2L , namely |L1|<|L2|.  So 
minimum- sum algorithm has a loss of performance. 

There are two ways to reduce |L2| to |L1| by equa- 
tion (5) and equation (6) like LDPC codes, leading to 
two decoding algorithms, normalized algorithm and 
offset algorithm respectively.  

3 2L L                        （5） 

where normalization factor 0 1  . 

   3 2 2sign | | max | | , 0L L L     （6） 

where offset factor 0  . 
In order to get the best decoding performance, 

normalization factor of equation (5) can be expressed by 

1 2[| |] / [| |]E L E L  , while offset factor of equation (6) 

can be expressed by 2 1[| |] [| |]E L E L   . The 
parameters can be solved by Monte Carlo method and 
can be derived through the theory of probability too. 

 

3 Modified Low Complexity Decod- 

ing Algorithm for IRA Codes 

The modified decoding algorithm in this paper is 
proposed by adjusting multiplicative normalized factor 
and by adjusting additive offset factor at the same time. 
Therefore, the enhanced decoding performance of 
normalized algorithm and offset algorithm is limited. 
Taken the hardware complexity into account, a modified 
low complexity decoding algorithm is proposed using 
both normalized factor and offset factor. Because 
normalized factor and offset factor are a single 
multiplicative and additive parameter respectively, m[c, 
u] and m[c, x] can be expressed by 

 3 2max ,0L L                  (7)            

where  is normalized factor,   is offset factor. The 
two factors can be solved to make the mean square error 
between |L3| and |L1| minimal.  

The mean square error is: 
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4 Performance Simulation of Modi- 

fied Low Complexity Algorithm 

The IRA codes whose length is 2000 and coding 
ratio is 0.5 (a=8, f3=0.452, f10=0.148, f16=0.075, f20=0.3, 
f26=0.125) to be modulated by BPSK through AWGN 
channel to get the performance of the proposed 
algorithm are simulated in the wireless sensor system, 
and iterative number is 30. At first, mathematical 

expectations 1[| |]E L , 2[| |]E L and 2
2[| | ]E L need solving, 

which change with different SNRs. By Monte Carlo 
method, these three expectations can be calculated, 
shown in figure 2(a). Then normalized factor and offset 
factor ,   can be solved, shown in figure 2(b). We 

can know that  and  change according to different 

SNRs, and the errors to their average values are shown 
in figure 2(c). We find the errors aren’t distinguished in 
figure 2(c), only about 20%.  
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Figure 2 (a) Mathematical expectations E[|L1|], E[|L2|] , 
E[|L2|2]. (b)Normalized factor  and offset factor ; (c) 
Errors of normalized factor and offset factor 

 

To make the optimal algorithm simpler, we make 
2

1 2 2[| |], [| |], [| | ]E L E L E L  with differ- rent SNRs fix on 

their average values. And the simulation curves for 

decoding performance are shown in figure 3. 
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Figure 3  Performance simulation of IRA codes’ 
several algorithms 
 

From figure 3, we can know that if the wireless 

sensor system needs BER to be 10－5, the encoding gain 

of the proposed algorithm can be 0.5dB and 0.4dB better 

than normalized algorithm and offset algorithm 

respectively, and only 0.1 dB less than BP algorithm. So 

the encoding gain of IRA codes is distinct in wireless 

sensor system. The hardware implementation com- 

plexity of these algorithms can be illustrated in Table I. 

BP algorithm is the most complex among these 

algorithms because complex functions, tanh and arctanh. 

What’s more, hardware complexity will be greater 

because of the use of many multiplications. Normalized  
algorithm and offset algorithm are simpler than BP 
algorithm very much, because these algorithms won’t 
refer to complex functions, and only a few of 
multiplications and adders. The proposed algorithm is a 
little more complex than normalized algorithm and 
offset algorithm, but its performance is excellent. 

 
Table I Comparison table of the hardware complexity of 
decoding algorithm for IRA codes 

algorithm tanh arctanh multipli
c-ation 

Adder 

BP a+2 a+2 3(a+2) 0 
Minim-sum 0 0 0 a+1+log2(a+2) 

Normalized 0 0 2 a+log2(a+2) 
Offset 0 0 0 a+2+log2(a+2) 

Purposed 0 0 2 a+1+log2(a+2) 

 

5 Conclusion 

Making the best of the ideas of normalized 
algorithm and offset algorithm, a optimal low 
complexity algorithm is proposed according to 
minimum mean square error rule. Simulation results 
show that the encoding gain of the proposed algorithm 
can be much better than normalized algorithm and offset 
algorithm respectively, and a little worse than belief 
propagation algorithm. The proposed algorithm can be 
used in the wireless sensor systems, achieving good 
performance with low hardware complexity.  
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Abstract— Ad hoc networks are a new wireless networking 

paradigm for mobile nodes. It enabling devices to create 

and join networks on-the-fly anywhere, anytime. The 

military, emergency rescue, disaster relief operations are 

the main applications of ad hoc networks. Unlike traditional 

wireless networks, ad hoc networks do not rely on any fixed 

infrastructure. Instead, hosts rely on each other to keep the 

network connected. In this paper we compared single path 

and multipath routing protocols over mobile ad hoc wireless 

networks using ns-2 simulator. Simulation results are 

presented by varying number of source, pause time and 

node mobility. 

Keywords— AODV, AOMDV, Routing, ns-2, Simulation  

1. Introduction 
Multipath routing protocols for MANETs main objectives 

are to provide reliable communication and to ensure load 

balancing as well as to improve quality of service (QoS) of 

MANETs. The main objectives of MANET are providing a 

solution to the user connected anytime, anywhere to a 

network. This kind of network is spontaneous, self-

organized and self-maintained. The primary challenge of 

routing in such an environment is to cope with node 

mobility, which leads to frequently changing network 

topology. Several routing protocols [1, 2, 3, 4] have been 

proposed in the literature for ad hoc networks. Most of these 

protocols assume cooperative network settings, where nodes 

are willing to receive, and transmit packets. The key idea 

behind all these protocols is to establish and maintain loop-

free paths to respective destinations while achieving a good 

balance among important performance metrics.  

Multipath routing protocols establish multiple routes from 

source to destination. The main advantage of discovering 

multiple paths is that the bandwidth between links is used 

more effectively with greater delivery reliability. It also 

helps during times of the network congestion. Multiple 

paths are generated on demand or by using a proactive 

approach and are of great significance because routes 

generally get disconnected quickly due to node mobility. 

The main objectives of multipath routing protocols are to 

provide reliable communication and to ensure load 

balancing as well as to improve quality of service (QoS) of 

ad hoc and mobile networks. Other goals of multipath 

routing protocols are to improve delay, to reduce overhead 

and to maximize network life time. The many multipath 

routing protocols were proposed for MANETs [5]. They can 

be classified according to different criteria. Based on the 

number of paths that are discovered from a route request, 

the routing protocols are divided into single path [2, 5] and 

multipath [7, 8]. On-demand multipath routing protocols [6, 

12] establish multiple paths to a given destination in a 

single-route discovery phase. Multiple paths to a destination 

provide better fault-tolerance to path breaks. In the case of 

on-demand multipath protocols a new route discovery 

(which typically requires a network-wide flooding of a route 

request message) is necessary only when all paths to a given 

destination break. Thus, they provide an (overhead) efficient 

means to recover from routing failure compared to single-

path on-demand routing protocols. 

Another feature of the routing protocols is the number of the 

discovered paths that are actually used for sending data. 

Some protocols use only a single path for the 

communication, while others distribute the data through 

different channels. The ad hoc network is more prone to 

both link and node failures due to expired node power or 

node mobility. As a result, the route used for routing might 

break down for different reasons. To increase the routing 

resilience against link and node failures, one solution is to 

route a message via multiple disjoint paths simultaneously. 

Thus, the destination node is still able to receive the 

message even if there is only one routing path exist. The 

multipath approach takes advantage from the large and 

dense networks. The route discovery process in the 

multipath protocols may be initiated either when the active 

path collapses or when all known paths towards the 

destination are broken [9]. The route discovery may stop 

when a sufficient number of paths are discovered or when 

all possible paths are detected. Multipath routing protocols 

can be node-disjoint [10] or link-disjoint [11] if a node (or a 

link) cannot participate in more than one path between two 

end nodes. 

Multiple paths can be used as backup route or be employed 

simultaneously for parallel data transmission. The multiple 

paths obtained can be grouped into three categories: 

 Disjoint: This group can be classified into node-disjoint and 

link-disjoint. In the node-disjoint multipath type, there are 

no shared nodes between the calculated paths that links 

source and destination. The link-disjoint multipath type may 

share some nodes, but all the links are different. 

Inter-twisted: The inter-twisted multipath type may share 

one or more route links. 

Hybrid paths: The combination of previous two kinds. 

Many disjoint multipath routing techniques [13, 14, 15, 16, 

17, 18, 19, 20] have been proposed for ad hoc networks, 

which have focused on improving the reliability of routing 

using path disjointness. In [13] proposed a node-disjoint 

multipath routing protocol for traffic load-balancing. They 

introduce a correlation factor for a set of multiple paths 

between source and destination, which measures the 

disjointness of paths in the set. The routing algorithm selects 

the set of multiple paths with minimum correlation so as to 

minimize the interference between transmissions in the 

individual paths. Saha et al. [15] proposed a maximally 

zone-disjoint multipath routing, which computes a set of 
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zone-disjoint shortest paths for traffic load-balancing. 

Disjoint multipath source routing proposed in [17], statically 

multiplexes the data traffic over multiple disjoint paths at all 

nodes on the primary path. The stability based multipath 

routing algorithm proposed in [16] computes a set of stable 

independent (disjoint) multiple paths, which can be used for 

a longer time to recover from the path breakage. 

Multipath protocols [12, 21, 22] based on distance-vector 

routing scheme have been proposed for ad hoc networks. 

Other multipath routing protocols have been also proposed 

for ad hoc networks [9, 23, 24]. Multipath Source Routing 

(MSR) [23, 25] extends DSR’s route discovery and route 

maintenance phases to compute multiple node-disjoint paths. 

It also proposes a mechanism to distribute load over 

multiple paths, based on the RTT measurement. SMR [14] 

finds maximally disjoint multiple paths and uses a per-

packet allocation scheme to distribute data packets on to 

multiple paths. This enables the effective utilization of 

network resources and avoids nodes from being congested. 

SMR computes only two paths to each destination. All the 

above protocols are based on the source routing protocol 

DSR. They cannot scale to large networks because source 

routing requires every data packet to carry full path to the 

destination. AODV-BR [21] calculates multiple paths 

without any extra control overhead. In this protocol, 

neighboring nodes hear the route reply transmissions by 

being in promiscuous mode, and store a route to the 

destination through the neighbor that transmitted the reply 

packet. The newly discovered paths are called a backup path. 

But, effectively nodes on the primary path contain only 

single path to the destination. It is the neighboring nodes 

who store backup paths. When a node on the primary path 

moves away due to mobility, it loses connection to its 

immediate downstream node on the path. Then, the node 

broadcasts the future data packets that it receives for that 

destination, assuming that any of its neighbors would have 

stored a backup path to the destination. The node also sends 

a route error packet to the source node, informing the route 

disconnection. Maxemchuck [26] proposed a routing 

mechanism called dispersity routing for store and forward 

data networks. It discusses the ways of splitting data and 

dispersing them over multiple paths to achieve smaller 

average and variance in delay. The popular link-state 

protocol OSPF [27] can find multiple paths of equal cost. In 

[28], Ad hoc On-demand Multipath Distance Vector 

(AOMDV) [12] is a multipath routing protocol based on 

AODV [29], which can compute both node-disjoint and two 

segment link-disjoint paths. It uses a notion of advertising-

hop count to form an invariant that ensures loop freedom. 

Further, in large networks two segment link-disjoint paths 

also take considerable amount of time to recover the route 

break, as route error has to traverse multiple hops to inform 

the route disconnection to the node that has alternate path(s).  

Ad hoc On-demand Distance Vector Multipath (AODVM) 

is also a multipath routing protocol based on AODV. It 

proposes a routing framework to provide robustness to route 

breaks. The protocol computes node-disjoint paths between 

source and destination. Through simulation results, it shows 

that only a few such multiple paths can be found in the 

network and hence they cannot provide much robustness. In 

order to increase robustness to route breaks, AODVM 

assumes the existence of a set of reliable nodes in the 

network and place them at the junctions of the link-disjoint 

multiple paths. A mechanism to identify such reliable nodes 

in the network would be a good addition to the protocol. 

In [18] proposed a stable node-disjoint multipath routing, 

which applies the path accumulation feature of DSR and 

AODV. But, this path accumulation feature requires the 

route request packet to carry the full path it has traversed. 

This requirement increases the size of route request packet, 

particularly in large networks where paths between nodes 

are longer. Disjoint multipath routing [19] proposed by 

Abbas and Jain tries to reduce the effect of path diminution 

problem in finding node-disjoint multiple paths. As this 

routing technique also requires the route request packets to 

carry the traversed path, it suffers from the same 

disadvantage as the previous protocol. In [30], Ducatelle et 

al. propose a hybrid multipath routing based on ant colony 

optimization framework for traffic load-balancing. 

Multipath fresnel zone routing [31] proposed to take the 

capacity of intermediate nodes into consideration for 

selecting disjoint multiple paths. It evaluates the capacity 

and the transmitting cost of different intermediate nodes, 

and formulates end-to-end paths of different capacity and 

cost. Then the protocol forwards the traffic through these 

different paths, by adjusting the amount of traffic on each 

path based on path capacity and congestion conditions. 

Roy et al. [32] compared the two disjoint multipath 

techniques that use omni-directional and directional 

antennas, respectively. They showed through simulations 

that directional antennas help in computing multiple paths 

efficiently, when compared to omni-directional antennas. 

Fault tolerant routing proposed in [33] uses a path 

estimation mechanism for selecting a reliable route. This 

algorithm relies on destination nodes sending feedback to 

source nodes, about the packet delivery capacity of multiple 

paths, which may increase the control overhead in the 

network. Also, there is some protocol complexity involved 

in implementing the path estimation mechanism. All the 

disjoint multipath routing techniques discussed above 

compute maximally disjoint multiple paths, whose 

availability is very less due to the disjointness constraint 

imposed in the path selection. Hence, disjoint multiple paths 

cannot provide efficient fault-tolerance towards route breaks. 

Also, these techniques involve considerable delay and 

overhead in selecting disjoint multiple paths. The multipath 

routing mechanisms proposed in [34, 35] use path 

redundancy for ensuring confidentiality to data transmission 

over ad hoc networks, which are not closely related to fault-

tolerant multipath routing techniques 

2. Multipath routing protocols 
Ad hoc On-demand Multipath Distance Vector (AOMDV) 

[11, 12] is an extension to the AODV protocol for 

computing multiple loop-free and link-disjoint paths. 

AOMDV is a reactive hop-by-hop routing protocol which 

finds node/link-disjoint multiple paths. In AOMDV when a 

source has packets to send to a destination and finds no 

routes in its routing table, it invokes a route discovery by 

broadcasting RREQ packets. Route discovery in AOMDV is 

similar to AODV. A RREQ packet in AOMDV includes all 

fields as that in AODV. Besides, it includes an additional 

field called the last hop, i.e., the neighboring node of the 

source. This information and the next-hop information, i.e., 

the node from which to receive the RREQ, are used to 
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achieve link-disjointness (shown in Figure 1) for reverse 

paths to the source. A node may receive multiple duplicate 

RREQ packets. For each packets received, it examines if an 

alternate reverse path to the source can be formed such that 

loop-freedom and link-disjointness are preserved. 

Upon establishing a reverse path to the source, an 

intermediate node checks if it has any valid path to the 

destination. If so, it generates RREP packets, including a 

forwarding path not used in any previous RREPs for this 

RREQ, and sends the RREP back to the source through the 

reverse path. Otherwise, it checks if it has forwarded this 

request before and forwards it if not. Upon receiving an 

RREQ packet, the destination tries to form a reverse path to 

the source. Then, it generates an RREP packet for each 

RREQ copy that arrives through a loop-free path to the 

source. Multiple RREPs intend to increase the probability to 

find multiple disjoint paths. 

Upon receiving an RREP packet, an intermediate node 

checks if it can form a loop-free and disjoint path to the 

destination using the same rule as when it receives an RREQ 

packet. If not, it drops the RREP. Otherwise, it checks if 

there is any reverse path to the source that has not been used 

to forward an RREP for this route discovery. If so, it 

chooses one of the unused reverse paths to forward the 

RREP. Otherwise, it drops the packet. 

Loop-freedom is guaranteed by satisfying the following 

sufficient conditions:  

Sequence rule: For each destination, multiple paths 

maintained by a node should have the same sequence 

number, i.e., the highest known destination sequence.  

For the same destination sequence number:  a node never 

advertises a route shorter than one already advertised, and 

never accepts a route longer than one already advertised. 

More details and a proof of correctness are available in [12]. 

Route maintenance is also very similar to AODV. Upon link 

breakage of the last path to the destination, a node generates 

or forwards an RERR packet. 

 

 

Figure 1 Route discovery process in AOMDV 

3. Performance comparison of single 

path and multipath routing protocols 
Simulation Environment: Network simulation ns-2 is with 

distributed coordination function of IEEE 802.11 for 

wireless LANs is used. The radio model uses characteristics 

similar to Lucent’s WaveLAN radio interface. The bit rate is 

set to 2Mbps and the radio range is limited to 250 meters 

and an error free wireless channel model is used.  

Movement Model: The random waypoint model is used to 

model node movements. Simulation time is 1000 seconds 

while the pause time varies from 0 seconds (continuous 

movement) to 1000 seconds (no mobility) [0, 50, 100, 250, 

500, and 1000 seconds]. We vary the node speed 1m/s, 

10m/s and 20m/s to compare the protocols performance for 

low and high mobility. Nodes speed uniformly distributed in 

the ranges of 0 to 1 m/s, 0 to 10 m/s and 0 to 20 m/s. 

Network size and communication model: The network size 

of 40 mobile nodes in rectangular area of size 1000m x 

1000m. Traffic pattern used up to 20 CBR/UDP connections, 

with sending rate of 4 packets per second between randomly 

chosen source-destination pairs. Connections begin at 

random times during the simulations. We use the identical 

traffic and mobility model pattern for different routing 

protocols.  Data packets have fixed size of 512 bytes and the 

interface network queue size for routing is set to 50 packets 

for all scenarios.  

Scheduling data packets: In AOMDV sender uses all 

available paths to a destination simultaneously. Data packets 

are sent over each individual path with equal probabilities. 

When one path breaks, the source stops using that path but 

does not initiate a new route discovery process. Only when 

all available paths are broken then a new route discovery 

process is initiated. In case of AODV, if existing route fails, 

it initiates the route discovery process.  

Simulation results of AOMDV with AODV are compared to 

emphasize the advantages and disadvantage of multipath 

versus single path routing in ad hoc networks.  

Packet Delivery Ratio:  

Figure 2, 3 and 4 shows the packet delivery ratio of the 

originated  application data packets each protocol was able 

to deliver, as a function of  node mobility, pause time and 

network load. For both routing protocol, PDR is very high 

for low offered traffic load, and low PDR for high offered 

load. Routing protocols does well in low traffic 1 or 5 

sources, delivery ratio is between 80% to 100%. In case of 

high traffic load 20 sources, PDR is less than 40%. Traffic 

load has lot of impact on routing protocols. Nodes speeds 

also affect the PDR metric, as node speed increase 

performance degrades. The reason is that the AOMDV 

source waits until all existing path break before sending a 

new route request and the probability that two paths break is 

lower if they are node disjoint. 

Routing Overhead: 

Figure 5, 6, and 7 shows the number of routing protocol 

packets sent by each protocol in obtaining the packet 

delivery ratio as shown in Figure 2, 3 and 4 respectively. In 

AOMDV protocol control overhead is almost independent 

of pause time. As the number of sources increase, routing 

overhead also increase. For low traffic AODV routing load 

is low, but in case of high load AOMDV uses less routing 

packets. Overhead is almost constant in low traffic.   In the 

following we discuss in detail the routing overhead for each 

scenario.   

Low mobility: The routing overhead in networks with low 

traffic is shown in Figure 5a. We clearly observe the higher 

(at least 50 times) over head of AOMDV compared to the 

AODV routing protocol.  When comparing AODV and 

AOMDV, the high traffic (20 CBR) multipath routing 

protocols requires less control messages, approximately it 

saves at least 40000 routing packets compared to AODV 

shown in Figure 5d. 
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Figure 2 Comparison of the packet delivery ratio of application data packets successfully delivered as a function of pause time. Speed 1m/s 

 
Figure 3 Comparison of the packet delivery ratio of application data packets successfully delivered as a function of pause time. Speed 10m/s 

 
Figure 4 Comparison of the packet delivery ratio of application data packets successfully delivered as a function of pause time. Speed 20m/s 

  

Moderate Mobility: In Figure 6 show the routing overhead 

for moderate mobility, the control over head is similar to 

low mobility shown in Figure 5.  In case of low traffic 

control over head is almost independent of pause time. 

AODV overhead is low in low traffic few hundred routing 

packets are required but in case of high traffic it needs 

approximately 150000 routing packets. 

High Mobility: In Figure 7 AODV routing over head is 

almost constant in low traffic as a function of pause time, 

but in case of high traffic routing overhead decline as a 

function of pause time increase. AOMDV routing is not 

affected by pause time. When number of connection 

changed from 1 to 5 only it contributed approximately 

10000 routing packets. Whereas, number of connection 

varied from 10 to 20, control over head also double.  

Overall in low traffic AODV performs better than AOMDV 

and in high traffic AOMDV is preferred compared to 

AODV and nodes mobility and pause time has little impact.  
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Figure 5 Comparison of the number of routing packets sent as a function of pause time. Speed 1m/s 

 
Figure 6 Comparison of the number of routing packets sent as a function of pause time. Speed 10m/s 

 

 4. CONCLUSION 

Table 1 has given performance comparison both 

single path AODV  and multipath AOMDV 

routing protocols, ―high‖ denotes the best 

performance, ―low‖ the worst. We summaries the 

performance of multipath and single path routing 

protocols for the different metrics. We find that: 

Multipath routing achieves in general better 

performance than single path routing in high 

traffic loads and vice versa.  

Table 1 Single vs Multipath results 

Traffic 

Sources 

PDR Routing Overhead 

AODV AOMDV AODV AOMDV 

1 and 5 High High Low high 

10 low Low High low 

20 low low High low 
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Abstract - The candidates of frequency bands and mobile 
communication systems for radio based train control and 
railway communication are introduced in this paper. The 
strength and weakness of frequency bands and mobile 
communication systems are also addressed for developing 
optimum frequency utilization and cost efficient railway 
infrastructure. A new calculation method of frequency 
spectrum bandwidth is proposed for radio based train control 
and railway communication system. Proposed method would 
be used to request new frequency band for dedicated railway 
communication system in Korea. 

Keywords: Railway communication, Train control, CBTC, 
GSM-R. 

 

1 Introduction 
  During the last two decades, overall railroad 
infrastructures have been rapidly developed with increased 
demand for railway services. Especially, railway signaling 
and communication are key factors to maintain reliable, safe 
and secure operation. In the past, the wired communication 
systems were used for train signaling and communications in 
railway industry.  Nowadays, wireless communication 
systems have emerged with a variety of advantages. The 
radio based train control and communication system is 
consider as cost efficient digital replacement for existing 
wired and analogue old railway system. North America and 
European countries have developed the radio based train 
control system to improve interoperability, safety, and cost 
efficiency. Unlike,  a U.S. communications-based train 
control (CBTC) uses unlicensed frequency band, European 
GSM-R (GSM-Railway) uses the licensed frequency band 
with 8 MHz bandwidth (876 ~ 880 MHz for uplink and 921 ~ 
925 MHz for downlink) [1][2]. Although, there are a lot of 
difficulty to be given dedicated licensed frequency band from 
the government, licensed frequency has many advantages 
over train control system. Licensed frequencies has no 
interference with other frequency band and it allows higher 
transmit power to increase radio coverage. Therefore, the 
reliability for secure communication can be increased, 
whereas infrastructure efforts along the railway track will be 
reduced. Especially, mobile communication based train 
control system has cost-effective deployment based on open 

and standard based technology. Modern mobile 
communication systems provide very high data rate and very 
high mobility with secure IP equipment interoperability. 
These key features are required for modernized railway 
communication architecture. 

 In this paper, we introduce the analysis result of 
frequency bands and mobile communication systems for 
Korean Radio based Train Control System (KRTCS) [3]. The 
candidates of licensed frequency for KRTCS are addressed in 
section 2. In section 3, we describe various candidates of 
mobile communication system for railway infrastructure. The 
estimation results of spectrum bandwidth for each system are 
shown in section 4, and conclusions are drawn in section 5.  

2 Frequency candidates for KRTCS 
  Since current Korean railway communication 
infrastructure is based on analog based radio system, railway 
communication services are restricted by poor quality of 
services, limited applications, large number of staff using the 
same channel and limited local connectivity. Because current 
radio system for railway infrastructure doesn’t meet the 
requirement of future railway communication, Korean 
government prepares new railway communication system. 
KRTCS is next generation train control and communication 
system which will replace current railway infrastructure in 
2015. KRTCS use the dedicated radio spectrum for train 
control and railway communication. However, there are lots 
of challenges to develop and commercialize KRTCS. The 
biggest obstacle of implementing KRTCS is the acquisition of 
radio frequency. Unfortunately, only limited license 
frequency bands remain for public use.   

 700MHz spectrum bands (698 ~ 806 MHz) which are 
supposed to be freed up with analog to digital TV transition 
can be used for KRTCS [4]. Frequencies below 1 GHz are 
more attractive for radio based train control than those above 
1 GHz. Lower path loss for greater radio coverage and lower 
Doppler shift for high speed train operation are the key 
features in 700MHz frequency. However, most country 
already has a plan to use this frequency band for next 
generation mobile communications, public safety, and ITS. 
New frequency allocation for railway infrastructures seems to 
be very competitive. 
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Fig. 1. Frequency candidates for KRTCS 

 White spaces refer to frequencies (54 ~ 698 MHz) 
allocated to a broadcasting service but not used locally [5]. A 
train control system which has very sophisticate location 
information can use these frequency bands. Even if white 
spaces have superior frequency properties and less 
competitive than 700 MHz, there are unlicensed spectrum 
allocation tendency for public usage. Because licensed 
spectrum provides very high reliability with minimum 
interferences, locally licensed white space frequency should 
be given for train control and communication system. Some 
technical difficulty also should be solved for implementing 
seamless frequency alternation by location information.  

 Exiting railroad infrastructures have their own radio 
frequencies for railway operation.  150 MHz, 440 MHz 
analog VHF and UHF bands are used for train driver and 
control center communication in Korea. Re-farming of the 
existing frequency has no need to allocate new frequency 
band and it can use superior frequency properties as well. 
However, new technologies for utilizing limited spectrum 
bandwidth should be needed and they increase the complexity 
of system and implementation cost. Frequency re-farming is 
heavily bounded by a very small amount of frequency bands 
which are currently used in Korea railway communication. 

  In conclusion, although there are very competitive 
to get frequency license, some frequency area of 700MHz 
spectrum bands is the most suitable candidate for KRTCS. 
This frequency area not only has good frequency spectral 
properties but also could be allocated up to 10MHz 
bandwidth for KRTCS. After careful estimation and analysis 
of required bandwidth for KRTCS, Korean railway 
companies and organizations have schedule to apply 700MHz 
frequency distribution process in 2011 

3 Mobile communication candidates 
for KRTCS 

 The KRTCS technologies shall be based on 
international standardization frame work to enhance the 
economic feasibility. It should support for high data rate and 
high speed train operation. High data rate with low latency 

are needed to support high capacity network utilization and 
real time operation in full mobility.  Many different mobile 
services are currently provided by various mobile 
telecommunication service companies in Korea.  2G mobile 
systems are ruled out due to the fact that it is not suitable for 
future railway communication requirement. Wideband Code 
Division Multiple Access (WCDMA), Wireless Broadband 
(WiBro, WiMax) and 3GPP Long Term Evolution (LTE) is 
3G or beyond 3G mobile system. These systems currently 
provide high quality mobile services and these are strong 
candidate for KRTCS. 

 WCDMA is 3G mobile communication network which 
densely deploys across the nation. Existing WCDMA 
network can be used as fallback system when dedicated 
WCDMA based train control fail to operation. Meanwhile, 
high cost equipments (Serving GPRS Support Node (SGSN), 
Gateway GPRS Support Node (GGSN)) for packet 
transmission increase the implementation cost. Moreover, 
WCDMA is relatively old school telecommunication 
technology compare to WiBro and 3GPP LTE.  

 WiBro (WiMAX) is wireless broadband internet 
technology developed by Korea [6]. Although it offers a high 
data throughput and wide area of coverage with relatively 
low cost network equipments, the major telecom companies 
tend to adopt their next generation mobile system as 3GPP 
LTE technology. 

 In 2008, awareness was created on a new technology, 
with a promising name 3GPP LTE. This would impact GSM-
R life cycle. 3GPP LTE is latest mobile network technology 
which evolved from WCDMA system. It provides high speed 
data rate (100 Mbps for downlink) and high mobility (up to 
500 Km/h) over the all IP-based network. Recently, 
International Union of Railways (UIC) prepares to develop 
the LTE-Railway for next generation of GSM-R [7]. The 
popularity and globalization is very important for the 
interoperation and longtime maintenance of railroad 
infrastructure. However, the preparation of commercialized 
LTE chip sets and test equipments for developing the radio 
based railway communication system needs more time. 
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Most prominent candidate mobile system is 3GPP LTE 
system. Although 3GPP LTE is not fully commercialized at 
this moment, it satisfies future railway communication 
requirement and will evolve to global railway standardization. 
The public hearing and discussion will be scheduled for 
railway organizations to decide mobile system for KRTCS in 
2011. 

4 Spectrum bandwidth calculation 
 Spectrum bandwidth estimation method varies from one 
area to another. Determining how many frequency bands are 
needed is vital to frequency band request to government. In 
this paper, we estimate the frequency spectrum bandwidth 
based on ITU-R M.1390 for train communication system.  
ITU-R M.1390 is the general methodology to estimate 
spectrum bandwidth for various mobile communication 
services using 12 parameters [8]. These 12 parameters are 
analyzed to apply radio based train control system. The 
estimation of total data rate which are used during the train 
operation is important to calculate bandwidth estimation. To 
estimate maximum transmission data rate, we assumed that 
Seoul station is the highest data traffic transmission place and 
diameter of cell coverage is 6 Km. As a result, the data rate 
for automatic train control (ATC) is induced about 530 kbps. 
To calculate the voice communication data rate, we should 
consider the point to point call, group call, broadcast call and 
emergence call from the railway many difference 
communication scenarios.  The total voice data rate is 
calculated as 224 kbps with 30 second average conversation 
time. 1.1 Mbps data rate is required for advanced railway data 
service like on-line ticketing, arrival and transit information. 
The surveillance video service is needed to improve the 
security of railway facilities and passenger monitoring. Video 
data rate is calculated as 2 Mbps respectively. Overall data 
rate is shown in table 1. 

Table 1.  Estimation of data rate for KRTCS 

Function Data rate 

Up link Down link 
ATC 530 kbps 530 kbps 

Voice call 224 kbps 224 kbps 

Data service  1,100 kbps 

Video service 2,304 kbps 2, 048 kbps 

Total 3,058 kbps 3,902 kbps 

 

 One of the critical parameter for estimating bandwidth is 
net system capability of mobile communication system. It is a 
measure of how much data are transmitted to given frequency 
bandwidth in a specific condition of mobile communication 
radio cell. The net system capabilities for train control 
environment are induced as 0.51, 1.30, and 1.70 

[bps/Hz/Cell] for WCDMA, WiBro, and LTE system 
respectively. Based on these parameters, we can deliver 
required spectrum bandwidth for establishing the KRTCS. 
For the highest reliability of train operation, fully duplicated 
network structure with overlaid radio cells is usually used in 
railway network planning. The duplicated network structure 
is shown in fig 2. As a result, total bandwidth should be 
double compare to single cell based system. 
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Fig. 2. Overlayed radio cells for railway communication 

 

WCDMA is Frequency Division Duplexing (FDD) system 
and offers 5 MHz bandwidth for up and down link 
respectively. For constructing overlaid radio cell, 40 MHz 
bandwidth is needed for implementing KRTCS. WiBro uses 
Time Division Duplexing (TDD) system and has 5 MHz, 8.75 
MHz, 10 MHz bandwidth profile in Korea. TDD can share 
the same bandwidth for up and down link connection. So, 
17.5 MHz bandwidth can be used for overlaid radio cell. 
3GPP LTE uses FDD and has 1.3 MHz, 3 MHz, 5 MHz, 10 
MHz bandwidth profile in Korea. To implement overlaid 
radio cell, 12 MHz bandwidth are required for KRTCS. 
Consequently, the required spectrum bandwidth of WCDMA, 
WiBro, and LTE are shown in Table 2. 

Table 2.  Required spectrum bandwidth for KRTCS 

Mobile 
System 

Up link Down link Total 
(Overlayed Cell) 

WCDMA 5.86 MHz 7.47 MHz 40 MHz 
(10 MHz x 4) 

WiBro 2.30 MHz 2.93 MHz 17.5 MHz 
(8.75 MHz x 2) 

3GPP 
LTE 

1.70 MHz 2.24 MHz 12 MHz 
(3 MHz x 4) 
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5 Conclusions 
 In this paper, we describe candidates of frequency band 
and mobile communication system for Korean radio based 
train control system. Each frequency bands and mobile 
systems are analyzed to construct efficient train control 
system. Required frequency bandwidth is calculated using 
ITU-R recommendation under the railway environment. 

 The analysis results of each mobile communication 
system will be used to select the dedicated mobile 
communication system for the KRTCS. The strong candidate 
of frequency band and mobile system for KRTCS is 700MHz 
spectrum band and 3GPP LTE mobile system respectively. 
As a result of bandwidth estimation, 3GPP LTE mobile 
system requires 12 MHz bandwidth for dedicated radio based 
train control and railway communication.  The calculation 
result of required bandwidth for KRTCS will be used to apply 
frequency bandwidth request process of 700MHz frequency 
distribution in 2011. 
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Abstract—Conserving energy is an essential consideration 
in designing routing protocols for mobile ad hoc networks.  
The majority of the work reported in the literature focuses 
on designing energy aware metrics to take place of the 
existing ones, and the improvements were not significant. 
In this paper, we propose a novel energy conserving 
routing protocol which use dedicated data and control 
channels instead of a single channel for both purposes, and 
the control channel, which we refer to as out-of-band 
channel, is used for control traffic. The proposed protocol, 
we refer to as ECOBR (Energy Conserving Out-of-Band 
Routing), can easily be applied to other routing protocols 
for wireless ad hoc and sensor networks. We theoretically 
analyze the effectiveness and efficiency of the ECOBR and 
give a rough condition which guarantees the effectiveness 
of the ECOBR. Simulation results show that ECOBR have a 
significant improvement in conserving energy in 
comparison with the AODV routing protocol when working 
over IEEE 802.11 MAC.  

Keywords: Energy Conserving; Out-of-Band; Ad Hoc Networks 

 

1 Introduction  
 

A MANET (or Mobile Ad hoc NETwork) [1] consists of 
a group of mobile, wireless nodes which cooperatively and 
spontaneously form a network independent of any fixed 
infrastructure or centralized administration. Accompanied 
with convenience brought by flexibility and scalability, 
energy supports for nodes in MANETs are usually limited 
due to their infrastructure-less nature. The energy depletion 
of nodes can easily lead to communication failures and 
network partitioning [9]. Therefore, saving energy from 
unnecessary use becomes a vital issue in prolonging the 
network lifetime. 

Many efforts have been made to design routing 
protocols to save energy and elongate network lifetime for 
MANETs, however, the enhancements are usually limited. 
In [9,13], D. Kim and his co-researchers proposed a new 
metric, the energy drain rate, to be used to predict the 
lifetime of nodes according to current traffic conditions. 
Combined with the value of the remaining battery capacity, 
the metric is used to establish whether or not a node can be 
part of an active route and in turn avoids situations in which 

a few nodes allow too much traffic to pass through them. 
Reference [9] also mentioned that the overhearing problem 
results in the similar behaviors of all energy-aware routing 
protocols and prohibits performance enhancement.  

IEEE 802.11 [2] is one of the dominating MAC 
protocols for ad hoc networks and is used by many proposed 
routing protocols as their underlying MAC protocol. Ad hoc 
mode operation defined in IEEE 802.11 MAC does not use 
any infrastructure: nodes communicate directly with all othe 
nodes that are in wireless transmission range. Because there 
are no base stations to moderate communication, nodes must 
always be ready to receive traffic from their neighbors. A 
network interface operating in ad hoc mode does not sleep 
[8]. Therefore, besides the energy consumed by routing 
control overhead and data transmission, overhearing is 
another significant energy drain in MANETs. In ad hoc 
networks, a transmission from one node to another is 
potentially overheard by all the neighbors of the transmitting 
node – thus all of these nodes consume power even though 
the data transmission was not directed to them.  

Recent trends of reducing hardware cost and technique 
development have made it feasible to equip nodes with 
multiple interfaces and reduce the energy consumption of 
switching the radio into off state (sleep state). Multiple 
channels and multiple interfaces have been used in some 
research in MANET area. In [4], S. Singh and his coworker 
proposed a power-aware multiple access protocol (PAMAS) 
using a separate control channel, in which a node turns off 
its radio interface for a specific duration of time, when it 
knows that it will not be able to send and/or receive packets 
during that time due to the possibility of multiple access 
interference. However, such fine grained control of on-state 
of the radio interface at MAC layer requires fast transition 
between on and off state (within a millisecond in 802.11b, 
e.g.), which is far from realistic in the state-of-art 
commercial radios for high speed networks. Multi-channel 
has also been used in [5] and [7] separately to increase 
throughput and network capacity. 

Because IEEE 802.11 has already been standardized and 
implemented by many commercial radios，it is not likely to 
be taken place by other MAC protocols in ad hoc networks 
for general use in near future. In this paper, we propose an 
energy conserving routing protocol which can conserve a 
significant amount of energy by largely alleviating the 
energy drain on overhearing in IEEE 802.11 based ad hoc 
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networks. The proposed protocol is referred to as ECOBR 
(Energy Conserving Out-of-Band Routing). The ECOBR 
uses dedicated data and control channels instead of a single 
channel, and the control channel is used for control traffic 
(control packets at network layer). By separating the control 
traffic from data communication channel, the data 
communication radios on nodes that are not involved in any 
transmission can be turned off thus can save energy that 
would otherwise be wasted in overhearing unintended traffic. 
Note that network layer control of the on-off state of radios 
can greatly reduce the number of state switches between on 
and off in comparison with the MAC layer control. 
Following this instruction, the proposed ECOBR routing 
protocol is described in detail in Section II. Section III 
presents the simulation results showing that ECOBR can 
conserve a significant amount of energy in ad hoc networks 
when working over IEEE 802.11. Effectiveness and 
efficiency analysis are presented in Section 4. Finally, we 
conclude this work in Section 5. 

2 Energy Conserving Out-of-band 
Routing 
 

2.1  Background 
 

2.1.1 Ad-hoc On-demand Distance Vector (AODV) 
Routing Protocol 

3 

 

Ad-hoc On-demand Distance Vector (AODV) [3] 
routing is one the most representative routing protocols for 
ad hoc networks. In AODV, when a source wants to send 
data to a destination and no route is available in its routing 
table, it initiates a route discovery process by flooding a 
route request (RREQ) for destination throughout the 
network. A RREQ packet is uniquely identified by a 
sequence number so that duplicate RREQs can be 
recognized and discarded. Upon receiving a non-duplicated 
RREQ, an intermediate node records previous hop and 
check whether there is a valid route entry to the destination 
existing in route table locally. If it is the case, the node 
sends back route reply (RREP) to the source; otherwise, it 
rebroadcasts the RREQ. When the destination receives the 
route request, it will reply with a RREP to the source. As the 
RREP traverses though the established reverse path, each 
node along the path set up a forward pointer, update 
corresponding timeout information and records latest 
destination sequence number (for the freshness checking by 
intermediate node to determine whether sending RREP or 
not). A node updates routing information and propagates the 
RREQ upon receiving further RREPs only if RREP contains 
either a greater destination sequence number (fresher) or a 
shorter route found. After receiving the RREP at the source 
node, a path to the destination is available and data 
transmission can begin. 

For the path maintenance part, route failure can be 
detected by link layer feedback. When a route failure is 
detected, route error (RERR) packets are sent back to all 
sources to erase route entries using the failed link. A route 
discovery procedure will be issued if the route is still needed.  

Note that all the processes mentioned above are done in 
a single channel. With only one channel in use, nodes 
cannot turn off their radios because they should always be 
ready to receive potential traffic from their neighbors, and 
therefore, waste lots of energy in overhearing unintended 
traffic.  

2.1.2 Out-of-band Channel 
 

An out-of-band channel is typically used to separate 
control traffic from data traffic. In this paper, we use two 
network interface cards to allow the using of two channels. 
The newly added out-of-band channel is used for 
interchanging control packets in network layer.  

2.2  Overview of ECOBR 
 

2.2.1 Networking Model 
 

The ECOBR protocol is a combination of the original 
AODV and the idea of using an out-of-band channel. The 
single channel networking model used by AODV is shown 
in figure 1 in which both control and data traffic are going 
through the same protocol stack and the only channel. In 
contract, the ECOBR uses the networking model given in 
figure 2. Newly added parts are represented by gray boxes, 
which allow the control packets exchange of routing 
protocol to take place over the out-of-band channel that is 
separated from the channel used for data packet 
transmissions. ECOBR can operate over two channel 
dedicated to data and control traffic independently. We 
assume the radio for control channel is always on while that 
for data communication can be turned off when no route is 
using it. So in what follows, when we mention about radio, 
it represents the radio used for data communication. 

 

Figure 1.  Single Channel Networking Model  

Figure 2.  Double Channels Networking Model used by ECOBR 

2.2.2  Route discovery 
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The route discovery process is done in the out-of-band 
channel follows the same procedures in the AODV. To 
enable coordinating the work in two channels, a few 
changes have to be made in original AODV route discovery.   

We give a simple example to illustrate the working 
process and how it can control the on-off state of nodes 
based on network layer decision. As shown in figure 3a, 9 
nodes are evenly distributed in a square area and their radios 
are turned off (represented by gray circles) at initial state. 
Here we assume that the transmission range of each node 
can only cover its one-hop neighbors; for instance, in figure 
3, node 1 can only communicate directly with nodes 2, 4, 
and 5. 

Figure 3.  Radio state transition in route discovery 

When node 1 wants to transmit data to node 9 and no 
route is available in its routing table, it broadcast the route 
request in the control channel and all the intermediate nodes 
follows the operation specified in AODV. When node 9 
receives the route request, it turns on its radio and sends 
back a route reply. Upon receiving a route reply, a node 
turns its radio on and waits for the coming data transmission. 
As shown in figure 3b, after the route reply reaches node 1, 
a forward path with all the nodes along it turned on is 
available and data transmission can begin. And in this case, 
all the nodes that are not on the path are turned off thus will 
not expend energy on overhearing. 

Please note that in contrast with the MAC layer 
operation of on-off state of nodes, in which the interval 
between a node being turned off and then turned on is 
counted by milliseconds, our scheme controls the on-off 
state of radios based on routing strategies, and the interval is 
generally in the order of the lifetime of a route. Not only can 
our scheme significantly reduce the number of times to 
switch the on-off state of nodes (which can save energy 
expended on switching state), it is much easier to achieve in 
real commercial products as well. 

2.2.3  Route Maintenance 
 

The route maintenance process is also done in the out-
of-band channel. According to the specification of AODV 
routing protocol, route error packets will be sent once a 
path failure occurs. Differing from the single channel case, 
the proposed protocol requires a change that a node turns 
off its radio upon receiving a RRER packet if there is no 
other communication session (or has no available route in 
its routing table) using it. The downstream nodes of the 
failed link will turn their radio off, after being idle for a 
period of time (See Section 2.2.4 for explanation),  The 

transition of radio state in aforementioned example when a 
link failure occurs is given in figure 4. When the link 
between nodes 5 and 9 fails (figure 4a), route error is send 
back to erase routes in upstream nodes and turn their radio 
off (figure 4b). And node 9 will turn itself off (figure 4c), 
after waiting for a period of time and no data are 
transmitted to it.  

Figure 4.  Radio state transition after a link failure 

2.2.4  Radio State Transition in ECOBR 
 

A key issue for ECOBR is the on-off state control of 
data communication radio. The state diagram outlining the 
behavior of the radio state in ECOBR is given in figure 5. 
The ACTIVE_ROUTE_TIMEOUT is a constant used by 
routing table to purge stale routes. Routing table will set a 
path to invalid after being idle for this period of time. 
According to [3], this value is set to 3000 milliseconds by 
default, but we use 10,000 milliseconds in our simulation to 
fit the network environment. 

 
Figure 5.  Radio on-off state diagram 

During the route discovery process, a node switches its 
radio on when receives a route reply from control channel. 
And when it receives a route error message or does not 
receives any message using the current route within 
ACTIVE_ROUTE_TIMEOUT, the node checks if there is 
any other connection using it; if not, it will turn the radio 
off; or otherwise, keep the radio on since it still has to serve 
the other connection session. We use 
ACTIVE_ROUTE_TIMEOUT here because in the AODV 
if a node does not receive any message using the current 
path within this period of time, it will invalidate this path in 
its routing table; so even in original AODV, when next time 
a data transmission needs to use this node for the same 
route, it has to start a route request again, and in ECOBR 
case, its radio can be switched on again upon receiving the 
route reply. 

 

3 Simulations 
 

The goal of this section is to investigate the effect of the 
proposed ECOBR routing protocol on energy conserving. 
We implement the proposed routing protocol in Ns2 [12] 
and compare the performance of ECOBR with that of 
AODV when both are working over IEEE 802.11 MAC 

508 Int'l Conf. Wireless Networks |  ICWN'11  |



protocol. We assume both of the data communication 
channel and the control channel have the same 
characteristics. We run simulations over a variety of 
scenarios and see a significant improvement in conserving 
energy. 

3.1 Simulation Settings 
 

In this section, we list the key parameters used in our 
simulation, these parameters apply to all the following 
scenarios if without explicative declaration. 

 
3.1.1  Energy and Radio Parameters 
 

Important energy and radio parameters used in our 
experiment are listed in Table I. Referencing to [4, 11], the 
radio we use consumes 15 watts during while transmitting, 
11watts while receiving and 50mW in idle mode. 

TABLE I.  KEY ENERGY AND EADIO PARAMETERS 

Sending Power 15 watts 
Receiving Power 11 watts 

Idling Power 0.05 watt 
Initial Energy 1000 Joules 

 
3.1.2 Traffic Parameters 
 

Traffic parameters used in this work are listed in Table 
II. 

TABLE II.  TRAFFIC PARAMETERS 

Packet Size 512 bytes 
Packet Type UDP, cbr 
Sending Rate 4 packets / second 

Traffic pattern  Uniform  

 
3.2  Simulation Results 
 

3.2.1  Line Topology 
 

A line topology of 5 nodes is used to evaluate the 
ECOBR and AODV is shown in figure 6. Node 0 serves as 
the source node and sends traffic to Node 4. We use line 
topology to investigate the scenario in which no other nodes 
will overhear the transmission excluding the nodes on the 
path. Hence, line topology is expected to make minimum 
difference between the proposed ECOBR and the original 
AODV.  This simulation runs 300 seconds. 

Figure 6.  Line Topology 

The residual energy of each node after running ECOBR 
and AODV over the given topology is shown in Table III. 
As we expected, the energy conserving performances of the 
two protocols are almost the same. The slightly higher 
residual energy in ECOBR is resulted by separating the 
traffic into two channels, and hence reduces the contention 
in data channel. 

TABLE III.  RESIDUAL ENERGY IN LINE TOPOLOGY 

 Node 0 Node 1 Node 2 Node 3 Node 4 

AODV 670.17 659.23 659.23 659.23 750.19 

ECOBR 671.54 660.62 660.62 660.62 750.78 

 
3.2.2 Lattice Topology 
 

As shown in figure 7, the lattice topology used in our 
experiment consists of 49 static nodes evenly distributed in 
a square area size of 1000m x 1000m. Here, we use lattice 
topology to test the static regular scenario. First, 
connections 1, 2, and 3 are used to generate traffic as given 
in the figure.  The simulation runs 150 seconds. Then we 
run another simulation by adding connection 4, 5, and 6 in 
the same topology. 
 

Figure 7.  Static Lattice topology 

Total consumed energy information of two scenarios 
after running simulation is given in Table IV. Note that few 
nodes are died in the tested scenario. We can see in the 
scenario with 3 connections, the ECOBR consumes 43% 
energy of that consumed by AODV; and in the 6 
connections case,   the ECOBR consumes 69% energy of 
that consumed by AODV. This difference is mainly resulted 
by the situation that more nodes are involved in data 
communication in the scenario with 6 connections hence 
fewer nodes can be prevented from expending energy in 
overhearing. 

TABLE IV.  TOTOAL CONSUMED ENERGY IN LATTICE TOPOLOGY 

 3 connections 6 connections 

AODV 19247 33888 

ECOBR 8402 23464 

 
3.2.3 Dynamic Random Topology 
 

In the dynamic random topology, the initial positions of 
mobile nodes are randomly selected within an area of 
1500m x 300m; the “random way-point” model is used to 
simulate nodes movement. These mobile nodes move with 
speeds uniformly selected between 0m/s and 10m/s to their 
randomly chosen destinations. Each node stops for 50 
seconds after arriving at its destination before moving again. 
We vary the node density, traffic rate, and the number of 
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connections in our experiment to see their impact on energy 
conserving performance of the proposed protocol. Each of 
the following simulations runs 300 seconds. 

Figure 8 shows the results generated by varying node 
density—the number of nodes within the test area. The 
number of connection sessions is fixed as 3. In 20 nodes 
case, the ECOBR consumes only 25% energy of that 
consumed by the AODV. In the following cases, the energy 
consumed by the AODV increases drastically as the 
number of nodes increases while that of ECOBR stays low 
and increases with a very small gradient. This is largely 
contributed by the increase of nodes that are not involved in 
the data communication but expend energy in overhearing 
the unintended traffic. 
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Figure 8.  Consumed Energy vs. Number of Nodes 

We fix the number of nodes as 30 and vary the traffic 
rate from 2 to 8 packets/second. The results of consumed 
energy by each case are given in figure 9. We can observe 
the phenomenon that in both AODV and ECOBR cases, the 
consumed energy values are proportional to the traffic rate. 
However, in AODV case, the consumed energy is 
obviously much higher than that in ECOBR. 
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Figure 9.  Consumed Energy vs. Traffic Rate 

The number of nodes is also set to 30 for this scenario 
and we vary the number of connection sessions from 1 to 5. 
This time, we see a different phenomenon in figure 10 in 
comparison with previous ones—the energy consumed by 

ECOBR increases much faster than aforementioned cases. 
But if we take a look at the scenario given in lattice 
topology section, we may easily come up with the answer: 
fewer nodes can be saved from expending energy in 
overhearing as the number of connections increases. 
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Figure 10.  Consumed Energy vs. Number of connections 

4 Effectiveness and Efficiency 
Analysis 
 

In this section, we explain the energy consuming 
behaviors in wireless ad hoc networks and present an 
analysis on effectiveness and efficiency of ECOBR by 
taking major energy drains into consideration. The key issue 
that affects the effectiveness and efficiency of the proposed 
ECOBR is the energy cost introduced by the control channel.  
It is true that ECOBR will cost more energy than single-
channel case when using network interfaces which consume 
significant amount of energy in their idling state. So, we try 
to derive a rough condition which takes network 
environment into account and guarantees a better energy 
conserving performance in our proposed  networking model 

4.1   Energy Consuming Behaviors 
 

From the perspective of the network layer, the possible 
behaviors that consume energy include: 

1) Transmitting, Energy consumption is Ptrans per 
second. 

2) Receiving and overhearing, Energy consumption is 
Precv per second. 

3) Idling, Energy consumption is Pidle per second.  
 

4.2   Network Characteristics 
 

We define the following variables to represent network 
characteristics: 

1) Density of nodes: represented by d nodes/m2, this 
affects the number of nodes overhearing a transmission. 

2) Affect Range: represented by r meters, this variable 
is typically related to the transmitting power and 
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transmission range, within which all the nodes will expend 
energy in overhearing the transmission.  

3) time: represented by ti seconds, each i shows one 
connection. 

4) Number of connections: represented by N. 
 

4.3   Comparision between ECOBR and single-
channel routing 
 

Assuming the costs of control traffic and necessary 
transmitting and receiving of data traffic are the same in 
both cases. Then, effectiveness and efficiency of ECOBR 
are mainly affected by the comparison between the energy 
used in idle state in the out-of-band channel and the energy 
saved from being overhearing unintended traffic in data 
channel. These two energy value can roughly be estimated 
as: 

                                                

                                                                       (1) 

                                                             
[4] S. Singh, C.S. Raghavendra, Power Aware Multi-

Access protocol with Signalling for Ad hoc Networks, 
ACM SIGCOMM Computer Communication Review, 
Volume 28 ,  Issue 3, pp. 5-26, July 1998. 

                                                                       (2) 
 

where t is the simulation time measured in second and c 
represents the number of nodes which are within the Affect 
Range and on active paths(thus will not be turned off and 
will still expend energy on overhearing) as well. And note 
that values d, r and N positively contribute to c. From the 
above discussions, the efficiency can be represented by 
Esave/Eidle, and if it is larger than 1, we say ECOBR is 
effective in conserving energy. Let Esave > Eidle, we have:  

     

                                                                               (3)  

 

In (3), the large values of N, d, and r will contribute 
positively to making the expression satisfied; hence these 
factors have positive impact on the efficiency of the 
proposed ECOBR. As we can see, even in the situation that 
the difference between Precv and Pidle is not significant, our 
proposal is still effective in network environments that 
allow the satisfying of (3). 

5 Conclusion 
 

In this paper, we propose a novel energy conserving 
routing protocol for mobile ad hoc networks named ECOBR. 
The ECOBR is implemented by extending original AODV 
and differs from traditional routing protocol by operating the 
route control processes in an out-of-band channel thus 
allows the on-off state controlling of data communication 
radios. Properly turning off radios on nodes that are not 
involved in data communication can largely prevent wasting 

energy on overhearing unintended traffic. Theoretical 
analysis gives a rough condition which guarantees the 
effectiveness of the ECOBR. Simulation result show that, 
compared against single-channel routing protocol, ECOBR 
can conserve a significant amount of energy. 
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Abstract— The coverage problem is a fundamental issue in
wireless sensor networks (WSNs). Recent coverage patterns
only utilize the adjustable ranges of sensors to minimize
the sensing energy consumption. However, a big amount
of energy consumption for communication is not strictly
taken into account, especially for high rate data transmis-
sion applications. In this paper, we introduce an energy-
efficient pattern that is used to minimize the communication
energy consumption for high rate data transmission WSNs,
while simultaneously, guarantee a high degree of sensing
coverage. Theoretical calculations and extensive simulation
are conducted to evaluate the efficiency of the new pattern
compared to existing ones in terms of various performance
metrics. Our proposed pattern can minimize the total en-
ergy consumption at most 17.4% compared to the existing
patterns, which were known as the best patterns.

Keywords: coverage problem, deployment patterns, high rate data
transmission, wireless sensor networks.

1. Introduction
Modern technology has enabled a new generation of

wireless sensor networks (WSNs) that are feasible for a
wide range of commercial and military applications. A
wireless sensor network is composed of a large number of
autonomous sensors that are densely deployed into a target
sensing field to monitor physical phenomena of interest [1].
Replenishing power resources is a difficult and impossible
task in most cases, since each sensor has a limited power
battery. Energy-saving optimization is an important criteria
to evaluate the success of WSNs. Recent analysis [4] shows
that each sensor spends a larger portion of power for a
communication task than for a sensing task. The power usage
for WINS Rockwell seismic sensor for completing a data
transmission task and a sensing task are 0.7W and 0.02W,
respectively. In low rate data transmission application, it is
reasonable to concentrate on minimizing the sensing energy
consumption since sensors perform sensing task throughout
their lifetime, and rarely transmit the data. However, in
high rate data transmission applications, the communication
energy consumption is drastically higher than the sensing
energy consumption since sensors may need to transmit the
real-time tracking data continuously [8], [10]. Therefore,

this paper considers the problem of how to minimize the
communication energy consumption by adopting a strategic
coverage pattern.

A fundamental issue in WSNs is the coverage problem,
which concerns how well the target sensing field is mon-
itored or tracked by sensors. In this paper, we consider
the full coverage problem in the sense that every point in
the target sensing area is covered by at least one sensor.
On the other hand, there are two mechanisms in sensor
deployment: deterministic deployment and random deploy-
ment. In deterministic deployment, a sensor can be placed
exactly at a pre-defined position in the target sensing field.
In contrast, the position of a sensor is not known a priori
in random deployment. Our proposed strategic pattern is
useful in deterministic deployment as well as in random
deployment. Another important consideration in WSNs is
the node scheduling problem, as it has a significant impact
on extending the network lifetime. A node scheduling mech-
anism operates in such a way that a set of active sensor
nodes is selected to work in a round. Another set is selected
in the next round, as long as the coverage goal is met
[12]. The results of this paper can be used as a guideline
to select active sensors in each round that two conflicting
goals are satisfied simultaneously: minimizing the energy
consumption and keeping a high degree of coverage.

As shown in [4], power consumption can be divided into
three domains: sensing, communication, and data processing.
Recent coverage patterns only consider how to minimize the
overlapped sensing areas of sensors, and thus optimize the
sensing energy consumption of WSNs. In [3], [12], [14],
the authors utilize the adjustable sensing range of sensors
to achieve significant improvement in coverage efficiency.
Recently, the authors in [14] proposed the optimal sensing
energy patterns using two adjustable sensing ranges. These
patterns outperform the existing ones with respect to various
performance metrics. However, none of the previous work
considered patterns that minimize the communication energy
consumption. A huge amount of energy is spent on data
transmissions in applications that require high rate data
collection in real-time [8], [10]. This problem becomes
critical since sensors cannot replenish their power, thus the
network lifetime is decreased significantly. For this reason,
communication energy consumption should be taken into
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account when designing energy-efficient coverage patterns.
In this paper, we propose a coverage pattern that concen-

trate on minimizing the communication energy consumption.
Since data transmissions are the most important source for
sensors’ energy depleting in high rate data transmission
WSNs. In summary, this paper makes the following key
contributions:

• A novel coverage pattern is constructed so that it can be
used in deterministic deployment as well as in random
deployment. In deterministic deployment, the pattern
becomes a strategic plan to design efficient WSNs.
In cases where sensors are randomly deployed, our
proposed pattern aids a node scheduling mechanism to
select active nodes in each round.

• The proposed pattern has a structure that is easy to im-
plement and design due to their simplicity. Moreover,all
sensors in our proposed pattern only use a uniform
sensing range.

• To the best of our knowledge, when considering an
energy-efficient pattern for the coverage problem, we
provided the best pattern in terms of communication
energy consumption.

The remainder of this paper is organized as follows. In
section 2, we discuss related work. Section 3 presents the
system model and assumptions while Section 4 presents
our proposed pattern. Section 5 shows the performance
evaluation result. Finally, we conclude our work in section
6.

2. Related Work
A survey on the energy-efficient coverage problem is

researched by Cardei and Wui [4]. The paper summarizes
various problems on coverage area as well as their corre-
sponding solutions. One of the mechanisms to reduce the
redundant energy is using a node scheduling strategy. In this
strategy, the network is scheduled to operate in turn, in the
sense that one set of sensors is selected to monitor fully the
entire target sensing field, and another set will be selected
at another time, after the current set of sensors goes into a
dormant state. Coverage ratio is one of the measurements of
the system’s quality of service. It plays an important role in
evaluating whether or not a WSN topology is good. There
is always a lower bound of coverage ratio. If the coverage
ratio falls below this threshold, the network may not operate
correctly. Therefore, the major challenge for the success of
WSNs is designing an energy-efficient pattern that provides
a high degree of coverage.

Another approach to extend the network lifetime is using
sensors with adjustable ranges. In [12], two coverage pat-
terns were proposed to reduce the sensing energy consump-
tion of WSNs. The authors constructed patterns based on
regular polygon-tiles that cover the entire target sensing field
without overlap. They proposed an efficient pattern which

Fig. 1: Uniform Sensing Range Pattern based on Regular
Triangle Tile.

was based on the regular triangle tile as shown in Fig. 1.
However, the authors did not consider the adjustable sensing
range of sensors. In [14], the authors introduced the concept
of coverage density that was used as a standard metric to
evaluate the efficiency of a pattern in terms of coverage
efficiency. Then, they proposed the optimal sensing energy
consumption patterns, using two adjustable sensing ranges
for the triangle tile, called pattern A, and the square tile,
called pattern B as shown in Fig. 2. The ratio between the
large disk’s sensing range and small disk’s sensing range
of pattern A and pattern B are

√
31 and

√
5, respectively.

These patterns have been shown to outperform prior ones
with respect to various performance metrics. Similar to [3],
[12], and [14], we consider the problem of energy-efficient
area coverage patterns. However, this paper supplements the
important limitation of previous studies by introducing a
pattern that is considered to be the best among the existing
ones in terms of communication energy consumption.

The analysis of the power usage for the WINS Rockwell
seismic sensor shows that the power usage for communica-
tion is between 0.74 W and 1.06 W, for the idle state it is
0.34 W, for the sleep state 0.03 W, and for the sensing task
0.02 W [9]. Obviously, the communication energy consump-
tion is much higher than the sensing energy consumption.
Recently, more applications such as monitoring industrial
processes, geophysical environments, and civil structures
(buildings, bridges, etc.), require high-data rate signals [8],
[10]. A key challenge in those applications is how to
collect efficiently those fidelity data subject to limited radio
bandwidth and the battery of sensors. Therefore, finding an
energy-efficient pattern in terms of communication energy
consumption is crucial in such applications.

In [2], Bai et al. propose deployment patterns to achieve
full coverage with three-connectivity and full coverage with
five-connectivity, under different ratios of sensor communi-
cation range over the sensing range for WSNs. The authors
in [15] and [13] consider the k-coverage problem with

Int'l Conf. Wireless Networks |  ICWN'11  | 513



(a) Pattern A.

(b) Pattern B.

Fig. 2: Optimal coverage patterns with two adjustable sens-
ing range.

any arbitrary sensing shape and find the weak sub-regions
degrading the overall coverage performance. Various related
coverage problems have been discovered recently. Examples
include the coverage problem in three dimensional space [6],
coverage for estimating localization error [11], and barrier
coverage problem [13].

3. System Model and Problem Formula-
tion
3.1 System Model

In this paper, we assume that sensor nodes are randomly
deployed in a two-dimensional target sensing field, where
each node uses a Global Positioning System or a localization
scheme to know its position. The sensing area of each sensor
is a disk of a given sensing range. The sensors are in charge
of monitoring a target sensing field which is assumed to be
very large compared to the sensing area of a sensor, and
thus we can ignore the boundary effect of the target sensing
field.

The sensing range and the transmission range of a sensor
in a coverage pattern is illustrated in Fig. 3. The transmission
range (RC) is usually larger than the sensing range (RS) to
guarantee the connectivity between sensor nodes. Two nodes
can communicate only when they are in the transmission
range of each other. The total area inside the sensing range

and transmission range are called the sensing disk and
communication disk, respectively.

We construct a minimal spanning tree among active nodes
when calculating the communication energy consumption.
Each node adjusts its communication range to the farthest
node on the tree to guarantee network connectivity. We also
assume that the energy consumed by communication for a
sensor is proportional to the square of the distance from
itself to its farthest node in the minimum spanning tree when
calculating the theoretical energy consumption.

R
S

R
C

Sensing range

Transmission range

Fig. 3: Sensing Range and Transmission Range.

Finally, since our sensor deployment is random deploy-
ment, we may not find a sensor that has the exact location
in the pattern. In this case, we select a sensor that is closest
to the ideal position in the corresponding pattern. Similar
to previous studies, we construct the patterns based on a
regular polygon-tile that cover the whole target sensing field
without overlap. We also suppose that all tiles are covered
in the same manner. Sensors are placed at the vertices of the
polygons and the circles represent the sensing areas or the
communication areas of sensors.

3.2 Important Definitions

I1

I2I3

S1

S2 S3

Fig. 4: Coverage Density.
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Before going into the details of our proposed pattern, we
introduce three important metrics that are used in [4] and
[14] to compare the efficiency among patterns in terms of
coverage density and communication energy consumption.

Definition 1. Coverage density (D) is the ratio of the total
area of the parts of sensing disks inside the tile divided by
the area of the tile. Given a coverage pattern as in Fig. 4, the
coverage density D is calculated as D = S1+S2+S3

SI1I2I3
, where

S1, S2, and S3 denote the areas of parts of sensing disks of
sensors I1, I2, and I3 inside the tile, respectively; SI1I2I3

denotes the area of the triangle tile.
Definition 2. Sensing energy consumption per area

(SECPA) is the part of the sensors’ sensing energy used
by the nodes inside a tile divided by the tile’s area. We
suppose that the sensing energy consumption is proportional
to the area of sensing disks by a factor of µ1, or the power
consumption per unit. Then, SECPA is SE = D.µ1

Definition 3. Similar to SECPA, communication energy
consumption per area (CECPA) is the part of the sen-
sors’ communication energy used by the nodes inside a
tile divided by the tile’s area. When calculating CECPA,
we replace the sensors’ sensing disks with the sensors’
communication disks and calculate in the same manner with
SECPA.

3.3 Problem Formulation
We now give a formal description of the energy-efficient

coverage pattern formulation. We assume that there has been
n nodes deployed in the working area. Similar to [16], the
total energy consumption of each sensor is calculated as
follows:

E = kS(R)x + (1− k)T (R)y + C,

where S(R) and T (R) denote the sensing range and commu-
nication range of a sensor, respectively; x and y are constants
between 2 and 4; and k is a constant, such that 0 ≤ k ≤ 1.
The energy consumed by the idling radio and processor of
each sensor is a constant, C.

Given the ratio k between the sensing tasks and the
communication tasks, find the coverage pattern or the set of
nodes to work in one active period that minimizes the total
energy consumption E of all sensors in this set. The coverage
pattern should satisfy the sensing coverage constraint which
follows that every point in the working area is covered by
at least one sensor. It also means that every point in the
working area must be inside the sensing range of at least
one sensor.

4. Proposed Pattern
As presented in [15], the uniform sensing range pattern

based on the triangle tile is the optimal topology, in the
sense that it provides the minimum number of sensors used
to cover fully the entire target sensing field. However, the

communication energy consumption of the uniform sensing
range pattern based on the triangle tile is considerably high.
Therefore, to retain the advantages of this pattern, and simul-
taneously improve the communication energy consumption,
we construct another pattern, called pattern C, based on a
hexagon tile, as shown in Fig. 5.

I1 I2

I3

I4I5

I6

Fig. 5: Pattern C.

As opposed to the previous patterns, we assign different
tasks to sensors. In Fig. 5, only three sensors placed at I1,
I3, and I5 retain both roles: sensing the monitored field
and continuously communicating with other sensors. On the
other hand, sensors placed at I2, I4, and I6 only need to
turn on their communication ability. The main reason for
this strategy is that the topology of all sensors retaining
both roles is the same with the topology of the uniform
sensing range pattern based on the triangle tile. Therefore,
the coverage density and the sensing energy consumption of
pattern C are equal to the coverage density and the sensing
energy consumption of the uniform sensing range pattern
based on the triangle tile, respectively. Due to the symmetry,
sensors in pattern C can take turns to switch on/off their
sensing ability. For example, in the first round, sensors at
I2, I4, and I6 turn on their sensing ability, while sensors
at I1, I3, and I5 turn off their sensing ability. In the next
round, sensors placed at I2, I4, and I6 take on the sensing
responsibility, while sensors at I1, I3, and I5 can safely turn
the function off. Therefore, the energy consumption is more
well-balanced between sensor nodes.

We apply the same method as in [14] to calculate the
coverage density D and sensing energy consumption per
area. For pattern C, the coverage density and sensing energy
consumption are:

DC = 2Π/3
√
3 ≈ 1.2091

SEC ≈ 1.2091µ1,
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where µ1 is the sensing power consumption per unit.
We assume that all sensors are involved in communication.

To calculate the communication energy consumption of this
pattern, we construct a minimal spanning tree that spans
all the sensors. We assume that the energy consumed by
communication for a sensor is proportional to the square
of the distance from itself to its farthest neighbor on the
tree by a factor of µ2, where µ2 is the communication
power consumption per unit. We ignore the edge effect and
calculate CECPA for the case of an infinite grid, as for the
estimation of coverage density. The communication energy
consumed by each node in each rectangle is 1

3I1I2
2µ2, since

each node contributes to three hexagons. Finally, the CECPA
of pattern C is calculated as follows:

CEC =
6
3I1I2

2µ2

SI1I2I3I4I5I6

≈ 0.7698µ2,

where SI1I2I3I4I5I6 denotes the area of the hexagon tile.
Since patterns A and B outperform the prior ones in terms

of sensing energy and communication energy consumption.
In this paper, we only need to compare the energy con-
sumption of our proposed pattern with these patterns. Table
1 summarizes the SECPA and CECPA of three patterns. We
can obviously see that patterns A and B have the lowest value
of sensing energy consumption, whereas pattern C is the best
pattern in terms of communication energy consumption. In
the next section, we will compare the energy efficiency of
all patterns with extensive simulation.

Table 1: Energy consumption per area for different patterns

Type SECPA CECPA
Pattern A 1.10µ1 1.15µ2

Pattern B 1.17µ1 µ2

Pattern C 1.20µ1 0.7698µ2

5. Performance Evaluation
5.1 Simulation Environment

To evaluate the efficiency of our new pattern (pattern
C), we use the same simulation environment as in [12],
[14]. We randomly deployed 1000 sensors in a 50m× 50m
area. The sensing range of the large disk, R, varies from
4m to 12m. We first construct a minimal spanning tree
among the working nodes to estimate the communication
energy consumption. We assume that the energy consumed
by communication for a working sensor is proportional to
n’s power of the distance to its farthest neighbor in the tree
(n = 2, 4). As mentioned earlier, we suppose that we can
find a sensor at any desirable position. Since this assumption
may not hold in practical applications, we select sensors that
are closest to the pre-defined positions in our ideal patterns.
We use the following metrics to compare the performance
of all patterns:

1) Sensing energy consumption per area (SECPA) in one
round.

2) Communication energy consumption per area
(CECPA) in one round.

3) Total energy consumption per area (TECPA) in one
round.

We use the energy cost model as in [16], to estimate
the TECPA of the entire network. In this model, the total
energy consumption of each working node is calculated by
the following formula:

E = kS(R)x + (1− k)T (R)y + C,

where S(R) and T (R) denote the sensing range and commu-
nication range of a sensor, respectively; x and y are constants
between 2 and 4; k is a constant, such that 0 ≤ k ≤ 1. The
energy consumed by the idling radio and processor of each
sensor is a constant, C. Similar to [16], we select x = y = 4
and C = 2000 for our simulation.

5.2 Simulation results
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Fig. 6: Sensing energy consumption.
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Fig. 7: Communication energy consumption (n = 4).
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Fig. 8: Total energy consumption.

As shown in Fig. 6, the simulation results for the sensing
energy consumption are correlated with the theoretical anal-
ysis in section 4. Patterns A and B are better than pattern C in
terms of the sensing energy consumption. Pattern C has the
highest sensing energy consumption since its active sensors
in one round create the same pattern with the uniform
sensing pattern based on the regular triangle tile.

Fig. 7 shows the communication energy consumption of
all patterns when the path loss exponent is n = 4. Pattern C
is the best pattern with respect to the communication energy
consumption, since the average distance between neighbor
nodes in pattern C is smaller than other patterns. Thus, the
communication energy consumption is minimized.

Fig. 8 shows the total energy consumption of three pat-
terns. It is obvious that our proposed pattern C outperforms
the other patterns in terms of the total energy consumption
in most cases. When the ratio k < 0.7, the total energy
consumption of pattern C is always lower than other patterns.
In high rate data transmission WSNs, the ratio k between
the sensing and transmission is considerably low. Therefore,
pattern C is the most preferred pattern in a WSN that has
frequent traffic. On the other hand, patterns A and B are
suitable for WSNs that have low traffic. Moreover, in a
WSN which the data transmission rate is dynamic, we can
use both pattern A and C to have the most benefit of those
two patterns. When the transmission rate is low, we can
use pattern A. Pattern C can be switched on when the
transmission rate increases.

6. Conclusion
In this paper, we constructed an energy-efficient coverage

pattern under the condition of a high ratio of sensing
coverage. Our mathematical and simulation results show
that our new proposed pattern significantly improves energy
consumption of patterns A and B that were previously known
as the best by up to 17.4%. Our future research will consider
scheduling algorithms employed on the proposed pattern

and improve the sensing energy consumption as well as
minimizing the number of deployed sensors.

Acknowledgment
"This research was supported in part by MKE and MEST,

Korean government, under ITRC NIPA-2011-(C1090-1121-
0008), WCU(No. R31-2008-000-10062-0)and PRCP(2011-
0018397) through NRF, respectively."

References
[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, "A

survey on sensor networks," IEEE Communications Magazine, vol. 40,
pp. 102-114, 2002.

[2] X. Bai, D. Xuan, Z. Yun, T. H. Lai, and W. Jia, "Complete optimal
deployment patterns for full-coverage and k-connectivity (k ≤ 6)
wireless sensor networks," In Proceedings of the 9th ACM International
Symposium on Mobile Ad Hoc Networking and Computing, pp. 401-
410, 2008.

[3] M. Cardei, J. Wu, and M. Lu, "Improving network lifetime using
sensors with adjustable sensing ranges," International Journal of Sensor
Networks, vol. 1, pp. 41-49, 2006.

[4] M. Cardei, J. Wu, "Energy-efficient Coverage Problems in Wireless
Ad-hoc Sensor Networks," International Journal of Computer Commu-
nications, pp. 413-420, 2006.

[5] G. J. Fan, S. Jin, S. Cheng, "An Approach to Finding Weak Regions
for Wireless Sensor Networks with Arbitrary Sensing Areas," In
Proceedings of the 9th ACM International Symposium on Mobile Ad
Hoc Networking and Computing, pp. 445-446, 2008.

[6] C. F. Huang, Y. C. Tseng, L.C. Lo, "Coverage and Connectivity in
Three-Dimensional Underwater Sensor Networks," Wireless Commu-
nication and Mobile Computing, vol. 8, no. 8, pp. 995-1009, 2008.

[7] S. Meguerdichian, F. Koushanfar, M. Potkonjak, and M. B.Srivastava,
"Coverage problems in wireless ad-hoc sensor networks," In Proceed-
ings of the 20th IEEE INFOCOM, pp. 1380-1387, 2001.

[8] L. Porta, T. IIIangasekare, P. Loden, Q. Han, and A. Jayasumana, "Con-
tinuous Plume Monitoring Using Wireless Sensors: Proof of Concept
in Intermediate Scale Tank," Journal of Environment Engineering, vol.
135, no. 9, pp. 831-838, 2009.

[9] V. Raghunathan, C. Schurgers, S. Park, and M. B. Srivastava, "Energy-
Aware Wireless Microsensor Networks," IEEE Signal Processing Mag-
azine, vol. 19, pp. 40-50, 2002.

[10] W. Song,R. Huang, B. Shirazi, and R. LaHusen, "TreeMAC: localized
TDMA MAC protocol for real-time high-date-rate sensor networks," In
Proceeding of the IEEE Internation Conference on Pervasive Comput-
ing and Communications, pp. 750-765, 2009.

[11] W. Wang, V. Srinivasan, B.Wang, and K. C. Chua, "Coverage for
target localization in wireless sensor networks," IEEE Transactions on
Wireless Communications vol. 7, no. 3, pp. 667-676, 2008.

[12] J. Wu, and S.Yang, "Energy-efficient node scheduling models in
sensor networks with adjustable ranges," International Journal of Foun-
dations of Computer Science, vol. 16, pp. 3-17, 2005.

[13] G. Yang, and D. Qiao, "Multi-Round Sensor Deployment for Guaran-
teed Barrier Coverage," In Proceedings of the 30th IEEE INFOCOM,
pp. 2462-2470, 2010.

[14] V. Zalyubovskiy, A. Erzin, S. Astrakov, and H. Choo, "Energy-
efficient Area Coverage by Sensors with Adjustable Ranges," Sensors
Journal, vol. 9, pp. 2446-2460, 2009.

[15] H. Zhang, and J. C. Hou, "Maintaining Sensing Coverage and Con-
nectivity in Large Sensor Network," International Journal of Ad Hoc
and Sensor Wireless Networks, pp. 89-124, 2005.

[16] Z. Zhou, S. R. Das, and H. Gupta, "Variable radii connected sensor
cover in sensor networks," ACM Transaction on Sensor Networks, vol.
5, no. 1, 2009.

Int'l Conf. Wireless Networks |  ICWN'11  | 517



Random Point Process Modeling of Location and Time Dependent
Interference in Uplink of Mobile Communication Systems

K.S.Subramanian Iyer1, Vijayalakshmi Chetlapalli2
1School of Management, International Institute of Information Technology, Pune, India

2School of Information Technology, International Institute of Information Technology, Pune, India

Abstract— This paper proposes a random point process
model for the total interference at a base station in a mobile
communication system. The expected cumulative interference
from users generating voice and/or data traffic, located
at different distances from the base station is analytically
evaluated . Analytical solution for the total interference is
presented for the cases when users are static and mobile.
The model is generic and will aid in interference studies
of several types of wireless communication systems. It is
proposed to verify the analytical solution by system level
simulations.

Keywords: Interference Modeling, Mobile communications, Ran-
dom Point Processes

1. Introduction
The uplink interference in mobile cellular systems is

characterized by several random factors viz., varying user
load, no. of users, types of traffic, distance of the the
user from the base station (BS) and time dependent ar-
rival of users. Whatever be the method of multiple access
(TDMA/FDMA/OFDMA/CDMA), an accurate estimation
of uplink interference is critical for optimal use of radio
resources and higher spectral efficiency. The received signal
at the BS at any given time is a composite of the desired
signal (from the mobile that the BS is communicating with)
plus the interference signals received from all the other active
mobiles within the coverage area of the BS. Interference
is also present in the downlink. However, the number of
interferers in the downlink is much less as compared to
the number in the uplink. So, we focus our analysis on
evaluating interference in the uplink.

Random point processes form a special class of stochastic
process [1] and are currently used in modeling a variety
of problems in wireless communications. Interference in
mobile communication systems is closely dependent on the
continuously varying distance separation of the users from
the BS and the random arrivals/departures of users from the
system. The aim of this paper is to present a probabilistic
model for interference at the BS based on random point
processes. The model reflects network variability in time and
space. It has been reported by many authors that shot noise
is a good model for representing interference in wireless
networks. In the classic shot noise model, shots arrive

according to Poisson process. The shots are independent and
identically distributed random variables. The overall effec-
tive is additive. The exact formulation of this requires point
process. In the case of a mobile communication system, time
and distance variation of the users can be modeled as point
processes to evaluate cumulative interference.

This paper is organized as follows. In Section 2, we
present the random point process model for cumulative
location and time dependent interference. Section 3 presents
the solution for the probability frequency function of the
interference using partial differentiation and Fourier trans-
forms. The solution is presented for the cases of static
and mobile users. Some numerial results and plots of the
expected value of the cumulative interference are presented
in Section 4. In Section 5, we elucidate the utility of the
interference model and discuss the scope for future work.

2. The Interference Model
Consider the case of a single BS serving a cell, located

at a position x (see figure 1). Users are assumed to be
located randomly at spatial locations distributed over the
area of the cell. The users can initiate voice or data calls. We
propose to use point process for modeling the interference
as experienced by the BS . The model is based on following
postulates:

1) Call arrivals from users in the system are Poisson
2) Time spent by each user within the system (service

time) follows negative exponential distribution
3) Position of each user w.r.t BS can be static or random

( i.e., users are either stationary or mobile)
4) Users may generate power as per the traffic type
We associate with each interfering user a random inter-

ference power aj(xi, ti) where xi is the distance of the user
i from the BS at time ti and j represents the type of traffic
(voice/data) generated by the user. aj(xi, ti) constitute a set
of statistically independent random variables.

Let h(x− xi, t− ti) be the unit response due to the user
i at distance the base station at instant t where t > ti . h
is assumed to be deterministic, representing the pathloss. A
typical realization of total interference at the BS at time t
due to user type j may be written as

Y j(x, t) =
∑

i

aj(xi, ti)h(x − xi, t − ti) (1)
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Figure 1: Interference Scenario in the uplink

aj(xi, ti) being a random variable, Y j is also a random
variable, since h is deterministic. It may be noted that Y j is
non-Markovian and we can express the moments of Y j by
using probability frequency function π(yj , t).

For a time-independent system, we can express the mo-
ments of Y j as

E[Y j(x) =
∑

i

E[a(xi)]h(x, xi) (2)

For a time-dependent and location-independent system
(i.e, static users), we can express the moments of Y j as

E[Y j(t) =
∑

i

E[a(ti)]h(t, ti) (3)

Voice and data call arrivals can both be modeled as
Poisson processes with exponential service times [2], [3],
[4]. The inter-arrival times and service times for each of
these traffic types will be different,though. For the rest of
the discussion, we drop the index j, as the solution for Y
will be identical for both data and voice traffic, except for
the values of the Poisson parameter λ and the mean service
rate µ.

3. The Solution
The cumulative interference Y is completely characterized

by its probability frequency function π(y, t). All the mo-
ments of Y can be derived from π(y, t). In this section, we
investigate the solution for π(y, t). The solution is presented
for two cases—the case of static users and the case of mobile
users.

π(y, t)dy denotes the probability that Y takes a value
lying between Y and Y + dy at time t, Y being zero at

t = 0. p(ai)dai is the probability of interference power lying
between ai and aidai . Let the poisson arrivals of calls be
characterized by the parameter λ.

Assuming the system to be time invariant, we can analyze
the events that occur in (0,∆t). There are two possible
events: (I)

1) A user arrives in (0,∆t) with probability λ∆t ,
in which case a contribution a(xi)h(xi) arises and
the contribution to π(y, t)is given by λ∆t

∫
π(y −

ah, t)p(a)e(−µt)da where µ is the servicing rate.
2) No user arrives in (0,∆t) with probability 1 − λ∆t

, in which case the origin is shifted to ∆t with the
result π(y, t − ∆t)dy will give the probability that y
lies between y and y+dy at time t. The corresponding
contribution to π(y, t) is (1 − λ∆t)π(y, t − ∆t).

Combining (1) and (2) we get

π(y, t) =(1 − λ∆t)π(y, t − ∆t)+

λ∆t

∫
π(y − ah, t)p(a)e(−µt)da

(4)

This leads to the partial differential equation

∂π

∂t
= −λπ + λ

∫
π(y − ah, t)p(a)e(−µt)da (5)

Defining π̄(s, t) = 1
2π

∫
π(y, t)eisydy, we get

∂π(s, t)
∂t

= −λπ̄(s, t) + λ

∫
eiashπ̄e−µtp(a)da (6)

Defining Φ(u) =
∫

p(a)eiuada, the characteristic function
of a(x, t), and substituting in above,

.
∂π̄(s, t)

∂t
= −λπ̄(s, t) + λπ̄e−µtΦ(sh) (7)

The solution of π̄(s, t) can be written as

π̄(s, t) = e−λt+λ
R t
0 eµτΦ(sh)dτ (8)

We note that π̄(s, t) is the characteristic function of the
cumulative interference power Y . It yields all the moments
of Y . The first moment N is given by

∂N

∂t
= −λN + λNe−µtΦ(0) + hΦ

′
(0)λe−µt (9)

Solving for N(t) we get

N(t) = hΦ
′
(0)λe−Ψ(t)

∫ t

0

eΨ(τ)−µτdτ (10)

where
Ψ(t) = λt − λΦ(0)

µ (1 − e−µt)
Φ(0) = kam

Φ
′
(0) = k am

2

2
am= maximum possible interference power generated by a
single user
k= probability with which a user generates am
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N(t) represents the expected value of the cumulative
interference power at the BS. It is proposed to simulate the
system based on (1) and (10).

What is crucial to the solution of π(y, t) is the determi-
nation of p(a). p(a) is the probability distribution function
of the interference contribution from individual users. The
determination of p(a) has to be dealt with differently for
the cases of static and mobile users. These two cases are
discussed in detail in the following subsections.

3.1 Evaluation of p(a) for Static Users
When all users are stationary, a is only time-dependent,

and is characterized by the distribution of the traffic type. In
this case, p(a) will be the distribution function of the traffic
(poisson for voice, etc). For the traffic types that cannot be
represented using known distributions, p(a), λ and µ have
to be evaluated from simulations or traffic experiments and
used for arriving at π(y, t).

3.2 Evaluation of p(a) for Mobile Users
For this section of the discussion, we will denote the

distance separation of the user from the BS as x instead
of x − xi , to simplify the notation. When the users have
mobility, a depends on both distance and time. In this case,
distance of the user from the BS varies with time. We define
p(x | x0, t | t0) as the probability that the user is at a
distance x from BS at time t , given that the position of
user at t = t0 is x0 . Essentially, p(a) is now replaced by
p(x | x0, t | t0). Since x varies with time t, p(x | x0, t | t0)
has to be evaluated using Kolmogorov forward equations.
The maximum allowed separation distance between the BS
and the user beyond which handover takes place is denoted
by xc. We make use of the Markovian nature of x(t) to
represent the following:

p(x | x0), t + ∆t) =
∫

p(x
′
| x0, t)p(x | x

′
,∆t)dx

′
(11)

where

p(x | x
′
, t,∆t) =R(x | x

′
)∆t+

δ(x − x
′
)
[
1 − ∆

∫
R(x | x

′
)dx

] (12)

R(x | x
′
)∆t represents the probability that the user moves

from x
′

to x in ∆t and is proportional to ∆t . This depends
on the velocity of the user, or more generally, the mobility
model used. The second term in the equation represents the
probability that the user continues to remain at the same
distance x from the BS.

Substituting in the Kolmogorov forward equation, we get

∂p(x | x0, t)
∂t

= − p(x | x0, t)
∫

R(x
′
| x)dx

′
+∫

p(x
′
| x0, t)R(x | x

′
)dx

′
(13)

Assuming R(x
′ | x)dx

′
= R(x

′
)dx

′
and

∫ xc

x0
R(x)dx =

b, the above equation reduces to

∂p

∂t
= −bp + R(x) (14)

Using initial condition p(x | x0, 0) = δ(x − x0), we can
solve the above equation thus

p(x | x0, t) =
R(x)

b
(1 − e−bt) + δ(x − x0)e−bt (15)

4. Numerical Results
To gain some insight into the validity of the interference

model, the values ofN(t) have been plotted for various
values of λ and µ, for the case of static users. The traffic is
assumed to be homogeneous for each of the plots, i.e., no
combination of dissimilar traffic types has been considered.
The probability k is assumed to be 0.1. Typically, this
value depends on the percentage of users at the cell edge,
as these will be transmitting at maximum power. As we
have considered only static case, the response factor h only
models pathloss, without any fading effects. The study for
the case of mobile users is under progress.

4.1 Variation of N(t) with Arrival Rate
Figure 2 shows the plot of N(t) for two values of arrival

rates, 1/7 and 1/20. In mobile communications, the typical
average interarrival time for voice calls is 7 seconds [5]. The
arrival rate of data calls is modeled to be 1/3rd of that of the
voice calls. The figure shows variation of N(t) for interarrival
times of 7 and 20 seconds. It can be seen that the expected
interference increases with arrival rate, for a given service
rate.

Figure 2: Variation of N(t)with λ
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4.2 Variation of N(t) with Service Rate
The variation of N(t) with service rate µ is depicted in

Figure 3. The typical call holding times (1/µ) for voice
calls is taken to be 90s and that of data calls to be 600s.
The expected value of interference is higher when the call
holding time is longer, for a given arrival rate. This is
because the average number of interfering users in the
system will be more for longer call holding time.

Figure 3: Variation of N(t)with µ

5. Conclusion
In this work, an attempt has been made to represent all

possible aspects in modeling the cumulative interference
power in the uplink of a mobile communication network
viz., varying user load, number of users, types of traffic,
distance of the users from the BS and time dependent
arrival of users. One of the significant uses of this model
is that it accounts for heterogeneous traffic. The cumulative
interference from different traffic types can be estimated
by including respective values of λand µ for each of the
traffic types. Though the model presented here is for the
case of a single cell, it can be extended for the study
of cellular communication systems comprising of multiple
cells, with appropriate changes. Further, it is proposed to
validate the analytical model by simulations. Simulations
are under progress and the results will be produced for
publication in the near future.

6. Acknowledgement
The authors would like to thank International Institute of

Information Technology, Pune, India for their approval and
support in carrying out this research.

References
[1] Srinivasan S.K and Iyer, K.S.S., Random Processes Associated With

Random Points on a Line, Zastosowania Matematicae, Applications
Mathematicae VIII (1966), p 229.

[2] ETSI, TR101 112v3.2.0, Selection Procedures for the choice of radio
transmission technologies of the UMTS, UMTS 30.03 v3.2.0

[3] Seyed Mohammadreza Hashemiannejad, Aziz Mahmoodi and Jahangir
Dadkhah Chimeh, Delay Calculation of Internet Traffic in Mobile Sys-
tems International Journal of Multimedia and Ubiquitous Engineering
Vol. 4, No. 4, October, 2009.

[4] David Soldani, QoS Management in UMTS Terrestrial Radio Access
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Abstract - Wireless mesh network is the key technology for present 

generation in wireless networking for providing fast and hassle free 

services to users. The conformity of Wireless Mesh Networks to offer 

Internet connectivity is becoming a popular choice for Wireless 

Internet Service Providers, as it allows a flexible, easy and 

inexpensive network deployment. However, these networks are prone 

to critical attacks because of the security fissures in the draft 

standard. Moreover security in Wireless Mesh Networks is still in its 

infancy as very little attention has been devoted so far to this topic 

by the research community. The security mechanisms proposed so 

far can work well for securing only data frames.Management frames 

are unencrypted and have been sent transparently, thus facilitating 

the launch of dos attacks. So for pervasive network connectivity, it is 

mandatory to thwart these attacks for the uninterrupted and stable 

network availabilty. In this paper we have analyzed the impact of 

Authentication and Association flooding dos attacks over the 

network performance. 

Keywords: Authentication flooding, Association flooding, DOS 

attacks, Vulnerabilities, Wireless Mesh Networks. 

1 Introduction 

The disposition of Wireless networks have been proliferated at 

a tremendous rate, because of the functionalities offered by 

these networks over their wired counterparts. WiFi has  made 

it possible to relax the wired constraints by offering wireless 

access[1]. Thus it has been made feasible for anybody to 

connect from anywhere to the Internet or to the local network 

without any physical connection. This world of wireless saw 

the birth of new technologies like wireless ad-hoc networks 

and wireless mesh networks which enable great flexibility of 

deployment[2]. The shortcomings of Wireless networks have 

been overcome by the draft standard 802.11s referred to as 

Wireless Mesh Networks. [3] If the network access has to be 

provided to the distant users , who are not physically located 

at the same place, then in that case Wi-Fi has not been able to 

serve the purpose. In that case,  Wireless Mesh Networks have 

to  be deployed[ ] . Due to its contributions to eliminate the 

complexity of installation, configuration and maintenance of 

wireless network, to ensure a better quality of services and to 

provide compatibility with external and heterogeneous 

networks, Wireless Mesh networks have become a universal 

and topical issue and captured the interest of university 

research and industry [1] [2].  Wireless Mesh Networks 

(WMNs) represent a good solution to Wireless providing 

wireless Internet connectivity in a sizable geographic area. 

This new and promising paradigm allows for network 

deployment at a much lower cost than with classic WiFi 

networks [16 ]. The architecture of a WMN involves different 

components which ensure the execution of the network 

operations. A Wireless mesh network is a communication  

network made up of radio nodes organized in a mesh 

topology. Wirereles mesh networks often consists of Mesh 

clients, Mesh routers, gateways and Portal. Mesh stations can 

collocate with 802.11 access points and provide access to the 

mesh network  to 802.11 stations [3]. Mesh portal is stationary 

and located inside the building and at the backend connected 

via wires to the gateway for providing the network access [14] 

The Mesh points can be deployed at different places 

depending upon the requirements.. Fig. 1 shows the 

architecture of the wireless mesh networks.The mesh nodes 

can be clients (or stations) and relay routers at the same time, 

and so, they can be integrated in the traffic routing. This 

makes it possible to guarantee the multiplicity of the paths to 

reach any destination in the mesh network. Moreover , both of 

these actions can be performed simultaneously[16] . As it has 

been assumed that all, the STAs are communicating with their 

MAPs using IEEE 802.11 b standard while MPs/MAPs are 

communicating with each other using IEEE 802.11a standard 

[13]. So, the communication between MAPs and STAs has not 

been interfering with forwarding actions between MPs and 

MAPs. Because of its architecture, IEEE 802.11s  standard 
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draft has been providing end users with better experiences, 

more achievable bandwidth , fewer cost , and more fairness 

than 802.11 standards do [16].  

 

             Fig. 1 Architecture of wireless mesh networks 

2. Security Mechanisms 

 The problem of security is a great concern in all types of 

wireless networks. While networks continue to be developed, 

many efforts are concurrently ongoing to make sure that 

network access has been granted to the authorized users only 

[6]. Moreover, the network complexity usually grows with the 

increase in the number of applications, the nodes mobility and 

the degree of medium opening towards the outside. Wireless 

mesh networks have introduced several new risks along with 

the facilitation of communication and the various advantages 

they offer [3]. As Wireless mesh networks have become 

inevitable for gaining network access, so there is an 

indispensable need for the ubiquitous network availability. 

And for ensuring that, there has been the imperative need of 

devising security mechanisms for these networks. So that, the 

threats and vulnerabities to which these networks are prone to 

can be detected. The Internet is a set of interconnected 

heterogeneous computer networks [17]. In order for these 

networks to communicate deterministically, communication 

protocols are standardized in standards bodies like the 

[IETF].These protocols are a set of published rules that 

specify the structure of the information on the wire and their 

associated semantics.  Different protocols have been proposed 

by the IEEE for ensuring security. The choice among these 

depends upon the specific type of the application for which it 

has to be deployed [10]. Firstly comes the WEP, the most 

simpler one based on the RC4 algorithm and simply relies on 

concatenating the fixed part with the 24 bit variable IV for 

generating the key. It has got several vulnerabilities such as 

limited size of the initialization vector , which leads to key 

reuse. As with this length of IV only 2
24 

unique keys can be 

generated. And it can be compromised within few minutes, 

and is prone to many attacks such as the FMS attack. So the 

use of WEP has not been considered as the good choice for 

ensuring security. [11] Then comes the WPA standard that 

had been proposed by the RSN (robust security network). This 

standard has got hardware compatibility with the already 

existing version but it has been upgraded in software. 

Moreover the key generation has been complicated by the 

introduction of the key mixing function and extending it to 

four levels [17]. So this has been complicated the key 

generation process, thus making it more secure. But still it 

have got some vulnerabilities and can be compromised. Then 

Task group 802.11i had proposed the most secure protocol 

802.11i. In this standard,  the integrity has been provided by 

the MICHAEL. The use of  nonces have  been introduced  for 

generation of keys.  As these nonces can be used only, so the 

chances for the compromise of the keys have been reduced. 

Moreover, this standard is based on the most secure AES 

algorithm, thus has added up to the security [13]. In this case, 

the process of authentication is not limited to clients and APs 

but there has been the introduction of one more functionary 

Radius Server, which is the main authority for granting access 

[10]. This mechanism has been relying on the use of secure 

protocols such as EAP, PEAP. So it cannot be easily cracked. 

Hence, Wireless mesh networks as more susceptible to attacks 

have been relying upon this protocol for security [16]. 

3. Security Breaches 

Although all the networks are vulnerable to security breaches, 

but in wired networks, physical barriers reduce risk by limiting 

Int'l Conf. Wireless Networks |  ICWN'11  | 523



media access. Ethernet switches can be locked away in closets 

and offices, and unused jacks can be disabled [1]. But in 

wireless networks, the medium is the air. Walls, doors, and 

floors reduce signal strength, but do not stop attacks launched 

from stairwells, lobbies, parking lots, or nearby buildings [2]. 

These new vectors can be used to exploit vulnerabilities that 

are inherent to 802.11 and 802.1X [10]. The radio 

communication in case of wireless networks take place by the 

exchange of different frames [12]. These frames are of 

different categories such as data frames, control frames and 

management frames. Each frame incorporates the information 

like the sequence number, time stamp, duration, bssid, source 

address, destination address [2]. Wireless mesh networks have 

been relied upon the use of standard protocols for ensuring 

security. The security mechanisms existing so far are viable 

for data frames only[13]. Management and control frames are 

unencrypted and sent in clear. So this communication has 

heard by the attacker too. After that, the attacker masquerades 

the frame and launches the attack over the network [3]. A key 

problem in detecting denial of service attacks is that the 

source address of the packets has been spoofed. This ensures 

that the compromised machines will remain undetected and 

thereby can be used for other attacks [15]. So there has been 

the indispensable need to devise the security mechanism for 

defending against dos attacks that can secure these frames and 

hence the network state has been preserved [12]. 

4. MAC Layer Vulnerabilities 

As the MAC layer is very much susceptible to the dos attacks 

because of the breaches like the unencrypted management 

frames that lure hackers. The attackers can easily gather the 

credentials of the legitimate clients by simply using certain 

freely available hacking tools [6,7]. These tools can be easily 

operated. So anyone with little knowledge can use these for 

launching the attacks. Moreover, the victims are not even 

aware of this, as the attackers  have  been obfuscated their 

presence over the network[4]. 

 These vulnerabilities are categorized into two groups :- 

4.1 Identity Vulnerabilities 

These security breaches have been aroused because of 

spoofing. This 48 bit unique address imprinted in hardware 

over the adapter has been providing uniqueness to the 

different stations and the Access points [4]. In case of  

wireless communication the trust lies in this MAC address 

only [2]. It can be changed in software thus leaving room for 

the launch of attacks [6,7]. 

4.2 Media Access Vulnerabilities 

As in case of radio communication too the access to the shared 

medium is required for gaining access. This access has been 

intervened by the attacker, thus long delays have been 

introduced for the legitimate users before gaining access [2]. 

Thus the launch of DOS attacks have been facilitated [13].  

5. Measures for Thwarting Attacks 

There has been an inescapable need for the security as the 

MAC layer has got a number of security breaches which can 

be exploited easily. Moreover, there has not been much work 

explored in securing the wireless networks[10].  In case of 

IEEE 802.11 based networks, although some protocols have 

been deployed for encryption and authentication. Only data 

frames have been benefitted by the use of such protocols [10]. 

There has been no security mechanism devised so far for 

protecting the managerment and control frames. So the launch 

of the attacks over these cannot be vetoed [13]. Although there 

are some mechanisms for detecting the presence of attacks but 

they have not considered the situation in which network is 

congested because of the load placed due to the legitimate 

clients[17]. Consequently, the large number of   false positives 

has been generated. Moreover these security mechanisms have 

not been able to serve WMNs because of the distributive, 

mobile and complex nature of these networks [5]. However, 

the architecture and configuration of this type of network do 

not ensure protection against unauthorized use of the network. 

This is because the basic used security measures do not 

include the notion of mobility, which characterizes these 

networks[17]. So there has been an unavoidable need for the 
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mechanisms for safeguarding security in Wireless mesh 

networks [13].  

6. DOS Attacks 

Dos attacks aim at overwhelming the user with the reservoir of 

data so that, the network‟s capability to entertain legitimate 

client‟s requests has been vanished [12]. As a consequence the 

network has been mobbed and the performance starts 

deteriorating.  Finally the connection has been disrupted and 

thus leading to the nullification of the network‟s 

avaialabilit[1,2]. These attacks have been focused at 

consuming the network‟s resources such as the bandwidth. 

They can  be launched at all the layers of the OSI reference 

model such as jamming attack in case of the physical layer.[1] 

In this paper we are mainly focusing on the MAC layer attacks 

at the data link layer. The mode of operaion at this layer in 

case of WMNs is  identical to IEEE802.11 networks. 

7. Related Work 

Wireless networks are vulnerable to DOS attacks and the 

results can be anything from degradation of the Wireless 

network to a complete loss of availability of the wireless 

network within the organization [12]. The contribution of 

various authors in this area is illustrated here. The following 

literature reviews investigated these attacks, their cause, 

implementation and detection of these attacks for providing 

security.  

In [2] the authors focused that DOS attacks were possible by 

circumventing the normal operation of firmware in commodity 

802.11 devices. Moreover two important classes of DOS 

attacks were implemented and the range of their practical 

effectiveness was investigated. In [4] it was focused that 

various tools may be implemented in firmware for injecting 

raw 802.11 frames into the channel. They examined the MAC 

layer and identified a number of vulnerabilities that could be 

exploited. The reasons behind identity vulnerabilities were the 

non-verifiability of the source and destination address 

contained in the MAC management frames which could have 

been easily spoofed by the attacker [4]. Then attacker could 

have intervened the communication and acted as client.  So 

that the AP responded to the requests sent by the attacker as if 

they were sent by the client itself, thus DOS attacks could 

have been facilitated [18]. In [2] it was focused that the main 

reason behind the launch of these DOS attacks was the one 

way authentication that had been established in 802.11 

networks. There was no provision for the client to authenticate 

AP, only AP was having the flexibility to validate the identity 

of the client. Consequently the launch of Rouge AP attack was 

facilitated. The part of the message exchanged between the 

client and the AP was not authenticated by any of the keyed 

mechanisms. So that had been spoofed and redirected by the 

attacker.  As a consequence whole communication would have 

been stopped that resulted in the unavailability of the network 

resources to the legitimate users [13]. .Mina Malekzadeh, 

Abdul azim,Jatil desa,Shamala” An experimental evaluation 

of dos attacks and its impact over throughput in wireless 

networks “ demonstrated the impact of these attacks over the 

network performance [15]. 

 

8. Communication Services 

The communication between the Mesh AP and the Mesh client 

takes place by the exchange of several frames. As initially the 

client has been neither associated nor authenticated so is in 

state 1[1]. Then the client probes for the available networks by 

using probing either active or passive. After the selection for 

the network has been made the client sends the authentication 

request to the appropriate network. In response, the AP after 

verifying the credentials if wishes to authenticate that  network 

to itself will send the appropriate reply, thus validity the entity 

of the station to it[2].  Then after the exchange of these set of 

frames the station enters state 2, that is authenticated and 

unassociated. So the station has been sending the association 

request to the AP for the establishment of the connection for 

attaining network access. And the AP responds with the 

association response if has not yet attained the figure of 

maximum allowable stations which it can allow [6]. It may be 
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feasible that, a station has been authenticated to more than one 

networks but associated to only one network at an instant.Fig. 

2 shows the whole transition process and the states through 

which the entities would have to pass for gaining network 

access securely [12]. 

 

Fig.2  state diagram of management frames 

9. Description of the Attacks 

The attacker  has been launching the attacks by using fake 

MAC address, thus obfuscating his presence over the 

network[9]. The AP in turn has been responding to this same 

fake address and as it actually doesnot exists, so leads to the 

wastage of networks resources. Thus the network‟s 

performance has been deteriorated and vanished [15]. In this 

paper we are discussing  the impact of two such attacks:- 

9.1 Authentication Flooding Attack 

 As in the state diagram it has been discussed that the first step  

for the station or client in gaining network access via the AP is 

to validate its identity with that AP [1]. Firstly, the attacker  

gets access to the network credentials via sniffing and 

spoofing as he wished to obfuscate his presence over the 

network, so later on his identity has not  been revealed [2]. 

The attacker sends the authentication request to the AP with 

spoofed address and the AP responds with the authentication 

response. But as the request has been sent by the fake address, 

so the response has not been received by the same. As it 

actually does not exists and has been created to betray the 

legitimate APs.[2] So the AP continues sending the response 

and as this response has not been received. So this flood of 

response frames has been overwhelming the network causing 

congestion and thus prohibiting the AP to serve the  legitimate 

clients [6]. 

9.2 Association Flooding Attack 

Association is the second step towards gaining network 

access. After being authenticated, the client has been sending 

the association request to the AP for connection establishment 

[12]. This time too  the client has been using the same fake 

address so the AP can match it with the list of authenticated 

clients before leveraging connectivity [4]. And as this address 

have not been present in that list, so the AP responds by 

sending the deauthentication frames [6] . The whole process 

has been initiated by the fake addres and as no such client 

exists so the ACK  have been  received by the AP. This 

continual sending of deauth frames by the AP has been 

devastating the network thus leading to hike in network traffic. 

Consequently network performance has been disrupted [15]. 

10. Network Scenario Used 

We have launched the attack over the victim client connected 

to the mesh AP, and the attacker machine running different 

soft wares thus facilitating monitoring network in promiscuous 

mode . The network performance seems to be normal before 

the attack but after the attack it has been  degrading 

considerably and drops down to zero. Network performance 

can be measured by the parameters viz throughput, bandwidth, 

jitter, bandwidth. We have considered two parameters 

throughput and bandwidth for analyzing the performance of 

our Wireless mesh test bed before and after the attack. 
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10.1 Authentication Flooding Attack Launch 

Fig 4 and Fig. 5 shows the impact of the triggering of 

theattack over the network performance. We can analyze the 

impact of the attack over the network performance by varying 

several metrics say buffer length, size of packets and number 

of packets . In this paper we have used size of packets to 

analyze the sway of the attack over the network performance. 

And it has been noticed that the network performance seems 

to be normal before the attack and after the launch of the 

attack the throughput as well as bandwidth starts deteriorating 

and reaches zero. Thus halting the communication.  

 

                                        Fig. 3  

 

                                  Fig. 4 

   10.2   Association  Flooding Attack  Launch 

Fig.5 and Fig.6 shows the impact of the association flooding 

attack over the network performance. In this case too as the 

attack has been launched till the tenure of the attack the 

throughput as well as bandwidth starts putrefying and then 

vanishes. The reason behind this is the congestion in the 

network caused by these association response floods . 

Moreover, the resources available with the network are limited 

so not able to entertain this reservoir of traffic. It requires time 

for the network to regain its strength and stabilize after the 

attack. 

 

 

Fig. 5 

 

Fig.6 

11.  Conclusion And Future Work 

Wireless mesh network has offered improved performance and 

ubiquitous connectivity and mobility features. Security is still 

very important issue in these networks because of the open , 

mobile and distributive nature of these networks. Wireless 

mesh networks derive their security from the WPA2 standard. 

Howerever, these networks are still prone to a wide variety of 

DOS attacks because of the lack of encryption mechanisms in 

management frames. Denial of Service Attacks  pose a serious 

threat to networks, and the distributed and ever-changing 

nature of these attacks makes them difficult to detect and 
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suppress...In this paper we have implemented two common 

dos attacks against the wireless mesh networks. We have 

demonstrated the impact of the authentication flooding and 

association flooding attack on throughput and bandwidth of 

the mesh network real testbed. From the outcomes of the 

experiments it has been concluded that dos attacks are serious 

security problem over the network performance. The results 

show that these attacks consume the wireless network 

resources so that the remainder of the throughput almost zero 

is not enough to continue the normal operation of the 

network.The mechanisms proposed so far can only detect the 

occurence of these attacks. So there is the imperative need to 

devise the solutions for the prevention of these attacks so that 

the disruption caused to network performance by these attacks 

can be mitigated. 
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Abstract—Smart Grid solutions are being driven by the desire 

for more efficient energy usage worldwide. Nowadays Smart 
Grid communications network is a heterogeneous network based 
on many different standards. This paper describes the 
suitability of Wi-Fi technology for use in the Smart Grid 
backhaul. 
 

Index Terms— Smart Grid, Wi-Fi, IEEE P2030. 

I. INTRODUCTION 
mportant Smart Grid design principles are secure, reliable, 
scalable, manageable, modular, future proof and “open” 

standards-based interoperable. 
The IEEE P2030 is a standard guide for Smart Grid 

interoperability that addresses the basic Smart Grid 
definitions, frameworks, challenges and three different 
architectural perspectives (Power & Energy, Communications 
and IT). 

IEEE P2030 provides the basis for ongoing standards 
development discussions but it is still a work in progress and 
currently Smart Grid communications network is a 
heterogeneous network based on many different standards. 

II. BACKGROUND [1] 
The need for Smart Grid solutions is being driven by the 

emergence of distributed power generation and 
management/monitoring of consumption, and the desire for 
more efficient energy usage worldwide. Smart Grid 
advancements will apply digital technologies to the grid, 
enabling two-way communications and real-time coordination 
of information from generating plants, distribution resources 
and demand-side end points. 

Standards are critical to enabling interoperable systems and 
components. Mature international standards are the 
foundation of markets for the millions of components that 
will have a role in the future Smart Grid. 

According to [1], Smart Grid Standards must: 
 

 Provide two-way communication among grid 
users, e.g. regional market operators, utilities, 
service providers and consumers; 

 
 
1 This work was supported by the Smart Grid Parintins Project of Eletrobras - 

Brazil. 

 
 Allow power system operators to monitor their 

own systems as well as neighboring systems that 
affect them; 

 Coordinate the integration into the power system 
of emerging technologies such as renewable 
resources, demand response resources, electricity 
storage facilities and electric transportation 
systems; 

 Ensure the cyber security of the grid. 

III. THE SMART GRID FRAMEWORK  
The Smart Grid Framework is presented in Figure 1. The 

Smart Grid is a large system of 17 subsystems. 

 
Figure 1. Smart Grid Framework [2] 

The Smart Grid will be created by IT, Telecom, embedded 
platforms, advanced control, cyber security, power electronics 
and energy engineers and specialists.  

IV. SMART GRID ARCHITECTURE 
 The backhaul is present in the end-to-end Smart Grid 

Communications Architecture as showed in Figure 2 and in 
the IEEE P2030 Smart Grid Communications Reference 
Architecture (SG-CRA) as showed in Figure 3. 

The focus of this work is in the Telecommunication area, 
the wireless communication between DA/AMI/NAN and 
WAN, the backhaul. 
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Figure 2. End-to-end Smart Grid Communications 

Architecture [3] 

 
Figure 3. IEEE P2030 Smart Grid Communications 

Reference Architecture (SG-CRA) [3] 

V. SMART GRID NETWORK TECHNOLOGY MAPPING 
The Smart Grid Network Technology Mapping presented 

in Figure 4 suggests RF mesh to wireless backhaul network 
among others. 

 
Figure 4. Smart Grid Network Technology Mapping [2] 

VI. WI-FI [1] 
Wi-Fi is cost effective, scales to cover large geographies, 

mature and proven technology that implements many of the 
Smart Grid application scenarios today. 

Wi-Fi networks can be deployed to meet the Smart Grid 
requirements for robustness, manageability, performance and 
security. Moreover, Wi-Fi technology has an ongoing 
roadmap of innovation and established mechanisms for 
collaboration (via the Wi-Fi Alliance and IEEE) to meet the 
evolving needs of Smart Grid applications well into the 
future. 

A. Wi-Fi CERTIFIED PROGRAM 
The Wi-Fi Certified Program tests devices based on the 

802.11 family of standards for interoperability and quality. 
The Wi-Fi Certified Program provides a widely-recognized 
designation of interoperability and quality and has 
contributed to the success of Wi-Fi technology. Key attributes 
of Wi-Fi include: 

 Mature technology with more than a billion nodes 
already deployed [4]; 

 Mechanisms to deliver robust performance in 
shared-spectrum and noisy RF environments 
including listen-before-talk protocol, RF noise 
awareness and reporting, and received signal 
strength; 

 Transports all IPv4 and IPv6-based protocols, 
thereby supporting all IP-based applications; 

 Extensive radio performance and network 
management mechanisms to provide radio link 
quality, history reports and channel selection 
optimization; 

 Low costs due to economies of scale: Wi-Fi chipset 
shipments now exceed one million units per day and 
will grow past one billion units per year by 2011 [4]; 

 One standard that allows implementation of several 
interoperable performance/power dissipation 
profiles; 

 Rates ranging from 1 Mbps (802.11b) to 600 Mbps 
(802.11n); 

 Networks can scale from a single pair of devices to 
thousands of access points and clients; 

 Security protections: Link-, network-, and 
application-level security based on international 
standards which meet FIPS 140-2 certification [5]; 

 Rogue device and intrusion detection tools. 

VII. SMART GRID COMMUNICATIONS NETWORKS AND WI-FI [1]  

The Smart Grid communications network is typically 
partitioned into three segments: Home Area Network (HAN), 
Neighborhood Area Network (NAN), and Wide Area 
Network (WAN/Backhaul). Wi-Fi technology addresses all 
three segments. 
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A. Wi-Fi in the Metropolitan Area Network 
The MAN for Smart Grid will aggregate data from 

multiple Neighborhood Area Networks and convey it to the 
utility private network. Such “backhaul” can be implemented 
via point-to-point and/or point-to-multipoint and/or 
multipoint-to-multipoint wireless links. Smart Grid WANs 
may cover a very large area and could aggregate ten thousand 
supported devices. Multi-megabit capacity will be required, 
and the links involved may range from sub-kilometer to 
multi-kilometer distances. 

Existing city-wide deployments of Wi-Fi networks 
demonstrate the clear applicability of Wi-Fi as a Smart Grid 
MAN technology.  

Today such metropolitan area MAN incorporating standard 
802.11 Wi-Fi in point-to-point or point-to-multipoint or 
multipoint-to-multipoint links embody a variety of proprietary 
network management approaches, demonstrating that Wi-Fi 
technology could be similarly incorporated into the future 
standardized Smart Grid management framework for MAN 
communication. 

A key advantage of Wi-Fi for the Metropolitan Area 
Network Smart Grid is its use of free, unlicensed spectrum. 

This makes it practical for a city or utility to own and 
operate a large private wireless network for Smart Grid. 
WiMAX and LTE for cellular data networks can provide the 
required service, but are usually owned and operated by large 
carriers who pay for the frequency licenses that are not 
designated to utilities services, according to the Brazilian 
Telecommunications Regulatory Agency (Anatel). 

B. Wi-Fi Network Measurement and Management 
All wireless networks require network measurement and 

management to help optimize RF performance. 
Wi-Fi has extensive network management capabilities that 

integrate with existing enterprise network management 
systems and that make Wi-Fi suitable for very large scale 
deployments in the Smart Grid. 

Ensuring that these networks securely and reliably serve 
the hundreds of thousands of users that rely upon them 
requires both autonomous and centrally administered problem 
diagnosis and performance optimization. 

Wi-Fi Network Management systems in place today 
provide: 

 Visibility into device performance and usage; 
 Historical trend reporting; 
 Threshold-based alerts; 
 Scheduled events and reports; 
 Device configuration and reconfiguration, including 

multi-vendor management when networks are 
comprised of wireless devices from more than one 
manufacturer; 

 Centralized software updates. 
One major addition to the IEEE 802.11 standard, 802.11k, 

provides network measurement protocols. A second addition 

802.11v, adding a new suite of network management 
capabilities. 

These two standards extend existing commercial device 
and management system product capabilities, allowing Wi-Fi 
devices to measure and report radio link and traffic 
characteristics. Availability of this information enables 
optimization in performance and reliability through both local 
responses (e.g. transmit power control and radio channel 
change of a wireless Access Point or client device) and 
centralized management of these extended Wi-Fi networks. 

C. Enterprise Mobility for Utility Companies 
Utilities will need to have high-speed, reliable 

communications throughout their service territory for Smart 
Grid communications. The utility’s private Wi-Fi NAN used 
for AMI could also be used to carry both voice and data to 
support mobile applications for service technicians and field 
personnel, complementing existing cellular data and voice 
networks. Wi-Fi is an obvious choice for this wireless 
network since low cost interoperable Wi-Fi clients are 
available and already integrated into mobile phones, laptops, 
and tablet PCs. 

D. Wi-Fi for Smart Grid: Gap Analysis 
As discussed in the Report to NIST (National Institute of 

Standards and Technology) on the Smart Grid 
Interoperability Standards Roadmap, gap analysis is a critical 
part of the overall Smart Grid protocol requirements 
determination [6]. Of particular importance here with respect 
to the IEEE 802.11/Wi-Fi standard is the identification of any 
potential gaps with regard to Smart Grid application support. 

1) IP Protocol Support 
All Wi-Fi devices support the Internet Protocol (IP), both 

IPv4 and IPv6. No new work is needed for full support of IP. 
2) Smart Energy Profile 

The Smart Energy Profile helps build a framework for 
Smart Grid Applications. Version 2.0 of the Smart Energy 
Profile is PHY independent and thus transportable by Wi-Fi. 
The only work required for an implementer would be to port 
SEP 2.0 software to Wi-Fi-based devices. 

VIII. WI-FI BACKHAUL 
In the current status of IEEE 802.11n technology, there is 

no available 4x4 MIMO with 4 streams per transmission 
antenna. In these conditions the maximum data rate is 600 
Mbps either in 2.4 GHz or 5.8 GHz in unlicensed spectrum.  

An alternative is dual-radio node operating in 2.4 GHz and 
5.8 GHz each in “bonded” mode. In this mode, both radios 
are combined to operate as a single unit that provides double 
the bandwidth of a single radio equivalent. The performance 
is maximized to the same maximum data rate of 600 Mbps 
reached using 3x3 MIMO with 2 streams in each radio (2.4 
GHz and 5.8 GHz). 

This solution is available in the market with both radios in 

Int'l Conf. Wireless Networks |  ICWN'11  | 531



 
 

 

mesh mode. Wi-Fi mesh is a very interesting backhaul 
solution because offers natural redundancy first due to the 
C(n, k) link possibilities in a random wireless channel and 
second due to have two active links (2.4 and 5.8 GHz) 
operating simultaneously to guarantee link continuity in the 
case one of them turns off. 

IEEE 802.11n technology operates in unlicensed spectrum 
and so is subject to interference. Although, it is designed with 
52 OFDM data subcarriers to be relatively resilient against 
interference in uncontrolled spectrum, the recommendation is 
to have 100% first Fresnel zone clear raising the tower 
height. 

Tower is an expensive element of infrastructure but 
nowadays is available in the market fiber-glass pole with 50-
80 lifetime to be mounted in up to 3 sessions of 12 m each 
one resulting in a pole of 36 m and cheaper than a tower of 
same height. 

IX. ELETROBRAS SMART GRID PILOT PROJECT OF PARINTINS 
Parintins is a city in the far east of the Amazonas State in 

Brazil. The population for the entire municipality is 102,066 
and its area is 7,069 km² [7]. The city is located on 
Tupinambarana island in the Amazon River. Parintins is 
known for a popular folklore festival held there each June 
called Boi-Bumbá. 

Eletrobras is a Brazilian Federal Government Company 
focused on electric power generation and transmission areas 
that is initiating a pilot project in Smart Grid area in 
Parintins island aiming DA (Distribution Automation), AMI 
(Advanced Metering Infrastructure) and DR (Demand 
Response) supported by a backhaul presented in the item 
VIII.  

X. CONCLUSIONS 
In a Smart Grid project a mesh backhaul in unlicensed 

spectrum represents a good strategy considering: a) Wi-Fi 
mesh is a very interesting backhaul solution because offers 
natural redundancy, high capacity and is much cheaper than 
carrier-grade point-to-point digital radios to licensed or 
unlicensed spectrum; b) The highest capacity in the mesh 
solution available in the world market since such conditions 
are reached only working with the newest technologies of the 
IMT-Advanced (International Mobile Telecommunications 
Advanced) as WiMAX or LTE both projected to the licensed 
spectrum.  
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Abstract - Advances in wireless communications have 

enabled access to the Internet for mobile users from 

anywhere, anytime using wireless networks. However, the 

underlying traditional Transmission Control Protocol (TCP), 

which is tuned for wired networks, involves mechanisms that 

often lead to many problems for wireless networks including 

frequent disconnections of mobile hosts and low throughput 

due to high bit errors. Recent research to improve the 

performance of TCP in wireless networks has led the 

development of Mobile Transmission Control Protocol (M-

TCP) as an extension of TCP for mobile networks, which can 

support multimedia services over high bandwidth links. 

Similarly, the Snoop protocol has been designed to improve 

the performance of TCP over networks that have both wired 

and wireless links. M-TCP and Snoop protocols are some of 

the improvements made earlier to the TCP to improve its 

performance over wireless networks. In this work, we propose 

an enhanced Mobile Transmission Control protocol that 

exhibits improved performance of TCP when a mobile node 

uses Internet services. Our experimental results suggest 

improved performance of the approach over existing M-TCP. 

Keywords: Transmission control protocol, wireless 

networks, mobile TCP. 

 

1 Introduction 

  In recent years, the rapid increase of mobile computing 

devices such as personal digital assistants (PDA), personal 

computers, and laptops has driven a revolutionary change in 

the computing world.  Internet services have grown rapidly 

and millions of people are using these services in their day to 

day life. The proliferation of mobile computing devices with 

improved processing capabilities allows mobile users to 

connect to the global Internet. The impact of this phenomenal 

growth has changed the modality of communication and 

increased its challenges. The most common issues are 

management of the wireless communication and poor 

performance of the existing protocols over wireless networks. 

These problems often act as the major obstacles for the large-

scale deployment of wireless technologies. 

The Internet uses the Transmission Control Protocol (TCP) as 

the transport layer protocol for communications over wired, 

fixed node networks. TCP is a connection-oriented protocol 

that provides a reliable service over the Internet. Many 

applications and services that make use of application layer 

protocols such as HTTP, FTP, SMTP, and telnet use TCP for 

communication over the Internet. Besides reliability, TCP 

provides network congestion control service that uses some 

control mechanisms to avoid network congestion. These 

mechanisms control the flow of traffic and keep the data flow 

below a certain rate that would cause the congestion [1]. 

However, the TCP congestion control protocol can cause 

performance degradation in mobile networks. 

In a mobile computing environment, there is a combination of 

wired networks and wireless networks as shown in Figure 1.   

Wireless networks are prone to frequent disconnections 

because of high bit error rates and the frequent hand-offs. 

Since the traditional TCP protocol is designed for wired hosts, 

any delay in ACK (acknowledgement) for a transmitted 

segment of data is normally viewed as congestion. To recover 

from such congestion, TCP defensively slows down the rate 

of transmission of segments over the network by invoking a 

congestion control algorithm [1]. A congestion control 

algorithm reduces the sender’s window (meaning the sender 

TCP reduces the rate at which segments are sent) which in 

turn reduces the load to the network to relieve congestion. 

However, in mobile networks the delay in ACK or no ACK 

from the receiver may not be due to congestion, but due to the 

momentarily unreachable or out-of-range location of the 

mobile receiving/sending node in the wireless network or due 

to frequent transmission errors suffered by the wireless link. 

This can result in a significant reduction in the throughput in 

an active connection [5].  

 

The connection-oriented service of TCP leads to several 

shortcomings. The major shortcomings with the TCP in 

wireless networks are waste of available capacity during slow-

start process and corruption of segments due to high bit 

Sender 

Host 
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Figure 1. Mobile Networks 

Wireless 
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errors. Disconnections are common in mobile networks which 

result in loss of segments. Another problem is serial timeouts 

which result from continuous retransmission of segments at 

the time of connection loss [2]-[8],[13][14].  

Various modifications have been proposed to overcome the 

difficulties of using TCP for mobile networks. In this work, 

we propose a new algorithm called Enhanced Mobile 

Transmission Protocol (EM-TCP) which is a significant 

enhancement of the Mobile TCP proposed earlier by Brown 

[5]. This protocol retains all the salient and necessary features 

of TCP related to flow control. It uses a split connection 

approach to implement the protocol. The EM-TCP improves 

the performance of the TCP connections when a mobile node 

uses the services across the Internet.   

In the following, in Section 2, we review existing solutions for 

improvement of TCP over wireless networks. In Section 3, we 

qualitatively analyze the Snoop and M-TCP protocols, 

identify their drawbacks, and provide possible ways to 

improve TCP’s performance further. In Section 4, we discuss 

the network model used for simulation study of our proposed 

EM-TCP protocol. Finally, in Section 5 we provide and 

discuss our simulation results. Section 6 concludes the paper 

with some future research directions. 

2 Related Works 

Several mechanisms have been proposed to improve the 

performance of TCP over the wireless network. Different 

properties between the wired network and the wireless 

network are considered by these mechanisms. For example, 

the Snoop Protocol is a TCP protocol designed to improve the 

performance of TCP over networks that have both wired and 

wireless links. This protocol deals with the problem of 

segment loss due to network congestion [3]. The Snoop 

protocol works by deploying a  Snoop agent  at the base 

station, performing retransmissions of lost segments based on 

duplicate ACKs (as duplicate ACKs are strong indicators of 

lost segments), and locally estimating last-hop round-trip 

times [4]. 

The end-to-end semantics of the transport layer connection is 

maintained in the Snoop protocol [2] [3]. The packets passed 

across the wired-wireless link are buffered at the base station. 

The buffered packets are used to retransmit unacknowledged 

packets and reduce the number of timeouts by suppressing the 

duplicate ACKs. When an ACK is received from the mobile 

host, Snoop distinguishes it as genuine, spurious, or duplicate 

and performs the appropriate action. Snoop avoids timeouts 

and maintains a larger value of TCP’s congestion window, 

thus resulting in better throughputs [14]. It can improve TCP 

performance quite well in wireless links but has a problem; 

when there are no duplicate ACKs, the Snoop protocol cannot 

notice the segment loss until the local retransmission timer is 

expired [6] as it cannot identify the disconnection due to 

handoff. 

M-TCP (Mobile-TCP), an enhanced protocol over Snoop, 

provides better performance in cases of frequent 

disconnections, changing bandwidths, and low bit wireless 

links [8].  The mechanism for M-TCP essentially splits TCP 

into two protocol blocks: Mobile TCP (M-TCP) and 

Supervisory Host TCP (SH-TCP). Figure 2 shows how TCP is 

split. At the sender’s side, TCP protocol remains unchanged 

and at the supervisory host (SH), it uses a modified TCP 

called SH-TCP to communicate with the sender. The M-TCP 

is used for communication between a mobile host (MH) and 

the supervisory host. 

 
 

The end-to-end semantics are maintained in the M-TCP 

approach. Upon receiving a segment from the fixed host, the 

SH-TCP does not immediately send any ACK of the segment 

to the fixed host (wired network) unless the segment is 

transmitted to the mobile host (wireless network) and the 

segment is acknowledged by the mobile host [5]. When M-

TCP does not receive an ACK from the mobile host for a 

transmitted segment, it causes the sender (fixed host) to be in 

the persistent state where the sender sets its window size to 

zero. In this state the sender does not suffer from time-out and 

does not slowly reduce its window size. When the mobile host 

reconnects, the supervisory host sends a greeting segment to 

the fixed host with an ACK for the previously sent segment of 

data. Once the greeting segment is received by the fixed host, 

it sets its congestion window size to its previous window size. 

There are certain drawbacks with the M-TCP protocol. When 

a segment is lost, it is retransmitted by the fixed host in the 

wired network, which is retransmitted back by the supervisory 

host to the wireless network. Although this process of 

retransmission of lost segments is effective when the mobile 

host moves temporarily out of the range but this model does 

not help in improving throughput when loss of segments 

occurs due to bit errors. 

 

3 Enhancing Mobile TCP 
 

In the previous section, we indicate some shortcomings of the 

Snoop and M-TCP protocols in the context of wireless 

networks. In the following, we show how further improvement 

of throughput over M-TCP and Snoop is possible. We assume 

the same split-connection network model as used in the Snoop 
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Figure 1. Splitting a TCP connection [5]. 
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and M-TCP protocols. Let us consider the following 

notations: 

RTfs : roundtrip time from the fixed host to the supervisory (or 

intermediate) host, 

RTsm : roundtrip time from the supervisory host to the mobile 

host, 

RTfm : roundtrip time from the fixed host to the mobile host, 

and 

RTO : TCP retransmission timeout at the fixed host. 

Typically, a mobile host is in close proximity of the 

supervisory host and therefore, the propagation delay is very 

small. On the contrary, the propagation delay over a long-

hauled internet path is very large. Also, a wireless link 

bandwidth is much greater than the effective bandwidth of a 

long-hauled internet path. As a result, for most situations, 

RTsm will be significantly smaller than RTfs.  This fact justifies 

the reason of having an intermediate, supervisory, or proxy 

TCP host as the endpoint of the wired part of the path that can 

buffer and retransmit the segments on behalf of the fixed host 

to improve throughput.  

The Berkeley Snoop module running on the supervisory host 

inspects the header of all TCP data and ACK segments as well 

as buffers copies of all data segments. It also forwards data 

and acknowledgement segments in both directions. When 

Snoop detects a duplicate acknowledgement (originating from 

the mobile host) which is an indication of lost segments, it 

checks its buffer to retrieve the lost segments, if any, and then 

retransmits them over the wireless link to the mobile host. By 

doing local retransmissions, it saves at least RTfs amount of 

time for each case of successful detection. However, to detect 

each case of lost segments, the Snoop module needs to wait at 

least (RTfm/2 + RTsm/2) amount of time. In order to detect a 

duplicate ACK, it has to allow the fixed host to timeout and to 

retransmit data at least once, which takes RTfm/2 time 

(assuming symmetric path bandwidth) to reach the mobile 

host. It takes another RTsm/2 to receive the duplicate ACK 

from mobile host. In addition, it also causes of shrinking of 

the congestion window since the fixed host is made aware of 

loss of segments, which in turn causes the fixed host to slow 

down its data transmission. Evidently we observe some 

opportunity to improve the throughput by devising a protocol 

that can reduce such wait time of (RTfm/2 + RTsm/2). 

Accordingly, we take this opportunity to incorporate 

techniques in our proposed EM-TCP protocol to improve 

TCP’s performance. 

Snoop maintains a roundtrip timer and retransmits 

unacknowledged segments accordingly to the mobile host. In 

order to prevent the fixed host invoking congestion control, 

Snoop also maintains a persist-timer of 200 ms whose 

expiration triggers retransmission of some data from the 

supervisory host itself. It is reported that Snoop performs well 

in high BER environments as well as for bursty loss of 2-6 

packets. However, Snoop performs poorly when the wireless 

link experiences frequent and lengthy disconnections. One of 

our goals in the proposed EM-TCP protocol is to address such 

issues using similar ideas as found in M-TCP. 

Like Snoop, M-TCP uses the split TCP network model. 

However, the design of M-TCP does not emphasize how to 

improve TCP’s throughput under high bit errors in wireless 

environment. Instead, it is designed to improve TCP’s 

performance in a situation a mobile host experiences long or 

frequent disconnections. Frequent disconnections can cause 

serial timeouts at the TCP sender, thus in turn triggering its 

exponential back-off action on its retransmission timer for the 

retransmission.  M-TCP chokes the TCP sender when the 

mobile host is disconnected and allows the sender transmits at 

full speed by manipulating the TCP sender’s window. The 

manipulation of the TCP sender’s window by M-TCP is done 

by controlling acknowledgements transmitted to the sender in 

a specific way such as sending ACKs with the receiver’s 

window size to 0.  To handle disconnections, M-TCP uses a 

modified version of TCP on the mobile host that sends a 

reconnection ACK when the mobile host regains its 

connection. 

As reported in [5], M-TCP performs very well under 

environments of disconnections and low bandwidths. 

However, the performance of M-TCP in environments of high 

bit errors is not as good as Snoop. Another drawback with the 

M-TCP protocol is that, when a packet is lost, it has to be 

retransmitted by the TCP sender, thus incurring extra time 

since the lost segment has to be transmitted by the TCP 

sender, but not by the supervisory host, which incurs an RTT 

(round-trip time) including the time to retransmit and to 

receive ACK by the fixed host. In our proposed protocol, we 

handle this situation more efficiently. Also, the retransmit and 

persist timers can be controlled more effectively to increase 

the throughput, which we incorporate in our EM-TCP. 

 We propose an Enhanced M-TCP protocol that provides 

solutions that addresses the drawbacks found in Snoop and M-

TCP protocols. The drawback with the M-TCP protocol is 

that, when a packet is lost, it is retransmitted by wired 

networks. In case of bit errors and data loss in wireless 

network we do not have to force the wired network to 

retransmit just because there is no ACK from the mobile host. 

We could just as well try to retransmit the lost segment 

multiple times from the supervisory host so that even if one 

copy of the segment is in error another might reach the mobile 

host. The M-TCP model does not consider much about the 

data lost during the transmission in a wireless network. If 

there is no ACK, it makes the sender to retransmit the packet 

again.  

Our enhanced mobile transmission protocol improves the 

performance of TCP throughput over the wireless Internet 
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based on the end-to-end approach. The main goal in 

developing EM-TCP protocol is to lower the effect of high 

error rates on throughput by means of dynamic connection 

migration while keeping the benefits of M-TCP to handle 

disconnections efficiently. To some extent, EM-TCP attempts 

to achieve the benefits of both Snoop and M-TCP by merging 

the techniques of both protocols. It characteristically improves 

TCP performance over Snoop and M-TCP in mobile networks 

while maintaining end-to-end TCP semantics. 

In EM-TCP, no congestion control is performed over the 

wireless link. Instead, EM-TCP aggressively retransmits the 

same segment multiple times with progressively smaller and 

smaller time intervals in between two successive 

transmissions. This alleviates the problem of high bit errors 

and disconnections invoking the wired network to retransmit 

the packet again thereby increasing the throughput. The wired 

network does not have to retransmit the data lost in the 

wireless network due to high bit error rates and frequent 

disconnections unless the mobile host becomes disconnected 

for a long time, i.e., more than the round-trip-time. In that 

case, the TCP sender is set into the persist-state by sending an 

ACK packet with the receiving window size set to 0, much 

like the way M-TCP does. 

In the following we discuss the network model and a 

simulation study for evaluating the performance of the EM-

TCP protocol. 

4 Network Model for EM-TCP 

EM-TCP is based on the same network model as used in M-

TCP or Snoop protocol. It allows modifying TCP on the 

mobile network to increase the throughput in disconnections 

and varying bandwidth as well as to handle high bit error rates 

[3][5]. Figure 3 shows the network path and elements for our 

simulation study of EM-TCP to evaluate its performance.    

 

In this study of the TCP protocol, a closed loop network is 

considered. The wired host (WH) is the sender who transmits 

data and uses the ACKs received as feedback from the mobile 

host (MH) to increase or decrease its congestion window size 

(cwnd). The ACKs received from the network are used in 

TCP congestion control and flow control mechanisms. Hence, 

in case of disconnections a signal should be sent as indication. 

Then TCP could react appropriately by preventing 

unnecessary deflation of the cwnd. In this way, the available 

bandwidth of the network can be preserved for other TCP 

communications. During the data transfer the WH connects to 

the intermediate host (IH) through a WLAN link, the IH is 

connected to the wired network.  

Figure 4 shows the state diagram of the EM-TCP module 

running at the intermediate host. When a segment is received 

from the wired host, the intermediate host buffers the segment 

and then transmits it to the mobile host. The intermediate host 

when receives some acknowledgement from the mobile host, 

it checks for any duplicate ACK and accordingly only 

forwards non-duplicate ACKs to the wired host. It also 

transmits over the wireless link the same segment multiple 

times, progressively with shorter and shorter time intervals 

between two successive transmissions. These time intervals 

are far less than the retransmission timer at the wired sender. 

In the process of resending the data packets, the duplicate 

ACKs are rejected when received. When the retransmission 

timer expires then the EM-TCP is moved to a persistent state. 

At this state, the wired TCP sender is set to persist. Then EM-

TCP waits for ACK from the mobile host. Since EM-TCP at 

IH only enters the persistent state when the data is not 

acknowledged, the mobile receiver needs to send an ACK to 

remove it from the persistent state. For that EM-TCP keeps 

sending data to the mobile host until it receives ACK. 

We simulate TCP, M-TCP, and EM-TCP over UDP (user 

datagram protocol) by opening UDP sockets for two end hosts 

(WH and MH) and one intermediate host (IH) [9]-[12]. The 

default TCP behavior is simulated using UDP to run for WH. 

However, IH-TCP, EM-TCP, M-TCP, and TCP on the mobile 

host are all modified versions of TCP (Figure 3). The 

simulation of EM-TCP to measure its performance includes 

the following features: 

 

 

 

 

 

 

 

Connection Establishment 

For a connection originating on a fixed network, a TCP 

connection between the fixed host and the intermediate host is 

completed. Then it initiates and completes the connection 

between the IH and MH. The connection is initialized by 

calling the connect method of the Socket. Then the remote 

IH-TCP TCP 
TCP 

EM-TCP 

Sender 

(WH: Wired Host) 

 
IH: Intermediate Host 

MH: Mobile Host 

Figure 3. EM-TCP network model. 
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address is set by the connect method, and sends the SYN 

packet. The connection attempt goes through three-way 

handshaking process. 

From the connection point of view, IH is made transparent to 

the TCP sender in the fixed network. On connection setup, IH 

creates sockets with local address bonded to both TCP sender 

and MH's addresses. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

       

 

 

 

 

 

 

 

 
Figure 4. State Transmission Diagram for EM-TCP. 

Congestion Window Settings 

 A timer function determines when to send a window size 

reduction update to the TCP sender (WH). Before the sender 

invokes the congestion control and timer expires, IH must 

generate a packet and send it to the TCP sender to stop 

invocation of congestion control. Since IH is situated in the 

middle, IH can estimate RTT between WH and IH and RTT 

between IH and MH and hence can estimate retransmission 

timeout (RTO) of the TCP sender retransmission timer. It is to 

be noted that the wired host’s RTO is based on the sender’s 

round-trip propagation delay estimated between itself and the 

MH.  

Slow-Start Mechanism 

The simulation uses the slow-start mechanism. The congestion 

window size is not reduced on timeouts because they do not 

occur due to congestion. Due to this, the slow-start behavior is 

limited to the beginning of the connection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 Performance Testing 

The performance of EM-TCP is tested against that of M-TCP 

protocol. Several data transfer operations at various bit error 

rates (BER) are performed in the simulation environment and 

accordingly, data transfer times are recorded for the purpose 

of comparison of the proposed EM-TCP protocol with the 

other protocol. Each simulation for a protocol, whether EM-

TCP or M-TCP, is run under the same path conditions in 

terms of bandwidths, propagation delays, BERs and so on. 

The total time to transfer a data from the fixed host TCP 
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sender (WH) to mobile host (MH) is measured. Particularly, 

we consider a test case with the following parameters: 

Data size = 3 MB, 

Maximum segment size = 1024 bytes, 

Timeout for EM-TCP or M-TCP to receive ACK from MH = 

0.15 ms, 

Retransmission timeout (Freeze timeout) at IH or SH = 1 ms, 

Persist Timeout at IH = 5 ms, 

Maximum interval between two consecutive segments 

transmitted = 0.05 ms, 

Number of hops = 3, and 

Wireless link: IEEE 802.11g   

The results are shown in Figure 5. For this particular test case, 

one can see that EM-TCP performs better than M-TCP when 

the bit errors are limited within 300 segments. However, 

when the bit errors exceed over 300 segments, both protocols 

achieve the same or similar performance.  

 

Figure 5. M-TCP vs. EM-TCP under various error conditions. 

6 Conclusions 

In this work, we propose a scheme to enhance TCP’s 

performance for mobile applications, in which network 

services are provided over wireless networks tethered to a 

wired network infrastructure. Based on earlier works on 

Mobile TCP (M-TCP) and Snoop, we develop a enhanced M-

TCP protocol to handle communications from the wired end-

point to a mobile host. As our test results demonstrate, the 

EM-TCP protocol improves TCP’s performance in terms of 

throughput and bandwidth usage in a network and adapt to 

dynamically changing bandwidth, frequent disconnections, 

and handoffs over the wireless link. The EM-TCP algorithm 

reduces the data transfer time, increases the throughput, and 

reduces retransmission attempts compared to TCP and M-

TCP. 

The basic assumption of our simulation study of the EM-TCP 

protocol is that bit errors occur in a continuous stream of 

segments. That is, several consecutive segments are in error in 

a stream of segments. This may not be the case in some 

communication scenario where the packets may be corrupted 

anywhere in the data. One of the future tasks would be to test 

the simulation by sending the error segments randomly, and 

accordingly analyze and explore the new possibilities that 

arise from this scenario. With the help of this simulation with 

random distribution of error packets, it is possible to devise a 

protocol that can offer better performance in all situations. 
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Abstract – Advances in Information & Communication 
technology (ICT) are bringing new opportunities in the 
field of interoperable and standard-based systems 
oriented to ubiquitous environments and wearable 
devices used for digital homecare patient telemonitoring. 
This paper introduces a novel open platform for u-Health 
care. A novel open middleware platform assures 
interoperability between standard and proprietary 
Medical Devices (MDs). We are used a smart device as 
gateway. A smart device is decreasing complexity of 
hardware and software. Then, proposed middleware is 
migrated to mobile operating system. 

Keywords: u-Health care, middleware, smart device, 
open platform 

 

1. Introduction 
As the number of the aged is growing increasingly, 

seniors who suffer from chronic disease grow rapidly [1]. 
Then, u-Health care that patient can manage consistently 
one’s health in their daily life is being studied. u-Health 
care is a medical system that it measure consistently a 
vital sign with Personal Health Device(PHD) in their 
daily life and transmit to medical center. u-Health care 
facilitate early diagnostic and decreasing medical 
expenses through efficient health care, it will be solved 
to lack medical professional. 

Communications and interfaces among components 
of patient monitoring system and between Medical 
Devices(MDs), become now very important in 
exploiting all the possibilities offered by the information 
gathered [2].  

A freedom in elaborating high quality sensors 
combined with user’s centered features raises the 
number of MDs introduced by each manufacturer in the 
market. Such proprietary protocol raise the 
interoperability problem among MDs. standardization of 
PHD is necessary in order to assure interoperability 
among MDs. The ISO/IEEE 11073 consolidates 
previous IEEE 1073 Medical Information Bus and CEN 
standards, to cover different levels of the ISO Model, 
with models for access to the data and with services and 

communication protocols for interoperability between 
medical devices [3]. Lack of interoperability among 
MDs and third-party hospital information system 
solutions introduces communication overhead, imposes 
the installation and provision of complex network 
designs, and limits the monitoring capabilities while 
moving inpatients for diagnostic examinations [4]. 

In this context, we propose open platform that it 
assures interoperability faced when interacting with 
medical devices that utilize standard or proprietary 
communication protocol. We utilize smart device for 
gateway which collect vital sign from MDs and display 
state of patient’s health. Proposed middleware is 
migrated to mobile operating system. 
 

2. Designed platform 
Middleware as a means to simplify application 

development by providing abstraction of complex low-
level concepts has been a topic of interest for many years. 
Recently, the importance of middleware is considerably 
growing especially with the emergence of wireless 
sensor networks, whereby the variety, complexity and 
dynamicity [5]. Proposed open platform assures 
interoperability among MDs that utilize standard and 
proprietary communication protocol.  

Wireless communication is essential for 
implementation of u-Health care. Recently, the release 
of the Bluetooth Health Device Profile (HDP) has given 
a strong impulse to achieving interoperability among 
wireless devices [6]. HDP is a standardized specification 
for Bluetooth communication between medical devices, 
mainly targeted to support a variety of in-hospital and 
in-home healthcare applications. Then, we adopt 
Bluetooth for communication between MDs and 
gateway. We are used smart device that function as 
gateway. Smart devices support Bluetooth without 
additional module. Proposed open platform consist of 
MDs and a smart device that function as gateway and a 
server that store patient’s vital sign. MDs transmit smart 
device measuring vital sign with various sensors. Smart 
device divide standard transport layer and proprietary 
transport layer. A data of standard transport layer 
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transmit to application layer through ISO/IEEE 11073 
stack. A data of proprietary transport layer convert to 
ISO/IEEE 11073 format with translate mechanism. 
Converted data transmit to application layer through 
ISO/IEEE 11073 stack. Transmitted vital sign display 
with smart device, and transfer to server through WiFi or 
CDMA in order to store vital signs. 
 
3. Conclusion 
In this context, we suggest middleware framework in 
order to implementation of open platform of u-Health 
care. Proposed middleware framework assures 
interoperability for interacting with medical devices that 
utilize standard or proprietary communication protocol. 
From the user, open platform frees about platform and 
device. From the manufacturer, it facilitate reduce of 
cost and development time due to can reuse platform. 
Utilization of smart device in proposed system is fined 
complexity of hardware and software. Future research 
aims to deploy combination of u-Health system and 
medical information system such as HL7, DICOM. 
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Abstract -  This article presents a technique for reconfiguring 
the resonant frequency for a microstrip antenna using differ-
ent substrate materials including EBG / PBG. Initially the 
substrate was used in 2.2 and later replaced by others of rela-
tive permittivity of 8.703 (p polarization) and 10.233 (s pola-
rization). The results were obtained by Ansoft-Design for 
return loss and radiation pattern in 2D and 3D. Comparisons 
are made with results from improved for frequencies of 2.36, 
6.8 and 7.35 GHz.  

 
Keywords: Microstrip Antennas, Return Loss, Pattern Fields, 
PBG, EBG. 
 
 

1 Introduction 
  The microstrip antennas, as shown in Figure 1, are widely 

employed in wireless communication systems, and have been 
the target of several research studies, because of its wide use 
in modern technology for its efficiency, low manufacturing 
costs, easy integration with other devices or other types of 
antennas. However, it has some disadvantages, problems with 
bandwidth, sensitivity to environmental factors, low efficien-
cy due to dielectric and conductor losses, and has no reconfi-
guration for the resonant frequency of the systems that today 
has fundamental importance [1]-[7]. 

 
Figure 1.  Microstrip antenna designed for εr=2.2. 

This work was partially supported by CNPQ and INCT-CSF. 

 

The use of photonic structures is an alternative technique 
that although it was developed in research on optical media, 
can have a concept used in other fields and applied to a range 
of frequencies, including microwave bands and millimeter 
waves. This class of artificial materials regularly spaced and 
with specific electrical properties, can be used in planar de-
vices that characterize the microstrip circuits. 
This paper presents a way to adjust the antenna by changing 
its substrate values. A PBG (Photonic Band Gap) or EBG 
(Electromagnetic Band Gap) [5]-[8] substrate at microwaves 
frequencies, formed by semiconductor materials with spaced 
cylinder gaps, are employed. New results are compared with 
the use of other substrates, where a modification of the same 
is made, to perform a reconfiguration of the antenna resonant 
frequency.  
  

2 Theory 
 Periodic structures for operating in the optical range can 

be made of dielectric or metallic materials. These structures 
can generate frequencies bands forbidden. When photons are 
launched into a crystal of this type, their modes decay 
exponentially within the structure. This happens due to the 
wave number become complex (in whose case the modes are 
evanescent) and, therefore, light is strongly attenuated in all 
directions of the periodic arrangement. Thus, other structures 
can be designed to forbidden bands (band gaps) that prevent 
energy electromagnetic propagation; these structures are 
referred to as PBG (Photonic Band Gap).[9]-[11]. 

 
          A periodic structure can have its periodicity in one, two 
or three directions [2]-[3]. Thus, it can be classified into one- 
dimensional when its constituent characteristics vary in one 
direction only, two-dimensional, has periodicity in two 
directions, or three-dimensional, while its structure is periodic 
in three directions, shown in Figure 2, with its reciprocal 
representations. 

 
The homogenizing process of the substrate is made, slice 

by slice, as shown in Figure 3. The rods with permittivity ε1 
are embedded in a medium of permittivity ε2. The procedure 
consists in dividing the structure into a superposition of 
homogenized layers. 
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Figure  2.   Real and reciprocal representations of PBG/EBG structures: one-
dimensional, two-dimensional and three-dimensional. 

 
The layers containing the rods are broken up into cells 

hose y size (resp. x size) is the diameter of a rod (2r) (resp. 
the period d). 

 
 

Figure 3.  Homogenized bidimensional EBG crystal. 
 

 

According to homogenization theory the effective 
permittivity depends on the polarization [9]. For the s and p 
polarization, respectively, we have (1) and (2): 
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(2) 
 

β is defined as the ratio between the area of the cylinders 
and the area of the cells, α is an independent parameter whose 
value is equal to 0.523. 

3 Results 
 Thus, was analyzed the influences of changing the 

antenna's substrates with the shift of the resonant frequency. 
The antenna initially designed to εr = 2.2 has substituted its 
substrate to promote the reconfiguration frequency antenna. 
In Figure 4 has the return loss of antenna with substrate of 

2.2; in Figure 5 has the radiation pattern plane E in red and H 
in blue to 2.36 GHz and Fig.6 the 3D diagram of radiation 
pattern. 

 

 
Figure 4.  Return loss using substrate with εr = 2.2 

 

 
Figure 5.  Radiation pattern, E plane the outside line and H plane the inner 

line, to 2.36 GHz. 
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Figure 6. 3D pattern fields of the antenna using substrate with �r = 2.2 

Then was replaced the antenna's substrate from 2.2 to 
8.702 in order to check the displacement at a frequency of 
resonance. The Figure 7 present the antenna´s return loss 
with that substrate. 

 
Figure7.      Return loss using substrate with �r = 8.702 

It was comproved the shift in resonance frequency 
by 2.36 to 7.36 GHz with the change of the substrate. The 
Figure 8 shows the radiation pattern to 7.36 GHz and in 
Figure 9 the radiation pattern in 3D. 

 
Figure 8.   Radiation pattern, E plane the outside line and H plane the inner 

line, to 7.36 GHz. 

 

Figure 9.  3D pattern fields of the antenna using substrate with �r = 8.702 ( p 
polarization) 

Once again in order to verify the change in the 
frequency was modified the  substrate to 10.233 to prove 
the effectiveness of the technique in the rewriting 
frequency of microstrip antennas. In Figure 9 we have the 
return loss of the antenna with this substrate. 

 
 

Figure 10.  Return loss using substrate with �r = 10.233 

Thus there is a shift in frequency to 6.8 GHz proving the 
change in resonant frequency of the antenna. In Figure 11 has 
the radiation pattern to 6.8 GHz and Figure 12 the 3D 
radiation pattern. 

 
Figure 11.   Radiation pattern, E plane the outside line and H plane the inner 

line, to 6.8 GHz. 
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        Figure12.           
3D pattern fields of the antenna using substrate with �r = 10.233 ( s 
polarization) 

4 Conclusions 
 With the increased usage of wireless systems, several 
frequency spectra have been detected, and then it has become 
necessary to build systems adaptable to the environment in 
which they live. Thus, this research showed development of a 
reconfigurable antenna of changes in substrates. The antenna 
originally designed to operate at 2.4 GHz, εr = 2.2 has been 
changed to a frequency range of 6.8 and 7.35 GHz, with 
substrate PBG photonic altered, with relative permittivity of 
10.233 (p polarization) and 8.702 (s polarization), respective-
ly. Thus, the technique of changing the substrate is shown to 
provide effective frequency reconfiguration of microstrip 
antennas. Due to the periodicity of the EBG structures, elimi-
nates surface waves and thereby increases the efficiency of 
the antenna. These antennas are employed in adaptive sys-
tems, and these types of structures have fundamental impor-
tance in addressing the problems of surface waves, wrapped 
in microstrip configurations. 
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Abstract—Cooperation among nodes is one of the 

main concerns in Ad hoc network; and success or 

failure of a network depends on the rate of cooperation. 

In this paper, incentive patterns to stimulate nodes for 

cooperation is reviewed, then it is focused on 

reputation-based schemes and a survey on some of 

available techniques is performed. In the next step, the 

indicated schemes are evaluated based on common 

parameters in most incentive pattern schemes and 

finally a proper method tailored to opportunistic 

network is selected. 

 

Keywords: Opportunistic networks, reputation, 

Cooperation, Ad hoc networks 

1. Introduction 

Although opportunistic resource utilization network 

or oppnets is an innovative paradigm, it inherits many 

characteristics of its ancestor namely mobile ad hoc 

networks (MANETs). Even if all seed nodes, as main 

members of the network, show a cooperative behavior, 

considering such behavior is not realistic among 

helpers; therefore existence of selfish behavior among 

members of the network is inevitable. On the other 

hand, such networks can be successful in their mission 

when nodes cooperate with each other. In order to 

increase incentive pattern in the network, different 

mechanisms have been introduced in literature, ranging 

from discovering a selfish node and limiting them, to 

outstanding a cooperative node in the network. 

Regarding to Oppnet networks, selfish nodes must also 

be discovered and their communication should be 

limited. In this paper, it is tried to review some methods 

for controlling selfish behavior based on reputation 

scheme and tailored to Oppnet. 

This paper is organized as follows. First, the structure 

of opportunistic network is explained. Then incentive 

patterns to stimulate nodes in unstructured networks are 

reviewed. In section three, a brief survey about 

reputation-based methods is provided. Section four 

covers the evaluation of methods introduced in section 

three. Finally, as the conclusion of this paper, a suitable 

reputation-based schemes tailored to opportunistic 

network is chosen.  

2. Structure of the Opportunistic 

Resource Utilization Networks & 

Their Classifications 

 

Presented recently, oppnets are a specialized form of 

ad hoc networks with the virtue of expansion. In this 

paradigm diverse systems which are not included in the 

original network can join the system dynamically, and 

provide certain tasks in a specific situation like an 

emergency incident. In this case, oppnets can increase 

their potential abilities to fulfill a specific task in a 

certain period of time. Oppnets are categorized into two 

main classes, namely class 1 and class 2 and a sub-class 

between the two main classes called class 1.5 [1]. Class 

1 introduces opportunistic communication when devices 

are in each other range; while class 2 defines 

opportunistic expansion and opportunistic usage of 

resources gained by this opportunistic expansion. Class 

1.5 is a specialized network facilitated for opportunistic 

data forwarding [2]. 

Oppnets are deployed by a set of initial nodes called 

seeds as an autonomous network; then other nodes, 

called helpers, can be discovered and joined to the main 

network. A distributed control center including a subset 

of seed nodes is created to control the expansion of the 

network by admitting helpers. Helpers can be invited or 

ordered to join. In the invited form, a helper can accept 

or reject the invitation, but in the ordered form a helper 

is enforced to join the network [1]. 

In spite of introducing the structure of oppnets, there 

are still many challenges to overcome. One of these 

challenges is the nodes stimulation for cooperation. In 

the following section, incentive patterns and their 

general characteristics are reviewed to choose a suitable 

one for oppnets.  

3. Incentive Patterns and Its 

Taxonomy 

In order to increase utilization in decentralized 

unstructured networks two related tasks must be 

fulfilled, namely stimulating nodes for better 

cooperation and limiting uncooperative nodes. 

Stimulating nodes for cooperation is known as an 

incentive pattern in the literature and isolating and 
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limiting the activity of uncooperative nodes is called 

punishment. Effective incentive patterns can also 

decrease selfish behavior. 

In [3] incentive patterns are categorized to two main 

groups, namely trust based incentive patterns and trade 

based incentive patterns. Prior to explaining each group, 

some general characteristics to differentiate incentive 

pattern are expressed. The characteristics plus other 

attributes are the main criteria to evaluate the 

reputation-based incentive schemes.  

 Roles: it defines the role of an entity in the system. 

In general, if an incentive pattern stimulates an 

entity to act as a provider for a consumer, then the 

cooperation relationship is asymmetric. However, 

if an incentive pattern enforces a consumer to act 

as a provider at the same time, it is called 

symmetric relationship. 

 Remuneration: the way a consumer rewards a 

provider is called remuneration. There are 

different types of remuneration like reputation or 

check. The type of remuneration varies in each 

incentive pattern. 

 Uncooperative behavior: In [4] profitable and 

reasonable behavior are considered as the main 

criteria to distinguish the uncooperative entities. In 

an incentive pattern, misbehaviors are restrained 

while venial noncooperation are tried to ignore. 

These uncooperative behaviors can be categorized 

as malicious, selfish, lavish and venial behavior. 

Malicious behavior is not profitable for malicious 

entity; therefore, in an incentive pattern such 

entities are discovered and punished seriously. 

Selfish behavior is usually a one-way profitable 

relationship for providers. The effect of such 

misbehavior is controlled by remunerating the 

provider. Lavish misbehavior is a profitable 

relationship for the consumer and it is diminished 

by remuneration. Venial noncooperation is a 

reasonable uncooperative behavior and is usually 

ignored most of the time.  

 Trust: regardless of the incentive pattern, a 

consumer must satisfy that a provider executes a 

respective service. In order to do so, the provider 

usually gathers proofs of his work. On the other 

hand, the consumer must show the validity of the 

provided remuneration. Regarding to the incentive 

pattern, the provider must trust either the 

consumer directly based on provided evidence or 

third parties’ entities. 

 Scalability: the number of entities who apply the 

incentive pattern represent the scalability. 

According to characteristics declared above, the 

incentive patterns are grouped as follows. 

Trust Based Incentive Pattern: this is a very 

straightforward pattern. A provider responds to a 

consumer, if it trusts the consumer. This group is sub-

divided to two sub-groups as follows. 

 The Collective Pattern: a set of entities with 

mutual trust and unconditional cooperation is 

called a collection of entities. In this category, 

since all entities are members of a collection, the 

incentive for cooperation is stimulated. The 

assumption is that, as long as an entity is a 

member of the collection, it shows the cooperative 

behavior. In ad hoc networks, a group of devices 

belong to one organization or one person 

represents a sample of a collection. Regarding to 

Oppnet networks, seeds can be categorized in this 

group. 

 The community pattern: good reputation is the 

main requirement of this incentive pattern. A 

group of local entities who have gained reputation 

by providing services to other entities are called a 

community. In this pattern increasing local 

reputation of the provider is the benefit which is 

gained by executing a service for a consumer. A 

community is usually formed when devices from 

different organizations want to cooperate with 

each other. In Oppnet networks helpers can be 

categorized in this group. 

Trade Based Incentive Pattern: in this pattern an 

explicit remuneration of the provider might be desirable. 

This remuneration is usually a service in return by the 

consumer on behalf of the provider. This service can be 

provided either immediately or deferred; therefore trade 

based incentive patterns can be divided to two sub-

categories as follows. 

 Immediate service in return: in some type of 

networks like highly volatile networks, the 

assumption of mutual trust can be too restrictive. 

In such cases, any future cooperation is not 

assumed; therefore a consumer must provide in 

return service as soon as it receives its desired 

service from provider. In other words, an entity is 

a provider and consumer at the same time and the 

mutual services occur simultaneously. In this 

incentive pattern mutual trust is not necessary and 

two entities can communicate each other 

anonymously. Moreover, this method can restrain 

selfish and lavish behaviors. This method is also 

called “the barter trade pattern”. 

 Deferred service in return: if a provider does not 

need a service immediately, “immediate service in 

return” will not be helpful. In such a case, the 

consumer hands over a bond to promise a service 

in return to provider. This incentive pattern is also 

called “bond based incentive pattern”. This 

pattern can be implemented in four different ways 

namely, bearer notes, bearer bills, banking pattern 

and bank note pattern. In all of these methods, an 

official document like a bearer note or a bank note 
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specify that a specific consumer must provide a 

service to the bearer at the time of presenting the 

document. 

In summary, the main difference of “trust based 

incentive pattern” and “trade based incentive pattern” is 

that, in the former every entity who can trust other 

entities can request a service, but in latter, providing a 

service is limited to some specific entities who get their 

remuneration by requesting a service in return at once, 

or in deferred by presenting a bond. In other words, 

trust, cooperation and consequently selfish behavior in 

the second category, are more restricted than the first 

category. 

In Oppnet networks which may be usually used in 

specific situation like emergency incidents, high 

cooperation is necessary; however, establishing an 

entity as trusted third party usually needs special 

hardware and longer time; therefore trust based 

incentive pattern are suitable as their incentive pattern. 

4. Reputation-Based Incentive 

Schemes 

In this section the following reputation-based incentive 

schemes are reviewed. 

 RADAR: a ReputAtion-based Scheme for 

Detecting Anomalous Nodes [5] 

 SORI: A Secure and Objective Reputation-Based 

Incentive Scheme [6] 

 OCEAN: Observation-based Cooperation 

Enforcement in Ad hoc Network [7] 

 Refaei et. al. [8] 

 Zakhari et. Al. [9] 

 LARS: a Locally Aware Reputation System for 

MANETs  [10] 

A. RADAR: a ReputAtion-based Scheme for 

Detecting Anomalous Nodes 

In this scheme, reputation is used to detect anomalous 

nodes, a kind of intrusion detection technique.  

Reputation is defined here as opinion of a mesh node 

from other nodes. Similar to intrusion detection 

techniques, in anomalous detection, normal profiles 

must be created by sampling observed subjects in 

normal events. However, creating these profiles is not 

easy in Wireless Mesh Networks (WMN) due to the 

some difficulties like unreliable physical medium, 

signal interference and traffic congestion. To 

accomplish this task, reputation is used to quantify the 

behavior of each node by collecting relevant observable 

subjects. In this scheme, it is assumed that nodes are 

heterogeneous regarding to reputation, limited in 

mobility and autonomous in decision making. 

In order to quantify nodes’ reputation, nodes rate each 

other after each communication session. Particularly, 

each node monitors all its interesting nodes during a 

certain amount of time. Then local trust of all neighbors 

of node i, is calculated and integrated to represent the 

local trust of the node. Then, the global trust of each 

node is calculated using transitive trust. In this way, a 

number of trustworthy intermediate nodes which are not 

direct neighbors of node i, are involved in the 

calculation. These values are used to learn the network 

to detect future anomalous nodes.  

RADAR can resist various types of network layer 

attacks, namely malicious collective, DoS and routing 

loop. The aim of malicious collective is to subvert 

reputation management, and the goal of routing loop 

attack is to compromise the routing protocol to create 

routing loop. RADAR can detect all nodes creating 

attacks with 20% false positive. Nodes launching DoS 

are detected, because their trust values decrease 

gradually. Nodes launching routing loop attack are 

discovered, because their trust value doesn’t change 

significantly; and finally nodes creating DoS by 

spoofing address are punished. 

In terms of scalability, all nodes in the system work as 

a detector to detect anomaly. 

B. SORI: A Secure and Objective Reputation-

Based Incentive Scheme 

SORI quantifies reputation by objective 

measurement; moreover, this scheme focuses on 

securing propagation of reputation to resist malicious 

nodes by using one-way-hash authentication. In 

addition, SORI’s nodes send the reputation values to 

direct neighbors to reduce communication overhead. 

Generally, sending reputation values to direct neighbors 

produce less network traffic and provide more trustable 

information than the methods using second hand 

information from intermediate nodes. Reputation 

inconsistency is one common problem in second hand 

reputation values, due to the fact that each node may 

have different views about the reputation of its 

neighbors. Discriminating trust value is quite confusing, 

when a node receives different values for a specific 

neighbor. On the other hand, having a consistent wide-

network reputation value makes the decision making 

more trustable than one-hand values. 

SORI assumes nodes are uncooperative in packet 

forwarding, but no conspiracy among nodes; therefore 

there is selfish behavior in the network but not 

malicious one. Moreover, nodes do not change their 

identity during their life time. The way of transmission 

is broadcast approach. In term of scalability, all nodes 

contribute in incentive pattern. Nodes are in a 

promiscuous mode; therefore each node can listen to 

every packet transmitted by its neighbors. 

In order to calculate the reputation value, each node 

keeps track of two numbers for each of its neighbors, 

namely request-for-forwarding and has-forwarded 

values. The ratio of these two values defines a metric 
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called confidence to consider reputation. Then each 

node propagates the confident value to all of its 

neighbors to increase the effect of punishment. Upon 

receiving all confident values from each neighbor, 

overall evaluation value is calculated based on the 

credibility that each neighbor has earned from 

perspective of the node. In this way, a selfish node is 

punished by its entire neighbors instead of one 

neighbor. The punishment is performed by dropping 

packets of punishing nodes probabilistically.  

In term of security, SORI uses a one-way-hash chain 

for authentication mechanism. This mechanism keeps 

the integrity of messages and stops the attack of selfish 

nodes to impersonate a node with good reputation.  

C. OCEAN: Observation-based Cooperation 

Enforcement in Ad hoc Network 

OCEAN uses trade-based scheme for its incentive 

pattern. Every node has counters called chipcount for 

each neighbor. When a node forwards a packet on 

behalf of another node, it earns chips. Similarly, when a 

node asks other nodes to forward a packet, it loses 

chips. When a node wants to forward a request, it 

checks the chipcounts of its neighbor. If it is below the 

threshold, it denies forwarding the packet. 

OCEAN calculates reputation from first-hand 

observation to reduce the burden of trust-management 

in second-hand information gathering and trustiness. 

When a node sends a packet to its neighbor, it listens to 

medium to find out whether the neighbor attempts to 

forward the packet. If it does not, the sender registers a 

negative event against the neighbor node; otherwise a 

positive event is registered. When a rating of a node 

falls below a faulty threshold, that node is added to the 

faulty list. Consequently, routes whose next hops are 

chosen from the faulty-list nodes are considered as bad 

routes. This list is propagated by Route-Request 

(RREQ) of DSR routing protocol to inform other nodes. 

OCEAN resists against two types of routing 

misbehavior, namely misleading and selfish behavior. In 

misleading misbehavior, a node may respond to route 

request, but fails in actual packet forwarding. This 

misbehavior is detected when other nodes observe the 

lack of participation of misbehaved node. Then, this 

observation is reported to other nodes to increase the 

effect of punishment by refusing to forward the traffic 

of the misbehaved node. In selfish misbehavior, selfish 

node does not even respond to route request, but it sends 

its traffic to the network. In OCEAN direct observation 

is the solution to capture this behavior. 

In order to increase security in OCEAN, nodes 

generate their asymmetric keys. The public key is 

propagated among neighbors and the private key is kept 

in the original node. 

D. Refaei et. al. (M. T. Refaei 2005) 

In this scheme, each node calculates the reputation of 

its neighbors autonomously based on the completion of 

the requested service. The principal is that when a node 

sends a packet to one of its neighbor, it holds the 

responsibility for the node to complete the correct 

delivery. Consequently, uncooperative nodes are 

detected, isolated and punished. In order to do so, each 

node must maintain a reputation table to keep the 

reputation index of its direct neighbors. When packet 

forwarding is successful, each node along the path to the 

destination increases the reputation index of the next 

hop on the path. On the other hand, unsuccessful 

delivery decreases the value of the index for each node 

along the path. In addition, the main criterion for a node 

to forward or drop a packet is the value of the reputation 

index of the sender. If this value falls below a 

designated threshold, receiver drops the packet. Falling 

down the reputation index below the threshold is a sign 

for selfish behavior. The amount of values for 

increasing or decreasing reputation index has a direct 

effect on the behavior of the network. Assigning higher 

values causes faster isolation but produces more false 

positive; therefore a trade off must be considered 

between accuracy and isolation.  

This scheme is independent from routing algorithm; 

because its principal is based on the feedback returning 

from destination. Therefore, there is no need for each 

node to listens to the medium to find out if its neighbor 

has forwarded the packet. In this way communication 

can be done as directional form. Moreover, this method 

doesn’t have any communication overhead, since each 

node calculates the reputation independently and does 

not share it with other nodes. 

E. Zakhari et. Al. (S. R. Zakhary n.d.) 

This scheme has been designed for highly mobile 

nodes and sparse environment considering security for 

single and multiple black hole attack. In this model 

node’s reputation is categorized to multiple zones that 

provide better decision making and higher details 

depending on the required services like packet 

forwarding. Moreover, both direct information and 

second hand information are used to calculate the 

reputation. This method uses reputation discounting, a 

concept to fade out old reputation and provide a chance 

for new nodes to claim reputation. Moreover, 

considering degree of centrality for each node can 

reveal the most influential nodes to assist other nodes to 

build trust. Nodes with higher centrality have higher 

probability to getting in contact other nodes. In addition, 

nodes with high centrality and high reputation are 

considered as suitable sources for indirect reputation.  

This scheme holds N neighbor reputation records, one 

for each neighbor, to represent reputation observation of 

that neighbor. Each node performs a selective deviation 
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test to ensure unity of view with neighbors upon 

receiving indirect reputations. In this case, a received 

indirect reputation is compared with direct reputation of 

receiving node to detect all deviation greater than a 

specific threshold to eliminate it. Direct reputation is 

also calculated by the Eigen Trust algorithm [11]. Then, 

a global consistent reputation value is calculated at each 

node for all of its neighbors. 

This method also uses adaptive expiration technique 

for observing the behavior of neighbors. In this way, a 

node can adjust observation based on neighbor 

reputation and network conditions. The observation 

expiration time for trusted neighbors is usually higher 

than non-trusted neighbors. 

F. LARS -A Locally Aware Reputation System for 

Mobile Ad Hoc Networks 

There are dynamically located nodes in Mobile Ad-

hoc Networks. The nodes can behave selfishly due to 

preserving power.  According to node selfishness, two 

concepts can be discussed; extreme selfishness and 

selective selfishness.  The extreme selfishness is what 

we call when a node drops all the packets which are not 

for the node itself. However, the selective selfishness 

occurs when a node drops some packets selectively. A 

Locally Aware Reputation system (LARS) deals with 

node selfishness. LARS is able to deal with both 

extreme and selective selfishness.  

In Lars, the reputation of a node can be defined as the 

perception of a node regarding to the performance of 

another node. In other words, the reputation of a node is 

derived from direct observation, while the second hand 

information is not allowed.  In most reputation systems, 

the reputation of a node is globally shared in the 

network. However, the local reputation is based on the 

node’s direct observations of its neighbors. In reputation 

systems, different nodes may face different reputation 

values for the same node. There might be different 

reasons for the inconsistency node problem; nodes may 

calculate different reputation values, the global 

reputation values may differ and nodes may receive 

different indirect reputation.  

Reaction to selfish node is done as follows; 

If a node observes a reputation value of another node 

is below the allowed threshold, then that node is 

considered selfish and the first node will generate a 

warning message about the selfish node. If another node 

receives the warning message, it broadcasts an alarm to 

its neighborhood. The integrity of the generated alarm 

message can be ensured in the following two ways: 

First, due to the inconsistent reputation problem 

discussed before, different nodes may have different 

reputation values for the same node. For instance, a 

node which is considered selfish by another node, may 

be considered non selfish by a third node. We assume 

that if m nodes in the neighborhood agree on the 

selfishness of a node, then it is considered to be selfish 

with high probability.  

Second, by requiring m nodes to send the same 

WARNING message, we prevent nodes from false 

accusation (blame).  

In LARS, two selfish node reaction behaviors can be 

considered. First, the routes of selfish nodes will be 

deleted and other routes bypassing the selfish nodes will 

be defined. Second, the punishment of selfish nodes is 

done by dropping their traffic. 

5. Evaluation of Reputation-Based 

Incentive Schemes 

In this section, we evaluate reviewed methods from 

various criteria, namely incentive patterns, security 

issues, implementation and performance, and routing 

and dissemination. 

Table 1 shows the results of evaluation from incentive 

patterns point of view. In this table the following 

parameters are used for comparison and evaluation. 

 Incentive scheme: it shows the main concept for 

cooperation among nodes. The valid values for 

this parameter are trust-based incentive pattern 

and trade-based incentive pattern. 

 Trust Pattern: if trust accrues from membership it 

is called “collective pattern”, but if it adapts 

dynamically, it is called “community pattern”.  In 

trade-based scheme, trust patterns are either 

“barter trade pattern” for immediate service or 

“bond-based pattern” for deferred service. 

 Remuneration type: the form of remuneration 

exchanged between consumer and provider has a 

specific type. Reputation and check are two types 

of remuneration. 

 Type of Trust: the possible values are “static” and 

“dynamic” for this field. The trust will be dynamic 

if it is based on direct or indirect experience of the 

entity. It is static, if there is a statement of trust 

like certificate. 

 Roles: if a provider can be a consumer at the same 

time, the role of the entity is “symmetric”, 

otherwise it would be “asymmetric”. 

TABLE 1 

Evaluation of methods based-on characteristics of 

incentive patterns 
 RADAR SORI (Refaei) Zakhary OCEAN LARS 

Incentive 

Scheme 

Trust Trust Trust Trust Trade Trust 

Trust 

Pattern 

Community

/Collective 

Community Community Community bond Community 

Remunera

-tion Type 

Reputation 

value 

Reputation 

value 

Reputation 

value 

Reputation 

value 

Chip count Reputation 

value 

Type of 

Trust 

Dynamic Dynamic Dynamic Dynamic Dynamic Dynamic 

Roles Symmetric Symmetric Symmetric Asymmetric Symmetric Symmetric 
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Table 2 illustrates the evaluation of reviewed methods 

based on security issues. The following parameters are 

used to compare the methods. 

 Security: it indicates that whether a specific 

method supports any kind of security issues. N/A 
is used when there is no security procedure in the 

method. 

 Integrity: it indicates whether the integrity of 

messages is kept during transmission. If there is an 

integrity method, its name is mentioned, otherwise 

N/A will be used. 

 Misbehavior: it identifies the type of misbehavior 

that the method can resist. Selfish and malicious 

are two possible values for this field. 

 Punishment: it indicates whether there is a 

punishment procedure in the method. “Yes” or 

“No” may be used for this part. 

 Type of Punishment: it explains the procedure 

used to punish a misbehaved entity. The value in 

this field shows a summary of the procedure. 

 Attack: it shows the type of attacks that a method 

has procedure to resist for. There are different 

types of attacks, but some common attacks are 

DoS, routing loops, black holes and rushing 

attack. 

TABLE 2 

Evaluation of methods regarding to security issues 
 RADAR SORI (Refaei) Zakhary OCEAN LARS 

Security IDS Authentication No Replication Public key Integrity 

Integrity N/A Hash-Chain N/A N/A N/A Yes 

Mis-

behavior 

Malicious Selfish Selfish Malicious Misleading/ 

selfish 

Selfish 

Punish-

ment 

Yes Yes Yes Yes Yes Yes 

Type of 

Punish-

ment 

Reroute 

traffic 

from 

Malicious 

node 

Reputation 

Propagation 

with overall 

Evaluation 

Discarding 

Packets of 

Selfish 

nodes 

Reroute 

traffic 

Discarding 

Packets of 

Selfish 

nodes 

Degrading 

the 

Reputation 

Value of 

misbehaved 

nodes 

Attack DOS 

Routing 

loop 

Not specified N/A Single/ 

Multiple 

Black/Gray 

hole 

Rushing 

attack 

Routing 

attack 

 

Table 3 shows the comparison among methods 

regarding to implementation and performance. The 

following parameters are the main criteria for this 

evaluation. 

 Reputation Calculation: it shows in which manner 

reputation is calculated. Reputation for node can 

be calculated by considering direct local nodes or 

indirect nodes. Indirect methods include direct 

calculation. The possible values for this field are 

“direct” or “indirect”. 

 Reputation Measurement: it summarizes the way 

of measuring reputation by a node. 

 Mobility: it shows whether nodes in the network 

are mobile or not 

 Network Model: it indicates the type of network 

which the method has been implemented on. 

 Storage: it explains the type of storage to store the 

value of incentive pattern. 

 

TABLE 3 

Evaluation of methods regarding to implementation and 

Performance 
 RADAR SORI (Refaei) Zakhary OCEAN LARS 

Reputation 

Calculation 

Various 

Range-

global trust 

Direct 

Neighbors 

Indirect Direct & 

Indirect 

Direct Direct/Indirect 

Reputation 

Measure-

ment 

Based on 

attributes of 

MAC and 

Routing 

Protocol 

Packet 

forwarding 

Completion 

of 

Requested 

Service 

Centrality 

of 

reporting 

nodes & 

indirect 

Rep. 

Packet 

forwarding 

Direct 

Observation 

Mobility Limited-No Highly 

mobile 

(20m/s) 

Isolation 

Inversely 

proportional 

with speed 

Highly 

mobile 

(20m/s) 

Highly 

mobile 

(20m/s) 

Highly 

Mobile 

Network 

Model 

Wireless 

Mesh 

Network 

Mobile 

Ad-hoc 

Network 

Ad-hoc Mobile 

Ad-hoc 

Network 

Mobile 

Ad-hoc 

Network 

Mobile Ad-

hoc networks 

Storage Neighbor 

node list 

(global,local) 

Neighbor 

node list 

Packet 

traces table 

with hash 

Neighbors’ 

reputation 

records 

Neighbor 

node list 

Neighbors 

Reputation 

Records 

 

Table 4 indicates a brief comparison based on routing 

algorithms and the way of message dissemination. Two 

following parameters are considered for this 

comparison. 

 Dissemination: “broadcast” or “unicast” are two 

possible values for this field. It indicates the way 

of transmitting the packets. Since wireless 

networks use omin-directional medium, the 

transmission usually occurs in broadcast form. If 

the destination is specifically identified, the value 

of directional is used as the value of the field. 

 Routing: it shows the routing protocol which has 

been used in the method. If the method does not 

depend on routing protocol, the value of 

“independent” is mentioned. The name of routing 

protocol follows “Independent” shows the 

protocol used in the experiment.  

 

 

TABLE 4 

Evaluation of methods based-on routing and 

dissemination 
 RADAR  SORI  (Refaei)  Zakhari  OCEAN  LARS 

Dissemin

ation 
Broadcast Broadcast Directional Broadcast Broadcast Broadcast 

Routing * (DSR) DSR * (AOVD) AODV * (DSR) * (DSR) 

* Independent from routing algorithm 
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6. Conclusion 

One of the most important ideas in Oppnets is the 

expansion of the network opportunistically with support 

of available nodes in the area. This is usually fulfilled 

by adding helper nodes to the network. This expansion 

expands the network mainly into two aspects, namely 

size and potential ability. Since those helpers are not 

part of the original network, they may not be completely 

cooperative and trustable; therefore the first problem is 

motivating of new nodes. Another problem is security 

of information. This is due to the fact that, even those 

nodes connected to the network may show malicious 

behavior. In other words, in addition to selfish behavior 

malicious behavior is a serious concern in Oppnets. 

Mobility is another factor that must be concerned. Since 

helper nodes are not identifiable at first step, they may 

be highly mobile; therefore those incentive patterns 

which do not consider mobility are not suitable. 

Moreover, independency from routing protocol 

increases autonomy of Oppnets network.  

Among those methods reviewed in this survey, SORI 

shows better compatibility with Oppnets; although some 

new characteristics must be added.  

SORI is a trust-based incentive scheme with 

community pattern which is suitable for Oppnets; 

because all nodes are not the same and trustable. It 

supports high mobility, deals with selfish nodes with 

punishment procedure but not malicious nodes. 

Malicious nodes must be considered. It keeps the 

integrity of messages using hash function, but resisting 

to other attacks launched by malicious nodes is not 

supported. This current version of SORI has been 

implemented on DSR routing algorithm, but the 

independency from routing protocol provides higher 

scalability for Oppnets. After adding new features to 

SORI, it would be more compatible to Oppnet than 

other methods. Further simulation experiments are 

needed to reveal the correctness of this claim.  
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Abstract - This work has as main objective to analyze the 
rectangular slot resonator with four layers, with photonic 
materials - PBG, to obtain the complex resonant frequency 
and radiation efficiency of this structure. The analysis 
developed in this work was performed using the TTL - 
Transverse Transmission Line method. Numerical-
computational results are presented in graphical form in three 
dimensions for all analysis performed, and the resonance 
frequency depending on the length and width of the slot and 
the radiation efficiency as a function of resonance frequency 
and height of the layers of substrate structure under study. 

Keywords: TTL Method, PBG-Photonic Band Gap, Four 
layer Slot antenna, Efficiency. 

 

1 Introduction 
  The rectangular slot line resonator with four layers, 
consist of one rectangular slot line resonator, where there are 
two layers under and two layers over the patch.  

 This structure is shown in Figure 1, with width “w” and 
length “l”. With the analysis through the TTL method, the 
general equations to the electromagnetic fields are obtained. 

 The complex resonant frequency is calculated using 
double spectral variables, being the same, used in the 
elaboration of the efficiency and bandwidth's parameters. 

By the usage of the system of Cartesian coordinates and the 
dimensional nomenclatures as presented in Figure 1 
(perspective view), the equations of the electromagnetic fields 
are obtained, being considered despicable the thickness of the 
slot line. 
 

 

  

 

 

 

Figure 1.  Perspective view of the four layers slot resonator.  

2 PBG Structure 
 One of the problems when working with photonic 
material is the relative dielectric constant determination as the 
PBG is a non-homogeneous structure where the incident sign 
goes at the process of multiple spread. 

 A solution can be obtained through a numerical process 
known as homogenization. The process is based in the theory 
related to the diffraction of an incident electromagnetic plane 
wave, imposed by the presence of immerged cylinders of air 
in a homogeneous material. 
 

 For electromagnetic waves propagating in the xy plane 
these waves have the s polarization (E field parallel to the z 
axis) and p polarization (E field perpendicular to the z axis). 
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Figure 2.   Homogenized PBG/EBG Crystal. 

 

3 Fields Calculation 
 Due to the limitation in the length, the equations should 
be used for the analysis in the spectral domain in “x” and “z” 
directions as function.  

 Therefore the field equations are applied for double 
Fourier transformed defined as:   

                          

( , , ) ( , , ) n kj x j z
n kf y f x y z e e dx dzα βα β

∞ ∞

−∞ −∞
= ⋅ ⋅∫ ∫%        

(1)                          

 Where αn is the spectral variable in the “x” 
direction and β spectral variable in the “z” direction. 

 After using the Maxwell’s equations in the spectral 
domain, the general equations of the electric and 
magnetic fields to the method TTL are obtained: 

  

     2 2

1
xi n yi yik

i i
E j E H

k y

∂α ωμβ
γ ∂
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= − +⎢ ⎥+ ⎣ ⎦
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     2 2

1
zi yi n yik

i i
E j E H

k y

∂β ωμα
γ ∂

⎡ ⎤
= − −⎢ ⎥+ ⎣ ⎦
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     2 2

1
xi n yi yik

i i
H j H E

k y

∂α ωεβ
γ ∂

⎡ ⎤
= − −⎢ ⎥+ ⎣ ⎦

% % %         (4) 

     2 2

1
zi yi n yik

i i
H j H E

k y

∂β ωεα
γ ∂

⎡ ⎤
= − +⎢ ⎥+ ⎣ ⎦

% % %         (5) 

               

Where: 

 i = 1, 2, 3 and 4 are the dielectric regions of structure; 

                             2222
ikni k−+= βαγ                              (6) 

Is the constant of the propagation in y direction; αn is 
the spectral variable in “x” direction and βk the spectral 
variable in “z” direction.. 

∗== rii kk εμεω 2
0

22   Is the number of wave of ith term of 
Dielectric region; 

0ωε
σ

εε i
riri j−=∗  Is the dielectric constant relative of the 

material with losses; 
 
ω = ωr + jωi is the complex angular frequency; 

0εεε ⋅= ∗
rii  is the dielectric constant. 

 
The equations above are applied to the resonator being 

calculated, the fields Ey and Hy through the solution of the 
Helmoltz’s wave equations in the spectral domain [2]-[4]: 

 

                           
2

2
2 0yE

y

∂ γ
∂

⎛ ⎞
− =⎜ ⎟

⎝ ⎠
%                           (7) 

                           
2

2
2 0yH

y

∂ γ
∂

⎛ ⎞
− =⎜ ⎟

⎝ ⎠
%                           (8) 

 The solutions of Helmoltz’s equations for the four 
regions of the structure are given as examples: 

Region 2: 

2 2 2 2 2senh coshy e eE A y B yγ γ= ⋅ + ⋅%          (9) 

              2 2 2 2 2sinh coshy h hH A y B yγ γ= ⋅ + ⋅%         (10) 

 

Region 4: 

3
3 3

y
y eE A e γ−= ⋅%                              (11) 

                           3
3 3

y
y hH A e γ−= ⋅%                              (12) 
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 Substituting these solutions in the equations of the fields 
(2) to (5), as function of the unknown constants A21, A22, 
B21 and B22 are obtained, for example, for the region 2: 

~ 0 21 2 22 ( 2 )
2 2 2

0 22 2 21 22 2

( )cosh
E

)sinh( )
k n

x
k n

j B A yj

j B A yk

ωμ β αγ γ
ωμ β αγ γγ

++⎡ ⎤−
= ⎢ ⎥++ ⎣ ⎦

       (13) 

 
~ 0 21 2 22 ( 2 )

2 2 2
0 22 2 21 22 2

( )cosh
H

)sinh( )
k n

x
k n

j B B yj

j A B yk

ωε β α γ γ
ωε β α γ γγ

++⎡ ⎤−
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  (14)  

 

 For the determination of the unknown constants, it 
is applied the boundary conditions to the 1, 2 and 3 
regions: 

For the regions 1 e 2:  y = h1 

E
~

x1 = E
~

x2                               (15) 
 

E
~

z1 = E
~

z2                               (16) 
 

      H
~

x1 = H
~

x2                               (17) 
 

  H
~

z1 = H
~

z2                                (18) 
    
    
For the regions 2 e 3:  y =d- ; (g=h1+h2) 
 

E
~

x2 = E
~

x3 = xgE
~

                            (19) 
 

E
~

z2 = E
~

z3 = zgE
~

                            (20) 
 

After several calculations are obtained, for region two: 
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(24) 

 The general equations of the electromagnetic fields 
are obtained as function of the tangential electric fields 
on the antenna resonator. 

4 Admittance Matrix Calculation 
 The following equations (25) and (26) relate the   
current densities on the sheets and the magnetic fields on the 
interface y = h1+h2: 

x2 x3 ztH H J− =                             (25) 

                           z2 z3 xtH H J− =−                           (26) 

 

It has being done the substitutions of the magnetic fields 
equations, so after some calculations are obtained, 

xg zg zgY E E Jxx xzY+ =% % %                       (27) 

                       xg zg xgY E E Jzx zzY+ =% % %                       (28) 

 

These equations are represented in the matrix form: 

xg zg

zg xg

E JY

E J
xx xz

zx zz

Y

Y Y
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                  (29) 

 

 The “Y” admittance terms are the Green’s dyadic 
functions to the antenna and they are represented by: 
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Where,  
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 The tangential electric fields in the interface have being 
expanded using base functions [3], [5]: 

1
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Where axi and azj  are constant unknown and the terms n and 
m are numbers integer and positive that can be done equal to 
1, as seen in equations (41) and (42) following: 

( , )xg x x n kE a f α β= ⋅ %%                              (41) 

                         ( , )zg z z n kE a f α β= ⋅ %%                              (42) 

 

The Fourier transformed of the base functions chosen are [6]: 
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Where J0 is the Bessel’s function of first species and zero 
order. The Garlekin method is applied to (29), to eliminate 
current densities and the new equation in matrix form is 
obtained [5], [7]. 
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*

x xx xxxK f Y f
∞

−∞

= ⋅ ⋅∑ % %                          (47) 

The solution to the characteristic equation of the determinant 
(14) it supplies the resonant frequency. 
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5 Radiation Efficiency 
 
For rectangular slot resonator, the theoretical development to 
determine the radiation efficiency takes into account the 
losses of reflection, conduction and dielectric. 
 The radiation efficiency is defined as the ratio between 
the power delivered, to the radiation resistance and input 
power delivered to RL and Rr [8]: 

(%) 100t

r

R

R
η =

                           
(48) 

 The total resistance, Rt (Ω) is calculated from the 
following equation: 

'

1 1 1 1

t r c dR R R R
= + +

                     
(49) 

 
The total resistance, Rt (Ω) is calculated from the following 
equation: 

6 Results 
 The Figure 3 shows the 3D result of the resonant 
frequency as function of the slot length and width. The 
frequency increases when the width and the length decrease. 

 

Figure 3.   Frequency (GHz) as function of the width (mm) and length (mm). 

 Figure 4 shows a graphic comparing the curve of the 
radiation efficiency as a function of resonance frequency, for 
different thicknesses of substrate. For the results in Fig. 4 was 
considered permittivity as follows: εr1 = 12.0, εr2 = 8.702 (p 
polarization), εr3 = 12.0, εr4 = 1. The air is considered as the 
fourth layer. For the p polarization, was considered a height 
of substrate, h1 = 3.302 mm, h3=1.27 mm, h2 = 2.54 mm, h2 

= 3.302 mm and h2 = 5.842 mm, respectively. The width 
35.56 mm and the length is 71.12 mm. Therefore there is an 
improvement of radiation efficiency of the structure under 
study, and an increase in resonant frequency when the 
efficiency increases. 

Figure 4.        Radiation efficiency (η) as function of frequency for p 
polarization. 

For the results in Figure 5 was considered permittivities 
for the following: εr1 = 12, εr2 = 10.233 (s polarization), εr3 
= 12, εr4 = 1 (air). The thicknesses employed for this analysis 
are: h1 = 3.302 mm, h3=1.27 mm, h2 = 2.540 mm, h2 = 3.302 
mm and h2 = 5.842 mm, respectively. The width is 35.56 mm 
and the length is 71.12 mm. 

 

Figure 5.        Radiation efficiency (η) as function of frequency for s 
polarization. 
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7 Conclusions 
 
 The Transverse Transmission Line – TTL method was 
used, in the analysis to obtain the numeric results of the four 
layers slot line resonator. According to the concise and 
effective procedures the calculus of the complex resonant 
frequency was obtained with accuracy. The rectangular slot 
resonator with four dielectric layers has its results from a 
complex resonant frequency. The development of the 
calculation of radiation efficiency as presented here is 
consistent with current literature. 
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Abstract - Wireless Mesh Networks due their cost-efficient 

and fast deployment have had important networking 

infrastructure. Major problem in Wireless Mesh Networks, 

is Mesh router placement. An optimal Mesh router 

placement can ensure desire network performance in terms 

of network connectivity and coverage area. Since the 

problem is NP hard, to solve mesh router placement 

problem and achieve optimal solution with suitable quality, 

we can use heuristic approach. In this paper, we proposed 

a Genetic algorithm beside approach that has derived from 

circle packing problem. Circle packing problem consists in 

packing n non-identical circles without overlap inside the 

smallest containing circle C. Our model use of two 

objectives, maximization both network connectivity and 

coverage area. We have experimentally evaluated the 

proposed approach on instance network. The experimental 

results showed the efficiency of our approach for achieving 

high quality and optimal solutions of mesh router nodes 

placement in WMN. 

Keywords: Mesh router placement, Genetic algorithm, 

circle packing problem, network connectivity and 

coverage area.  

 

1 Introduction 

 A wireless mesh network (WMN) is a 

communications network made up of radio nodes planned 

in a mesh topology. In Wireless mesh networks (WMNs) 

there are two types of nodes: mesh routers and mesh 

clients.  A set of mesh routers (MRs), connecting to each 

other wirelessly and forming a backbone to serve set of 

mesh clients[1]. A few MRs with the Internet connections 

act as Internet Gateways (IGWs) to pass on the traffic 

between the Internet and the WMN. Low cost design 

nature and fast deployment of WMNs is that make them a 

cost-effective option to providing wireless Internet 

connectivity for mobile users at anytime and anywhere. 

These characteristics especially would be useful in 

developing regions or countries, avoiding costs of 

deployment and maintenance of wired Internet 

infrastructures. 

The good performance and operability of WMNs 

largely depends on placement of mesh routers nodes in the 

geographical area to achieve network connectivity, stability 

and user coverage. The objective is to find an optimal and 

strong topology of the mesh network to support 

requirement services to clients. However, in a real 

deployment of WMN the automatic or purely random node 

placements produce poor performance WMN since the 

resulting placement could be far from optimal. Further, real 

deployment of WMNs may require taking into account 

specific restrictions and characteristics of real geographic 

area and therefore one need to explore different topologies 

for placing mesh routers. In fact, node placement can be 

seen as a crucial design and management issue in WMNs.  

A practical MR placement scheme should determine 

the positions of MRs to satisfy the following three basic 

requirements: (1) Maximizing network coverage: MRs 

should be placed as far away from each other as possible to 

cover more areas. However, a MR placement only 

considering coverage requirement could lead to insufficient 

network connectivity. (2) Maintaining network 

connectivity: Each MR can communicate with one IGW 

through single or multi-hop wireless links. Should there are 

at least one path between an each two MRs. Therefore 

graph of network should be connective graph.   (3) 

Adapting to network environment: MR placement is 

constrained by network environment. One important 

environmental limitation is geographical constraint and 

another is traffic distribution. The nature of the 

environment dictates where MRs could be placed. Traffic 

distribution influences the number of MRs. This scheme 

will become more important if do two following issue:               

(1) Determining optimal numbers of mesh routers to 

maximize coverage area and connectivity. (2) Determining 

optimal placement of mesh routers for maximization two 

above objectives. 

Compared to the previous works, our approach makes 

the following improvement: 

Firstly, do 2 issue above, that’s, determine number of 

mesh router needed to coverage environment of network. 

Do this with circle packing algorithm, that numbers of 
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mesh router used to coverage network too many lower of 

other researches. 

Secondly, due to low number of MRs used in 

network, cost of development and deployment in WMNs 

reduce proportionally. 

The rest of the paper is organized as follows: In 

Section 2, we briefly discuss the existing work in the 

literature. In Section 3, the network model and problem 

formulation is described. Circle packing problem describe 

in section 4. In Section 5, we give a genetic algorithm 

based on circle packing problem for our problem. In 

Section 6, we evaluate our approach and finally, we 

conclude the paper in Section 7. 

2 Related work 

 Unfortunately, node placement problems are shown 

to be computationally hard to solve to optimality [2-4], and 

therefore heuristic and meta-heuristic approaches are the de 

facto approach to solve the problem for practical purposes. 

Several heuristic approaches are found in the literature for 

node placement problems in WMNs [5-8]. In these papers, 

used of simulated annealing algorithm, Genetic algorithm, 

local search algorithm and neighborhood search methods 

respectively for addressing router nodes placements in 

wireless mesh network. 

In [9], author Partitioned the deployment area into 

grids, that used for counting the number of users and 

measuring the signal strength received from each mesh 

node. For measurement and estimate the received signal 

strength at each position used of the channel pathloss 

model. The pathloss describes the attenuation experienced 

by the wireless signal as a function of distance. A local 

searching algorithm used to find the best locations through 

candidate locations and its method based on probability 

model. 

In [10] the problem is addressed under a constraint 

network model in which the traffic demand is non-

uniformly distributed and the candidate positions for MRs 

are pre-decided. Authors proposed a heuristic algorithm to 

obtain a close-to-optimal solution to reduce complexity of 

determining the locations of MRs while satisfying the 

traffic constraint. 

A 2-stages multi objective evolutionary optimization 

algorithm which tries to optimize the two objectives by 

means of genetic algorithms, where individuals or 

solutions are represented by network graphs proposed 

in[11].In the first stage of MOGAMESH, candidate 

network topologies are found by letting a population of 

graphs evolve. In the second stage, a link elimination 

algorithm further reduces the number of links of the 

network. 

A virtual force based MR placement algorithm 

(VFPlace) presented in [12] which Given a certain number 

of mesh routers, VFPlace targets to determine the positions 

of these mesh routers to maximize their overall coverage 

and maintain a certain number of neighbors for each mesh 

router, while satisfying geographic and traffic constraints 

of a specific WMN. VFPlace tried to dynamically avoid 

placing mesh routers in prohibitive regions, favor 

preferential regions and balance the distance between mesh 

routers. 

 

3 Network  Model  and  Problem 

Formulation 

3.1 Network Model 

The MR placement problem can be described as a 

way to determine appropriate positions for a number of 

MRs in a network area while satisfying environmental and 

traffic constraints. The area to be covered by a WMN 

backbone is modeled as a two-dimensional disk with a 

radius R in a two dimension coordinate plane. The center 

of disk is located at (0, 0), the origin of the coordinate 

system. At first, define a node set of MRs name    . 

   {v ,v , ,vn-    that each node represent a mesh 

router. We show each mesh router with a circle. We 

consider transmission range of each mesh router as radius 

of related circle.  Then we denote geographical constraints 

area set with     {vn,vn  , ,vn c  that each node 

represents a circle area, which MRs can’t be placed inside 

in. Given any nodev    , its position is represented with 

the coordinate x
i
, y

i
 . For a MR node x

i
, y

i
   is the position 

where the MR is situated. In other words,   
 
   

 
  represent 

a center of vi circle. Since we consider one IGW in this 

paper, is located in   ,     

Two mesh router nodes are connected if the 

Euclidean distance between them is no longer than the 

MR’s transmission range. In other words, two mesh router 

(circle) connected if have overlap with each other. The 

coverage area of a node    vi , prime of circle v .  

It should be also noted that routers are assumed to 

have different radio coverage and higher radio coverage 

router assume to have more capacity and powerful 

addresses. 

3.2 Problem Formulation 
Determination placement of MR nodes has to 

minimize the required number of MR nodes needed to 

meet the maximize coverage as possible, full connectivity, 

and environmental constraints for network. The minimum 

number of MRs has great effect to maximally reduce the 

investment cost imposed by MR hardware. Based on the 
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above network, we formulate the MR placement problem is 

to find the optimal placement by following inequalities: 

⋃  (vi)   R
2vi

i   , vi              (1) 

|Rij|    vi , vj                         (2) 

(xi,yi) (xc,yc),    i   ,    c        (3) 

Inequality (1) says the set of selected MR nodes provide 

maximize coverage as possible of the network domain and 

inequality (2) models the full connectivity of all nodes. 

Full connectivity implies that every node to be connected 

to the IGW by at least one path and exist one path at least 

between any two nodes in network where |Rij|denote 

distance a path between node vi , vj. Inequality (3) to 

satisfy geographical constraints says the position of mesh 

nodes shouldn’t inside set  .  

4 Circle Packing Problem 

Cutting and Packing (C&P) problems are 

scientifically challenging problems with a wide spectrum 

of applications [13–17]. They are very interesting NP-hard 

combinatorial optimization problems; i.e., no procedure is 

able to exactly solve C&P problems in polynomial time. 

They generally consist of packing a set of items of known 

dimensions into one or more large objects or containers as 

to minimize the unused part of the objects or waste. The 

items and objects can be rectangular, circular, or irregular. 

In this paper, we use of the problem of packing a set of 

circular items into the smallest circle. The circular packing 

problem (CPP) consists of packing a set   { ,2, ,n- } of 

non-identical circles  i without overlap into the smallest 

containing circle C where each  iis characterized by its 

radius ri The goal is to search for the best packing of the n 

circles into C, where the best packing minimizes waste. 

Instance of circle packing problem showed in Fig. 1. 

 

Fig. 1- Instance of Circle Packing Problem 

 CPP is equivalent to finding the coordinates  x
i
, y

i
  of 

every circle  i , i    and the radius r and coordinates  x,y  

of C, such that no pair ( i, j)    , and i j overlap. 

Formally, the problem can be stated as finding the optimal 

level of the decision variables r,  x, y , and  x
i
 , y

i
 , i   , 

that 

                                  Minimize r 

(CPP)          ubject to   √(xi-x)
2
 (y

i
-y)

2
      r-r , i   ,  (4)          

   √(xi-x)
2
 (y

i
-y)

2
     ri rj,  i    , j<i 

CPP has a linear objective function but non-linear non-

differentiable constraints. The first set of constraints states 

that any  i , i   is totally contained within C. There are n 

of these constraints, one for each  i. The second set 

reinforces the no overlap constraint of any pair of distinct 

circles ( i, j); that is, the Euclidean distance between the 

centers of  i and  j must be greater than or equal to (ri rj). 

In circle packing problem as mentioned above, one of 

conditions, is c rcles shouldn’t have overlap with each 

other. in order that we can use this algorithm for our 

problem, need to change this condition such that each 

circle (router) overlap with at least one other circle (router) 

to satisfy network connectivity condition. Thus we modify 

algorithm in determine position such that any circle 

overlap with two other circles. 

The resulted pattern has the following key properties: 

 The final network is formed by n circles. Each MR 

is placed in the center of each circle.  

 Each circle is surrounded by at most six other 

circles to cover the disk without gaps.   

 The distance between any two neighboring MR 

nodes i and j is smaller than the sum of 

transmission range’s, ri rj, so that the network 

connectivity is guaranteed. 

Our approach based on circle packing pattern fills the 

network plane with limited overlaps and no gaps. Overlaps 

are necessary to satisfy the connectivity requirement, 

limited overlaps essential for minimizing the number of 

MRs in the disk; no gap is needed to satisfy the coverage 

requirement. 

5 Our Genetic Algorithm Based on Circle 

Packing Problem 

In our approach, we present modified version of 

circle packing algorithm and solve it with genetic 

algorithm so that use for placement mesh routers problem 

in WMNs. 
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5.1 Encoding 

We use a permutation of ( ,2, ,n) to code a 

individual for encoding. M individuals are randomly 

generated to form the initial population. We run GA with 

different value of n. for obtain optimal number of routers, 

we call genetic algorithm with different value for n, and 

calculate coverage area for any pattern obtained with these 

value of n. each chromosome denotes a router. 

5.2 Fitness function 

The fitness function is of particular importance in 

GAs as it guides the search towards most promising areas 

of the solution space. Furthermore, in our case, although 

we face an optimization problem with multiple criteria, 

including connectivity of MRs and coverage area and 

therefore the fitness function in our particular case can be 

expressed in different ways. Since positioning algorithm, 

placed routers in positions that have overlap at least with 

one other router, thus we can use ratio of total coverage 

area each individual to evaluate fitness of it. This means 

that proportion total coverage area to number of routers 

used to achieve this coverage. If two patterns have same 

total coverage area, we calculate the numbers of router in 

pattern and pattern with lower router has greater fitness. 

5.3 Crossover operators 

We apply a crossover operation that retains the 

validity of permutations [18]. For convenience, we assume 

K is an even number, so we have K/2 pairs of parents. For 

each pair of parents, we apply the crossover operation to 

generate two children. In this paper, we apply crossover as 

follows: child1 and child2 area pair of parent solutions. 

Suppose q is a random integer, where 1 ≤q≤ n. The first 

child is generated by taking routers  q from child1 and 

appending to this subsequence any missing routers in the 

order in which they appear inchild2. The second child is 

obtained in the same way, only with first subsequence 

taken from child2, and the remainder being made up from 

child1. 

5.4 Mutation operators 

We randomly select two routers from its sequence 

and exchange their positions as mutation operator. 

6 Simulation Result 

In this section, we present the simulation results to 

show the effectiveness of our approach. The simulation is 

done using the Matlab. For compare our result with [12], 

used of same scenario network in simulation, that’s: The 

radius of the network domain is 8 units (R = 8). The 

transmission range of each MR node is 2 units (r = 2). But 

transmission MRs can be different. The number of MR 

nodes to be placed determine by our approach. The IGW 

located at (0, 0), the center of the network disk and doesn’t 

shows in Figures. As mentioned above and described in 

next section, we consider value R
2
/r

2
 for initial and during 

algorithm increase its value. 

Fig. 2 shows the result of placement our algorithm in the 

case of geographical constraints doesn’t consider. At 

compare with Fig. 4 that show random placement and use 

of 38 nodes, our result can get to coverage area close to 

95% with only 24 nodes (router) rather than 38 nodes. 

 

Fig. 2-MR placement without geographical constraints 

 

Geographical constraints, places that cause to 

condition node can’t be placed in these regions as shown in 

Fig. 3, considered and coverage area 90% obtained again 

with 24 nodes. Rather than Fig. 5 that with 38 nodes 

coverage network, our approach with 24 nodes, this mean 

with 14 nosed less, almost entire network coverage. This 

reduce in number of router needed to coverage network, 

Significantly decrease cost of network, consist of 

installing, deployment, maintenance. In others word, cost 

of hardware of mesh network 36% has reduced than [12]. 

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3- MR placement with considering geographical constraints 
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In terms of network connectivity, since our algorithm 

use of method that each node at least has overlap with 

another node, full connectivity 100% obtain and between 

all of the nodes exist path. While in Fig. 4 random 

placement presented in [12], full connectivity doesn’t exist. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig. 4-Random Placement 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5-MR placement by [12] 

6.1 Finding Optimal Number of Mesh Routers 

If we consider transmission range of mesh router 

(radius circle) identical, and assume any two mesh router 

don’t have overlap with each other, at least R
2
/r

2
 MRs 

required to coverage network area (if position of circles 

determine with circle packing problem  but it is clear don’t 

get full coverage in this case because the circles don’t have 

overlap with each other and thus exist gap in network disk. 

We in our approach to find the optimal number of MRs to 

coverage network consider two cases: 1) all of mesh 

routers have same transmission range and 2) routers have 

different transmission range. In case 1, algorithm with 

R
2
/r

2
 MRs that have overlaps started and one by one add 

MR to network till total coverage of pattern close to 100%, 

because the area related to geographical constraint set 

prevent to get to full coverage in some case based on 

position of member set VC. If we use of routers with 

different coverage radio, problem different partly. In our 

algorithm as mention in genetic algorithm section, have 

two phases.  

In first phase consider all if routers with identical and based 

on placement done. After placement, we calculate traffic 

loads that each router must passed and if traffic loads one 

router beyond its capacity, algorithm alters this router with 

powerful router that have more capacity and higher 

transmission range. In phase continue to replace weaker 

router with powerful router and thus the position of these 

routers to be constant. Since position of these routers 

determined, algorithm restarts for other nodes and adds 

MRs one by one to network domain till get total coverage 

close to 100% and re-determine their final position of these 

nodes. Thus number of MRs according to this approach can 

be obtained that consist of some routers with distinct 

transmission range.  

In Fig. 6 shows the case of, router’s number 2   in Fig. 3), 

after calculation traffic load, exchange with powerful 

router, that’s  o.  8 router. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6-Find number of routers after traffic load phase 

 

7 Conclusion 

In this work we have presented Genetic Algorithm 

based on circle packing problem for the problem of mesh 

router nodes placement in Wireless Mesh Networks 

(WMNs). We have considered two metric for evaluation 

our solution: network connectivity, and ration of network 

coverage area. Experimental results showed in network 

connectivity, obtained 100% connectivity, and in coverage 

area with many lower number mesh routers, coverage area 

close to 100% obtained. In fact, with reduce number of 

needed mesh router; cost of setup, investments decrease 

significantly. The proposed approach has practical 

usefulness for designing and deploying of real WMNs. In 

our future work we would like to improve our approach to 

get 100% coverage. 
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Abstract - The analysis and new results of the resonance 
frequency and pattern fields of microstrip antennas array, 
with superconductor patch, for different very high critical 
temperatures, are presented. The linear superconducting 
rectangular microstrip antennas array use the new materials 
Sn5InBa4Ca2Cu10Oy at temperature of 212 K, conductivity of 
1.88x105 S/m and Tl5Ba4Ca2Cu10Oy at temperature of  233 K 
with conductivity equal 2.0x105 S/m. The concise full wave 
Transverse Transmission Line (TTL) method is used in the 
analysis. New results as functions of the temperature, and 
resonant frequency as functions of the various antenna 
parameters, for different superconductor are presented. 

Keywords: High Temperature; microstrip antenna; 
superconductor; linear antenna array. 

 

1 Introduction 
  The superconductivity is a phase, a state of matter 
observed only in some solids, mostly metals.  

 Regarding the study of superconductivity, there is a 
phenomenon that was discovered in 1933 by researchers H. 
Meissner and R. Ochsenfeld, which reports the perfect 
diamagnetism, which means that lines of magnetic flux are 
completely expelled from the superconductor and there is a 
force that repels the superconducting away from magnetic 
fields. This phenomenon became known as the Meissner 
effect [1-3].  

 A theory widely used for superconductor is the BCS 
theory, developed by Bardeen, Cooper and Schrieffer. The 
macroscopic theory uses the two fluids model and the London 
equations.  In this work are used microstrip antennas with 
recent very high superconductor patch. The structure is 
shown in Figure 1. 

_________________________________________________
This work was partially supported by CNPQ and INCT-CSF. 

 

 

Figure 1.  Superconducting microstrip antenna with patch of width, w, 
and length, l.  

 Considering the microstrip antenna resonator  of Figure 
1, the equations that represent the electromagnetic fields in 
the x and z directions as function of the electric and magnetic 
fields in the y direction are obtained, applying the TTL 
method [4]-[10]. 

2 Theory 
 Starting from the Maxwell’s equations, after various 
algebraic manipulations, the general equations for the antenna 
in the FTD - Fourier Transformed Domain are obtained, for 
the x and z directions as [8]-[10]: 
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Where: 

 i = 1, 2 are the dielectric regions of structure; 

2
i

2
k

2
n

2
i k−β+α=γ  Is the propagation constant in y 

direction; 
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   Where : 

                                   1
S

S

Z
tσ

=                                              (6)     

 Zs is the superconductor impedance, σs is the 
conductivity and “t” is the thickness of the superconductor 
patch. 

       The Moment method is used to eliminate the electric 
fields in (5), and to obtain the homogeneous matrix equation 
(7) for the calculation of the complex resonant frequency. 
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 The determinant of this K matrix, witch is the inner 
product of the Z matrix and the basis functions, provides the 
real and imaginary resonant frequencies, which are 
numerically calculated using computational programs 
developed in this by the authors, in Fortran Power Station 
Language. 

 

 

2.1 BCS Theory 

  The quantum theory of the superconductivity was 
launched in 1957 by the work of Bardeen, Cooper and 
Schieffer. This theory includes: 

 An attractive interaction between electrons can be 
conduced to a ground state, separated from an excited state by 
an energy gap, which separates the superconducting electrons 
below the gap of the normal electrons. The critical field, the 
thermal and electromagnetic properties are many other 
consequences of this energy gap. 

 The penetration depth,λ, appear as natural consequences 
of the BCS theory [3]. The London equation is obtained at the 
magnetic fields, which vary slowly in space. Thus the 
Meissner effect is obtained naturally. 

 The BCS theory predicts the critical temperature of an 
element or alloy. There is a paradox: the greater resistivity at 
room temperature is the likelihood that this metal is a 
superconductor when cooled. 

  The London equations are used [7], 

                 e E m
d v

dt

→
→

=                             (8) 

                                   Λ
∂
∂

j

t
E

→
→

=                         (9) 

Where, Λ is London constant, m is the electrons number, e is 
the electron charge and v is the Fermi velocity. 

3 Antenna Arrays 
 The antenna array [4] consists of a finite number of 
identical irradiants elements, which combines the induced 
signals in these antennas, to form the array. The maximum 
beam direction is controlled, adjusting the phase of the sign 
in elements of different spaces. The phase induced in the 
several adjustments in the elements, so that the sign obtain   
maximum directivity and gain.   

    The antenna array can be classified as linear and planar. 
Figure 2 shows the linear array of microstrip antenna with 
four elements. The linear array factor is, 
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Where:         
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                       ψ θ β= +kd cos                               (11) 

 

 

Figure 2.  Linear antenna array with four superconducting patch. 

4 Results 
 In this work the Transverse Transmission Line (TTL) 
method was applied, using double Fourier Transform [10]. 

 Computational algorithms were developed in Matlab 
and Fortran PowerStation languages. 

Figure 3 shows the frequency resonance as function of the 
patch length for different critical temperatures. The 
parameters are w = 25 mm, l = 30 mm, εr1 = 10.233 (RT 
DUROID 6010), εr2 = 1; and the (Sn5In) Ba4Ca2Cu10Oy [8] at 
the superconducting temperature of 212 K. 

 

Figure 3.  Resonance frequency in GHz as functions of the patch length, 
at critical temperature of 90 K, 160 K and 212 K. 

 

 

Figure 4 shows the frequency resonant in function to the 
patch length for different critical temperature. The parameters 
are w = 25 mm, l = 30 mm, εr1 = 10.233, εr2 = 1; and the 
(Tl4Ba)Ba2Ca2Cu7O13+  [8] at the superconducting 
temperature of 254 K.  

 

Figure 4.  Resonant frequency in GHz as functions of the patch length, 
at critic temperature of 90 K, 160 K, 233 K and 254 K. 

 The results in the Figure 5.a and 5.b shows the pattern 
fields  in E-Plane and H-Plane, for a linear array with 4 
elements spaced λ/2 for an angle of irradiation of 80o ,  
resulting in a phase of β = 31,25o. 

 Finally the results in Figure 6.a and 6.b shows the 
pattern fields in E-Plane and H-Plane for a linear array with 4 
elements spaced  λ/2 for an angle of irradiation of the 90o . 

 
(a) 
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(b) 

Figure 5.  Irradiation Diagram for a linear array with superconductor 
patch at Tc = 254 K and θ = 80o, for plane-E (a) and plane-H (b). 

 

 

(a) 

 

 
(b) 

Figure 6.  Pattern field for a linear array with superconductor patch at Tc 
= 254 K and θ = 90o, for plane-E (a) and plane-H (b). 

 

5 Conclusions 
 The superconductor theories have been presented at new 
superconductor materials. Numerical results of the resonance 
frequency, as functions of the linear antenna array including 
pattern fields of the E-plane and H-plane, were 
presented.  The results obtained from having a good metric 

conformity and this is seen when Tc increases, the dimension 
of the antenna reduces. New very high critical temperature 
material presented in the literature was used in this new 
application. 
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Abstract - As wireless sensor networks (WSNs) have 

increasing and high capabilities in broad range of 

application, recently have earned remarkable attention. 

Generally, sensor nodes use battery as power source, to this 

end the important issue for concern is how to reduce the 

energy consumption of nodes, so that the network lifetime can 

be prolonged to reasonable times. A major reason affecting 

the lifetime of WSNs is unbalanced energy consumption in 

different parts of the network. This unbalanced energy 

consumption is a direct result of having a static sink. Nodes 

near the sink frequently participate in forwarding data of 

other nodes to the sink. Therefore they are more subject to 

premature energy depletion. This condition called funneling 

effect [1]. The main contribution of this article is a mobile 

sink approach based on fuzzy logic and expert system that can 

analyze network environment, and make best decision for 

extending the network lifetime automatically.  

Keywords: Wireless Sensor Networks, Mobile sink, Network 

lifetime, Funneling effect  

 

1 Introduction 

 A wireless sensor network consists of sensor nodes 

deployed over a geographical area for monitoring physical 

phenomena in wide range of commercial, scientific, health, 

surveillance, and military applications. Typically, a sensor 

node is a tiny device that includes three basic components: a 

sensing unit for data acquisition from the physical 

surrounding environment, a processing unit for local data 

processing and storage, and a wireless communication unit 

for data transmission. In addition, a power source supplies the 

energy needed by the device to perform the programmed task. 

This power source often consists of a battery with a limited 

initial energy. On the other hand, the sensor network should 

have a lifetime long enough to fulfill the application 

requirements. However, as a result of the limited energy 

supply for sensor nodes, extending the lifetime of Wireless 

Sensor Networks (WSNs) has been a basic target for a 

significant amount of research during the last decade. 

Consider a static sensor network that sensors are 

randomly deployed. As mentioned a sensor node has a 

wireless communication interface through which it can 

communicate with other devices in its vicinity. Due to the 

limitation of the energy source and due to the fact that 

communication is the overcoming power consumer in a 

sensor node, the transmission range of these nodes is limited 

for energy-efficiency purposes. Sensor nodes that are spatially 

far from the sink node use multi-hop forwarding to deliver 

data to the sink. Multi-hop communication results unbalanced 

energy expenditure in the different parts of the network; 

nodes around the sink deplete their energy much faster than 

distant nodes. Not only does this stop those nodes near the 

sink from functioning, it also renders the sink unreachable by 

other nodes. In this case, the sensed data cannot be 

successfully delivered to the sink. The lifetime of the sensors 

close to the sink becomes the bottleneck for the network 

lifetime. 

1.1 Related work 

One way to balance the load over the network is to 

deploy more nodes in areas closer to the sink. The authors in 

[2] proposed a non-uniform node distribution strategy that 

divides the sensing field into a number of coronas and gives 

the ratio in node densities between two consecutive coronas. 

One problem of this approach is the exponential growth of the 

total number of sensor nodes in the network. Moreover, since 

the area around the sink will have too many nodes, there will 

be a need for a complicated MAC protocol to control the 

access of these nodes to the wireless channel and/or to 

manage their duty cycles. 

Other way to extend the network lifetime is to exploit 

the node mobility in mobile WSNs such that to balance the 

energy consumption. Actually Mobility of sensor nodes is 

feasible, and it can be accomplished in different ways [3]. For 

example, sensors can be equipped with mobilizers for 

changing their location. Mobility-based energy conservation 

schemes can be classified depending on the nature of the 

mobile element: a mobile sink (MS) or a mobile relay (MR) 

that our scheme belongs to mobile sink [4]. For example of 

recently proposed schemes the Greedy Maximum Residual 
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Energy (GMRE) is introduced [5]. According to GRME, the 

MS selects as the new location (among feasible sites) the one 

which is surrounded by nodes with the higher residual energy. 

In order to obtain information about the residual energy, a 

special sentinel node is selected around each feasible site. 

Sentinels get the energy information from the surrounding 

nodes and answer the query coming from the MS. The MS 

uses this information to decide whether or not it should move. 

Another heuristic-based relocation scheme is considered in 

[6], where the MS selects its new location in proximity to the 

nodes with the higher traffic generation rates. 

Saad et al. [7] present a solution to the problem of 

mobile sink in hierarchical structure sensor networks. The 

mobile sink starts at a fixed position and follows a well-

planned moving path, which ends with the sink returning to 

the start position. Sensor nodes are randomly deployed in the 

area. Sensors are organized into clusters and cluster heads are 

selected. A cluster head has the role of gathering information 

from the nodes in its cluster, saving data in a buffer, and then 

communicating data to the mobile sink when it gets in the 

range.  

Many other approaches proposed in the literature about 

sensor networks with mobile sinks (MSs) rely on a Linear 

Programming (LP) formulation which is exploited in order to 

optimize parameters such the network lifetime and so on. For 

example, in [8] the authors propose a model consisting of a 

MS which can move to a limited number of locations (sink 

sites) to visit a given sensor and communicate with it (sensors 

are supposed to be arranged in a square grid within the 

sensing area). During visits to nodes, the sink stays at the 

node location for a period of time (sojourn). Nodes not in the 

coverage area of the sink can send messages along multi-hop 

paths ending at the MS and obtained using shortest path 

routing. The authors derive a LP formulation in order to 

obtain the optimal sojourn times at each sink site. A similar 

approach, exploiting multiple MSs, is proposed in [9]. 

In this paper, we argue for using one or more mobile 

sink and we propose an approach based on fuzzy logic for 

placing these sinks in a way that balances the energy 

expenditure and increases the lifetime of the network. Fuzzy 

logic is a powerful technique for dealing with human 

reasoning and decision-making processes. A fuzzy expert 

system uses fuzzy logic instead of Boolean logic. In other 

words, a fuzzy expert system is a collection of membership 

functions and rules that are used to reason about data. Unlike 

the previous work we considering several important and 

influential parameter simultaneously to decision making 

about change location of mobile sink, then we design fuzzy 

system for select best new location.   

The rest of this paper is organized as follows. Section 2, 

we describe network model and present our scheme. Section 3 

shows the Simulation results. Finally, in Section 4, 

Conclusion and pointing out some related future research 

directions.  

 

2 Network model and proposed scheme  

We consider a WSN consisting of N sensor nodes and 

one mobile sink, those sensor nodes collects data from the 

vicinity environment and use multi-hop forwarding to deliver 

data to the closer mobile sink. We assume the transmission 

range, which is modeled as a disk, of all sensor nodes is fixed. 

We make other assumptions regarding the network model, 

such : 

 The sink has sufficient power supply while nodes are 

battery-powered batteries with limited energy. 

 All nodes have similar characteristics (e.g., range of 

radio coverage, energy of batteries, etc.). 

 Nodes do not move after they are deployed, and each 

node has at least one route, consisting of wireless 

links, to the sink (i.e., the network is not partitioned). 

 For each sensor node    , the location      , the 

residual energy   , and the data generation rate    are 

known. The location of a sensor node can be 

obtained using the GPS or other Position estimation 

techniques [10]. The values of     ,    and     are 

estimated at the node itself and in form of special 

packet send to sink. 

        There are several definition criterions for network 

lifetime in WSNs, for example, the time until the first sensor 

node dies or the time until a particular proportion of the 

sensors die. We can use both of them in our approach. 

2.1 Fuzzy sink mobility scheme 

In our method, sensing field is divided to several regions 

and the central point of all regions select as a candidate 

location set, that new location of mobile sink can be selected 

among this set. The number of these regions that we choose is 

enough suitable that guarantees select among candidate 

location set is near optimal decision for new location of 

mobile sinks.  

In proposed scheme, we use fuzzy system for decision 

making about new location of mobile sink. We choose several 

influential parameters as inputs of system and the output of 

this fuzzy system shows the score of each regions as a new 

location of mobile sinks. Finally, the region with the highest 

score has the most priority to be chosen as the next position of 

the mobile sink.  

Before we proceed to our fuzzy system, we describe 

how to calculate the inputs of system. First, we consider a 

timer T1 in each node. At intervals     every node    generate 

special control packet and send it to sink. This packet 
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contains values of node traffic (   ), residual energy of node 

(  ) and node locations (    ). There is another timer T2 in the 

sink. At intervals    that   =1.5   , sink using the values of 

received control packets calculate the inputs of fuzzy system. 

At first, according to the value of     , sink estimate the 

number of node in each region (    ), then average traffic 

(   ) and average residual energy (  ) of each region is 

calculated as follows:  

  

                  = 
∑   

    
         that     is in               (1) 

 

                = 
∑  

    
           that     is in               (2) 

Finally, we normalize these values and use of them as 

inputs of fuzzy system and calculate the score of each region 

as a candidate new location of mobile sink. Normalization 

means that every variable is normalized in the same range, 

e.g. [0, 1]. Fuzzy expert system is composed of four parts: 

fuzzification, fuzzy inference engine, Fuzzy Rule Base, 

defuzzification. Fig.  1 shows the architecture of the proposed 

system. 

 

Fig.  1.architecture of the proposed system. 

 

Each input crisp variable value needs to be first 

fuzzified into linguistic values before the fuzzy decision 

processes with the rule base. Suppose that X = {    …  } is 

the problem domain of fuzzy model, fuzzification is 

responsible of maps x into the interval [0 1] using of a 

membership function μ(x). We use triangular fuzzification as 

a most commonly used membership function that is shown in 

Eq. (3) , and Fig.  2 presents the membership function for 

inputs of our system. 

μ(x) = Triangular (x; a,b,c) =  Max (  Min ( 
   

   
 , 
   

   
 ) , 0 )      (3) 

 

Fig.  2. Membership function of inputs 

          Knowledge base stores the rules which are used by the 

fuzzy inference engine to get a new fact from them. Fuzzy 

logic system uses fuzzy IF-THEN rules. Table 1 show some of 

the rules in our fuzzy system. 

Table 1. Some rules in fuzzy mobility sink scheme 

IF THEN 

            y 

Low Low - 0 

Low - Low 0 

Low Med Med 0.12 

Low Med High 0.25 

Med Med High 0.62 

Med High Med 0.5 

Med High High 0.75 

High Low Low 0.12 

High Med High 0.87 

High High Low 0.12 

High High Med 0.62 

High High High 1 

 

We use of Sugeno-style fuzzy inference that does not 

need to defuzzification. In proposed system And method is a 

T- norm such as min, or Prod. According to the value of x for 

each input and membership function, degree of compatibility 

is calculated. Then using of Prod and degree of compatibility 

values, firing Strength (  ) obtained. Implication method is 

multiplication and final output are achieved from the 

following equation:  

                                 
∑      

∑   
                           (4) 

 

We consider final output as a score of region and the 

region with the highest score is chosen as a new location and 

mobile sink will change his location to there. 

3 Simulation results 

In this section, we analyze and compare the performance 

of our proposed scheme that we named it FMS. We perform 

our simulation in NS-2 simulator. In our simulation, nodes are 

divided into sensor nodes and mobile sink node, then several 

properties added to each other as follow: 
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 In every node add one filed as a node type whereby 

the ordinary node is distinct from the sink. 

 In sensor nodes add timer T1 as a Scheduler for 

sending control data and one function to generate 

control packet and send it to mobile sink. 

 In mobile sink add timer T2 as a scheduler for 

receiving and processing control packet and one 

function to receive control packet from sensor nodes. 

In addition, we have implemented our fuzzy system 

in mobile sink. 

The sensors are deployed randomly in area and we use 

standard parameters of the channel and radio model. Used 

values for the parameters are given in Table 2. We compare 

our proposed scheme with two other schemes: a static scheme 

where sink node are static, a mobile scheme that sink follow 

pre-defined path for collecting data from sensor nodes. 

Table 2. Simulation parameters 

 

3.1 Comparison criteria 

We evaluated and compared our scheme with the 

mentioned methods base on four criteria that each of them 

represents network lifetime view. Fig.  3 show average 

residual energy in the network. As you can see in Figure, our 

method lead to higher average energy in network. 

 
 

 

 

Clearly, higher average energy means better 

performance in energy conservation, but this is not enough 

singly. Balanced energy consumption in different parts of the 

network is another criterion beside the higher average residual 

energy that effects on network lifetime. For this purpose we 

use variance of energy consumption that shows residual 

energy of all nodes in half-time of simulation. Fig.  4, Fig.  5 

and Fig.  6 show in our scheme energy consumption is more 

balanced. 

 

Fig.  4. Energy of nodes in static sink scheme 

         

 

Fig.  5. Energy of nodes in pre-defined sink mobility 

        
 

 

Fig.  6. Energy of nodes in fuzzy mobility sink scheme 

 

Parameter                                 Value 

Simulator                                  

MAC                                          

Number of node                      

Area size                                  

Channel bandwidth                   

Application traffic                     

 

Simulation time 

Propagation mode 

NS2 

IEEE 802.15.4 

100 

150*150 m 

2Mbps 

CBR (Variable in time and 

different nodes) 

1000s 

Free space 

 

Fig.  3. Average residual energy 
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 Fig.  7 is another comparison between different methods 

that show number of dead nodes over time simulation. As you 

can see in proposed scheme nodes started to die later and total 

number of dead nodes is less than previous work. 

 
 

 

       

Finally, in Fig. 8 is shown network overhead that our 

scheme worst acts in. We consider overhead in network by 

calculating number of control packets and routing overhead 

packets in various time.  

 

 

 

4 Conclusion 

Unbalanced energy consumption in different parts of the 

environment in WSNs is major limitation for network 

lifetime. In this paper, we proposed mobile sink approach 

based on fuzzy logic and expert system that  selects best 

location in network environment for mobile sink as a  

extending the network lifetime. Simulation results show our 

scheme significantly prolong network lifetime. As a future 

work we can dynamically determine set of candidate location 

for mobile sink, instead of dividing the network into different 

regions, also we want improve our fuzzy system and combine 

it with multiple mobile sink scheme. We expect these 

improvements lead to more increasing in network lifetime.                     
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