Network Intrusion Detection Using Machine Learning
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Abstract—In the network communications, network intrusion is the most important concern nowadays. The increasing occurrence of network attacks is a devastating problem for network services. Various research works are already conducted to find an effective and efficient solution to prevent intrusion in the network in order to ensure network security and privacy. Machine learning is an effective analysis tool to detect any anomalous events occurred in the network traffic flow. In this paper, a combination of two machine learning algorithms is proposed to classify any anomalous behavior in the network traffic. The overall efficiency of the proposed method is dignified by evaluating the detection accuracy, false positive rate, false negative rate and time taken to detect the intrusion. The proposed method demonstrates the effectiveness of the algorithm in detecting the intrusion with higher detection accuracy of 98.76% and lower false positive rate of 0.09% and false negative rate of 1.15%, whereas the normal SVM based scheme achieved a detection accuracy of 88.03% and false positive rate of 4.2% and false negative rate of 7.77%.
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1. INTRODUCTION

Network Security maintenance is one of the major safety concerns for neutralizing any unwanted activities. It is not only for protecting data and network privacy issues but also for avoiding any hazardous situations. From January through June 2010 Microsoft security intelligence report shows that the infection trends are still increasing on average around the world at a higher rate [1]. For decades, Network security is one of the major issues and different types of developed systems are being implemented. Network intrusion is an unauthorized activity over the network that steals any important and classified data. Also sometimes it’s the reason of unavailability of network services. The unexpected anomaly occurs frequently and a great loss to internet cyber world in terms of data security, the safety of potential information’s etc. Therefore, the security system has to be robust, dependable and well configured. Principally it is of two types on network intrusion detection. One is signature based and another is anomaly based detection system. Signature based detection system involves analyzing network traffic for a series of bytes or packet sequences known to be an anomaly. A major disadvantage of this detection scheme is that signatures are comparatively fair easier to develop and understand if one knows what network behavior need to be identified. Signature based type detection also has some disadvantages. A signature needs to be created for each attack and they are able to detect only those attacks. They are unable to detect any other novel attacks as their signatures are unknown to the detection scheme.

The Anomaly based type detection scheme concept is based on analyzing the characteristic of the network behavior. This type detection has the capability to detect anomaly behavior by analyzing the high volume traffic, a surge in traffic from a specific host or to a specific host, load imbalance in the network [2]. One disadvantage of this kind of scheme is that if the malicious behavior falls within normal network behavior then it’s not detected as an anomaly. Major Advantages over the signature based is, a new attack for which a signature does not exist can be detected if it behaves differently from normal traffic behavior patterns. For data confidentiality, classified data security and for preventing unauthorized access detection of intrusion is an essential task for ensuring the security of the networks.

There are several types of method proposed for network intrusion detection. The anomaly network intrusion detection is a major part of network security [3], [4]. Sometimes the behavior of the anomaly seems to be similar as normal data usage [5]. One problem in anomaly detection refers to the issue of classification problem that how to make a distinction between normal
and abnormal activities in an effective and efficient way.

Presently machine learning system has been extended for implementing effective intrusion detection system. Machine learning methods are very functional and improved in current intrusion detection. In particular, support vector machines [6], neural networks [7], decision trees seems to have efficient significant schemes in anomaly detection systems to improve the classification performance and speed.

In this paper, an new algorithm is proposed using a combination of two machine learning methods Simulated Annealing & Support Vector Machine that can detect any anomalous behavior of the network and can able to classify between normal and abnormal behavior. It doesn’t require any hardware specifications and can be used for pattern recognition of the malicious behavior.

2. SUPPORT VECTOR MACHINE
Support vector machines (SVM) [8], a type of machine learning method; capable of being performing a range of classification tasks. It’s also a set of related supervised learning methods that can analyze data and recognize patterns.

SVMs have been evolved to give a standard generalized performance to solve wide range classification and pattern recognition problems such as handwritten character recognition [9], face detection [10], pedestrian detection [11], and text categorization.

\[
W \cdot X + b = 0
\]

Where,
- \(W\) = Weight Vector
- \(b\) = The bias

Linear SVM maximizes the geometric margin of training dataset.

\[
\max_{w,b} C
\]

s.t

\[
Y_i \frac{1}{||w||} (W \cdot X_i + b) \geq C, i = 1, \ldots, n
\]

Where C is called the regularization parameter. Any solution that can be found within the constrain boundary, any positively scaled multiples will satisfy them too. So if

\[
||w|| = 1/C,
\]

the linear SVM can be formulated as

\[
\min ||x|| \leftrightarrow \min \frac{1}{2} \frac{1}{||x||^2}
\]

s.t

\[
Y_i (W \cdot X_i + b) \geq 1, i = 1, \ldots, n
\]

With this settings a margin around the linear decision boundary can be shown at a higher dimension

3. SELECTED DATASET AND FEATURE DESCRIPTION

The dataset used for this research paper were chosen from the Cyber Range Lab of the Australian Centre for Cyber Security (ACCS). In this dataset, a hybrid of real modern normal activities and attack behaviors were generated. This dataset contains total forty-seven features and also contains over 2 million sample data [12] [13].
Feature selection is the most important step for network intrusion detection. Features play an important role to achieve classification accuracy which improves the effectiveness and also the efficiency of an intrusion detection system. In this paperwork, to detect an anomaly and to achieve the highest detection accuracy with the shortest possible time, a set of three features were randomly selected each time by the algorithm. Then SVM was performed among those randomly selected features to find the detection accuracy, false positive, false negative and time taken for anomaly detection.

The following table describes a few randomly selected features combinations that have been used for detecting anomalous and normal behavior in the network data traffic [12] [13].

Table 1: Features

<table>
<thead>
<tr>
<th>Combination Number</th>
<th>Features in this Combination</th>
</tr>
</thead>
</table>
| 1                  | a. Source transmission control base sequence number  
b. Source TCP window advertisement value  
c. Source and Destination IP address equal and port numbers |
| 2                  | a. If the ftp session is time series is accessed by user and password  
b. Number of flows that has a command in ftp session.  
c. Number of connections in same source and destination address in past 100 connections |
| 3                  | a. Source transmission control connection setup round-trip time  
b. Source and Destination IP address equal and port numbers  
c. No. of connections in same destination address and source port in past 100 connections |
| 4                  | a. Destination TCP base sequence number  
b. Source and Destination IP address equal and port numbers  
c. No. of connections in same destination address and source port in past 100 connections |
| 5                  | a. From the Source to destination time to live value while the packets are alive  
b. Source TCP window advertisement value  
c. No. of connections that contain same service and source address in previous 100 connections |
| 6                  | a. If the ftp session is time series is accessed by user and password  
b. No. of connections in same source address and destination port  
c. No. of connections in same source and destination address in past 100 connections |
| 7                  | a. Record start time  
b. Source inter packet arrival time (mSec)  
c. No. of connections that contain same service and source address |
| 8                  | a. From the Source to destination time to live value while the packets are alive  
b. Destination to source packet count  
c. No. of connections in same destination address and source port in past 100 connections |
| 9                  | a. From the Source to destination time to live value while the packets are alive  
b. Destination inter packet arrival time (mSec)  
c. No. of connections in same source address |
| 10                 | a. Destination packets retransmitted or dropped  
b. Destination to source packet count  
c. Source jitter (mSec) |

4. PROPOSED MACHINE LEARNING ALGORITHM

The proposed algorithm is based firstly on simulated annealing that makes random combinations of 3 features at a time and then SVM is applied on that feature combination that is able to detect anomalous behavior from the internet data traffic. The details of the proposed algorithm is given below:

1. Define the number of features, $K$ from the dataset.
2. Select $n$ features among $K$ features using random combination where $n \in K$

3. Run SVM on $n$ featured training examples
   a) Select the total number of $N$ data samples ($n$ featured) to run the SVM.
   b) Select SVM parameter (Gamma, coef $\theta$, nu etc.)
   c) Select $n \times N$ data sample for training and save the data on $T_{train}$ dataset
   d) Select $n \times M$ data samples for testing and save it in $T_{test}$ dataset
   e) Using $T_{train}$ train the SVM
   f) After training, the learning performance of SVM is evaluated. Using $T_{test}$, detection accuracy, false positive rate, false negative rate and time taken to run the model are measured.

4. Repeat the procedure from 2-3 until highest detection accuracy, low false positive and false negative rate are achieved. After this the randomly selected $n$ features are stored.

At first, proposed scheme defines the number of features in the dataset. Furthermore, $n$ features are selected using simulated annealing to generate a combination of three features among the total 47 features to see which combination of the features is relevant to achieve highest detection accuracy. After that, the algorithm selects the $N$ number of data samples which contains both normal and abnormal data traffic pattern to run the SVM-based scheme. Then it randomly selects $n$ number of appropriate features for detecting abnormal behavior from network data traffic. Before running the algorithm parameters of the proposed algorithm such as $\text{gamma, coef } \theta, \text{nu etc.}$ were initialised. After mixing up the dataset, $n \times N$ data samples are selected so that the SVM can learn the dataset without any bias. These samples are stored in $T_{train}$ that will be used for training purpose. Similarly $n \times M$ data samples are chosen and stored in $T_{test}$ to verify the learning performance of the SVM-based detection scheme. After performing the learning procedure of SVM, detection accuracy, false positive rate and time to run the algorithm are measured. The whole process is repeated from steps 2-3 until all possible combination ($kChn$) of features are evaluated to analyze which combination of features provide the highest detection accuracy and lower false positive and false negative rate.

To be noted that the simulated annealing is programmed in a way that it will not generate a similar or repeated combination of features. For example, among the 47 features if a combination of feature number $[1, 13, 27]$ is generated randomly then it will not generate a combination like $[27, 13, 1]$ or $[13, 1, 27]$.

5. SIMULATION & RESULTS

In this section, the simulation is performed to validate the performance of the proposed algorithm. In the first phase, the experiment is conducted and analyzed that whether the proposed machine learning algorithm is able to differentiate between normal and anomaly behavior or not. The percentage of detection accuracy, false positive, false negative and time have been evaluated for the proposed method. Finally, we have investigated the performance of the proposed algorithm by randomly selecting 3 features at a time among 47 features and apply SVM on a different number of feature combinations. The whole experiment has been conducted using lib-linear machine learning tool.

From the dataset, 150,000 samples are selected randomly which contains 75,000 normal and 75,000 anomaly samples. 80% of the number of samples are used for training and rest of them are used for testing the algorithm.

![Figure 2: Percentage of Detection Accuracy](image)

Figure 2 represents the detection accuracy of the proposed algorithm according to feature combination. In Table 1 the combination number denotes which three features were selected for that particular type combination. The proposed algorithm achieved the highest detection accuracy recorded as 98.76% when combination number 5 were selected (Please see table 1). This combination contains three important features.
such as time to live value, TCP advertisement value, and the number of connections that contain same service and source address in previous 100 connections. The lowest detection accuracy among the given results were recorded as 49.49% when combination number 4 were selected. So feature selection works as a contributing factor in increasing the intrusion detection accuracy.

Furthermore, the performance matrix of the proposed algorithm were analyzed. The false positive refers to a situation that there is an intrusion in the system but in reality it’s not an intrusion. In figure 3 the percentage of false positive and in figure 4 the percentage of a false negative is shown for the proposed scheme.

The lowest false positive and false negative were recorded as 0.09% and 1.15% respectively while combination number 5 were taken into account. So it can be inferred that while the correlative features are selected the false positive rate decreases and it represents a reliable intrusion detection system.

Figure 5: Performance Evaluation of the Scheme

Figure 5 represents the performance of the proposed scheme. The combination of time to live value, TCP advertisement value and the number of connections that contain same service and source address in previous 100 connections provided the highest detection accuracy with a very low false positive and false negative rate. Also using this feature combination the algorithm took only 13.84 seconds to detect an anomaly in the network traffic where the normal SVM method took 220.24 seconds to detect any anomalous behavior in the network.

Figure 6: Performance Comparison

Figure 6 represents the comparison between the proposed algorithm and general SVM based detection scheme. As discussed before, in our algorithm we applied Simulated Annealing first to generate a combination of randomly selected 3 features and then SVM were applied. The normal SVM based scheme shows a detection accuracy of 88.03% only but it’s hard to define which features needs to be taken into account to provide higher detection accuracy. Our proposed scheme provides 98.76% anomaly detection accuracy with lower false positive and false negative rate using

---

<table>
<thead>
<tr>
<th>Feature Combination</th>
<th>Accuracy</th>
<th>False Positive</th>
<th>False Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to Live, TCP Advertisement, Source Address</td>
<td>98.76%</td>
<td>0.09%</td>
<td>1.15%</td>
</tr>
<tr>
<td>Source Address, Service, Source Address</td>
<td>98.03%</td>
<td>2.00%</td>
<td>5.00%</td>
</tr>
<tr>
<td>Time to Live, Source Address, Service</td>
<td>95.00%</td>
<td>10.00%</td>
<td>20.00%</td>
</tr>
</tbody>
</table>

Figure 3: Percentage of False positive rate

Figure 4: Percentage of False negative rate
randomly three features only.

In this research, a set of three randomly selected feature were used to evaluate the performance. In future work, a different number of randomly selected features will be taken into account to evaluate the performance of the proposed algorithm.

6. CONCLUSIONS

In this paper, a combination of two machine learning method was used for network intrusion detection. The proposed algorithm provided significant detection accuracy of 98.76% and lower false positive rate of 0.09% and false negative rate of 1.15%, whereas the normal SVM based scheme achieved a detection accuracy of 88.03% and false positive rate of 4.2% and false negative rate of 7.77%. One of the important matter is the feature selection on which the most portion of the detection accuracy depends. Further research work can be done using a combination of a very low number of features that can reduce the time to detect an anomaly in the network traffic. Furthermore, Artificial Neural network will be applied to the dataset to evaluate the performance and compare with the proposed detection algorithm.
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