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Abstract

Over the last several years, software engineers have devoted a great effort to measuring the complexity of computer programs and many software metrics have been introduced. These metrics have been invented for the purpose of identifying and evaluating the characteristics of computer programs. But, most of them have been defined and then tested only in a limited environment. Scientists proposed a set of complexity metrics that address many principles of object oriented software production to enhance and improve software development and maintenance. The aim of this paper is to present taxonomy of complexity metrics that, separately, evaluate structural and dynamic characteristics of size, control flow, and data. While most invented metrics applied to only the method and class levels of complexity, our approach uses metrics on each of the three levels: class, method, and statement.
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1. Introduction

Measurement makes interesting characteristics of products more visible and understandable \cite{1, 2}. Appropriate measurement can identify useful patterns present in the product being measured \cite{3}. It makes aspects and products more visible and understandable to us, giving us a better understanding of relationships among activities and entities. Measurement is not only useful, but it is necessary. It is needed at least for assessing the status of our applications, projects, products, and systems. Measurement does not only help us to understand what is happening during the development and maintenance of our projects, but it also allows us to control the interaction between the components of our project and encourages us to improve our projects and products.

There are a multitude of computer program software metrics that have been developed since the pioneering work of Halstead \cite{4}. There are also several taxonomies that have been used to describe these metrics.

Nowadays, software is expected to have an extended lifespan, which makes the evaluation of its complexity at the early stages critical in upcoming maintenance. Indeed, complexity is proportional to the evolution of software. Software metrics were introduced as tools that allow us to obtain an objective measurement of the complexity of software. Hence, enabling software engineering to assess and manage software complexity. Reducing software costs is one of the major concerns of software engineering which creates an increasing need for new methodologies and techniques to control those costs. Software complexity metrics can help us to do so. In this paper, we would provide taxonomy of complexity metrics that can be served in reducing software costs. These metrics are used on each of the three levels: class, method, and statement.

2. Related Work

Many metrics have been invented. Most of them have been defined and then tested only in a limited environment. The most commonly used metrics for software are the number of lines of source code LOC (a rough measure of size), and Cyclomatic complexity (a rough measure of control flow).

Halstead software science \cite{4} metrics are other common object oriented metrics that are used in the coding phase. Maurice Halstead's approach relies on mathematical relationships among the number of variables. His metrics, or what are commonly referred to as 'software science' \cite{4}, were proposed as means of determining quantitative measures directly from the operators and operands in the program. Halstead metrics
are used during the development phase with the goal of assessing the code of the program. Halstead’s metrics are at the statement level, although they can be aggregated to form method and class level metrics. Chidamber and Kemerer [5] proposed a set of complexity metrics that address many principles of object-oriented software production to enhance and improve software development and maintenance. However, their metrics applied to only the method and class levels of complexity. They were evaluated against a wide range of complexity metrics proposed by other software researchers and experienced object-oriented software developers. When these metrics are evaluated, small experiments are done to determine whether or not the metrics are effective predictors of how much time would be required to perform some task, such as documentation or answering questions about the software. Results have been mixed. Nevertheless, industry has adopted these metrics and others because they are better than nothing.

In recent years, much attention has been directed toward reducing software cost. To this end, software engineers have attempted to find relationships between the characteristics of programs and the complexity of doing programming tasks or achieving desirable properties in the resulting product such as traceability or security. The aim has been to create measures of software complexity to guide efforts to reduce software costs.

Our work applies a comprehensive suite of complexity metrics that can solve the problem of maximizing the effectiveness of software testing

### 3. Software Complexity Metrics

This paper uses software complexity metrics for object-oriented applications. Metrics for code that is not object-oriented are not discussed in this research paper. A metric is a measurement. Any measurement can be a useful metric. There are several reasons to use metrics in measuring the complexity of software, for instance:

- **Prediction:** metrics form the basis of any method for predicting schedule, resource needs, performance or reliability.
- **Evaluation:** metrics form the basis of determining how well we have done.
- **Targeting:** metrics form the basis for deciding how much effort to assign to which part of a task.
- **Prioritization:** metrics can form the basis for deciding what to do next.

Several researchers have proposed a wide variety of software complexity metrics. Each metric examines only one characteristic of software. This characteristic is one of:

- Size: how large is the software.
- Control Flow: either how varied is the possible flow or how deeply nested is the possible flow or how long is the possible flow.
- Data Usage: either how many data items are defined in the software or how many data items are related or how many values an attribute’s value depend upon.

#### 3.1. Size Metrics

One of the basic measures of a system is its size. Measures of software size include length, functionality, and complexity.

The oldest and most widely used size metric is the lines of code. The lines of code are common object oriented metrics that are used in the coding phase. There are two major ways to count the lines of code depending on what we count: a physical line of code (LOC) and a logical line of code (LLOC). While the common definition of LOC is the count of lines in text of the program’s source code including comment lines, LLOC is defined to be the number of statements.

For example: if we consider the following Java fragment code:

```java
if (int i = 0; i < 4; i++) x[i] = i + 1; // this is a line of code example.
```

In this example: LOC = 1 and LLOC = 2.

Another common OO metrics that are used in the coding phase were provided by Halstead software science [4]. Halstead's approach is based on the assumption that a program should be viewed as an expression of language. Halstead believed that the complexities of languages are an essential part of the reasons a programmer might find complexity in the program code. Therefore, he bases his approach on the mathematical relationships among the number of variables, the complexity of the code and the type of programming language statements.

Because our research is related to Object Oriented Java Application, we will adopt the Halstead metrics to calculate the number of operators that are contained in each statement of a Java code program, then we will extend this metric to compute the total and the maximum number of operators of all statements within each method, and furthermore, we will compute the total and the maximum number of operators in all methods within the class. That means that we will use the number of operators in all three levels: class, method, and statement.

#### 3.2. Control Flow Metrics

Another object oriented metric that is used in coding phase is McCabe Cyclomatic metric [6, 7]. Thomas McCabe developed his complexity metric in 1976. His approach was based on the assumption that the complexity
of software is related to the number of control paths generated by the code [6]. In other words, the code complexity is determined based on the number of control paths created by the code. This means that, in order to compute a code complexity, the number of decisions (if/then/else) and control statements (do while, while, for) in the code are the sole criterion for this purpose and therefore must be determined. For example, a simple function with no conditionals has only one path; a function with two conditionals has two paths. This metric is based on the logic that programs with simple conditionals are more easy to understand and hence less complex. Those with multiple conditionals are harder to understand and hence, more difficult and complex.

The control flow graph, G, of any given program can be drawn. Each node of the graph G corresponds to a block of code and each arc corresponds to a branch of decision in the program. The McCabe cyclomatic metric-[8] of such graph can be defined as:

\[ CC(G) = E - N + 2P \]  

(1) where,
- E: is the number of edges of G.
- N: is the number of nodes of G.
- P: is the number of connected components.

The formula (1) can also be written as:

\[ CC(G) = D + 1 \]  

(2) where,
- D: is the number of decisions inside of the code.

Even if this information supplies only a portion of the complex picture, McCabe [7] tried to extend his metric into an architectural design and developed a testing methodology that integrates the notion of design complexity with the testing requirement.

3.3. Data Metrics

Data complexity metrics can be divided in two different aspects: data flow and data usage. Data flow is the number of formal parameters of activities and the mappings between activities’ data [9]. We will define Data usage for a statement to be the number of variable values used in that statement plus the number of variable assigned new values in that statement.

The development of test cases of many researchers was based on the program unit’s variables. The emphasis of test cases was based on data and data flow or Data-Usage Path [10]. Chidamber and Kemerer metrics [5], also known as C&K metrics, were among the first family of related metrics that address many concerns of OO designers including relationships such as coupling, cohesion, inheritance, and class size [11]. The notion of cohesion and the various complexity metrics associated with the cohesion are also related to data variables. In OO, the most widely C&K metric used example, when cohesion is related to instance variables, is Lack of Cohesion in Methods (LOC) [12, 13].

Chidamber and Kemerer proposed a set of metrics that cover not just the data aspect but also cover other different aspects.

The C&K metrics are computed for each class in an application. Most of the metrics are at the class level while a few are at the method level. Figure 1, for example, illustrates how the C&K metrics would be apportioned among taxonomy dimensions.

![Figure 1. Taxonomy Dimensions of C&K Metrics.](image)

While C&K metrics are used only at class and method levels, our approach uses metrics on each of the three levels: class, method, and statement.

Figure 2 illustrates how our suite of complexity metrics would be apportioned among our taxonomy dimensions.

![Figure 2. Taxonomy Dimensions of Our Approach.](image)
4. Comprehensive Taxonomy of Metrics

Software engineers use measurement throughout the entire life cycle. Software developers measure the characteristics of software to get some sense of whether the requirements are consistent and complete, whether the design is of high quality, and whether the code is ready to be tested. Project Managers measure attributes of the product to be able to tell when the software will be ready for delivery and whether the budget will be exceeded. Customers measure aspects of the final product to determine if it meets the requirements and if its quality is sufficient. And maintainers must be able to assess and evaluate the product to see what should be upgraded and improved.

Software metrics usually are considered in one or two of four categories:
- **Product**: (e.g. lines of code)
- **Process**: (e.g. test cases produced)
- **People**: (e.g. inspections participated in)
- **Value to the customer**: (e.g. requirements completed)

In our work, we will concentrate on product metrics as selectors for test cases. Previous work using metrics almost always considered only a small set of metrics which measured only one or two aspects of product complexity.

Our work starts with the development of a comprehensive taxonomy of product metrics. We will base this taxonomy on two dimensions: (1) the level of the product to which the metric applies; and (2) the characteristic of product complexity that the metric measures.

In future work, we hope to produce a comprehensive taxonomy from the other kinds of metrics. The scope of consideration dimension includes the following values:

1. The product’s context including other software and hardware with which the product interacts
2. The entire product
3. A single subsystem or layer
4. A single component
5. A class
6. A method
7. A statement

For the initial uses of this taxonomy reported in this paper, we will use only (5), (6), and (7) since they appear to be the most relevant scopes for unit testing. Future work may add (3) and (4) as we consider integration testing. Values (1) and (2) may be used for system testing.

The complexity kind dimension includes the following values:
1. Size
2. Control flow
3. Data

Each of these values in turn has sub-values.

For size, the sub-values are:

- A number of units (e.g. statements)
- A number of interactions (e.g. number of method calls)

For control flow, the sub-values are:

- A number of decisions
- A depth of decisions

For data, the sub-values are:

- A data usage
- A data flow

4.1. Metrics at Statement Level

4.1.1. Data Complexity. In our research, we consider two separate aspects, data flow and data usage. Data flow is based on the idea that changing the value of any variable will affect the values of the variables depending upon that variable’s value. However, data usage is based on the number of data defined in the unit being considered or the number of data related to that unit. We will define data usage for a statement to be the number of variable values used in that statement plus the number of variable assigned new values in that statement.

Data flow complexity measures the structural complexity of the program. It measures the behavior of the data as it interacts with the program. It is a criteria that is based on the flow of data through the program. This criteria is developed to detect errors in data usage and concentrate on the interactions between variable definition and reference.

Several testers have chosen testing with data flow because data flow is closely related to Object Oriented cohesion [12, 14]. One measure of class cohesion is how methods are related through common data variables.

Data flow testing is a white box testing technique that can be used to detect inappropriate usage of data values due to coding errors [15]. For instance, a programmer might use a variable without defining it or might define a variable without initializing it (e.g. int a; if (a==1) {...}).

A program written in an OO language, such as Java, contains variables. Variables are defined by assigning values to them and are used in expressions. An assignment
statement such as: \( x = y + z \); defines the variable \( x \). This statement also makes use of variables \( y \) and \( z \). In this case, the variable \( x \) is called a definition while the variables \( y \) and \( z \) are called uses.

The declaration statement such as: int \( x, y, z \); defines three variables \( x \), \( y \), and \( z \). The three variables are assumed to be definitions.

In our research, data flow will be estimated for each statement in a method by counting how many active data values there are when the method executes. Active data values will be counted by determining which variable assignments could still be active when this statement begins execution plus the number of assignments done in this statement. As an example, let us consider the following Java class:

```java
class DataFlowExample{
    public void method1(int a, int b){
        private int c = 0;
        a = c + 3;
        b = a + 1;
    }
}
```

In the first statement of this code, the variable \( c \) is a definition. The same variable \( c \) is a use in the second statement. Thus, the data flow of this statement is 1.

In the second statement, \( a \) is a definition and \( c \) assigned a value. The variable \( a \) is a use in the third assignment. Thus the data flow value of the second statement is 2.

In the third statement, \( b \) is a definition and \( a \) assigns a new value. The variable \( b \) is no longer active before the method executes. Thus the data flow value of this third statement is 1.

On the other hand, as an example of data usage, let us consider the statement assignment: \( \).

The variables \( y \) and \( z \) are used, and the variable \( x \) is assigned a new value in the statement. Thus the data usage of this statement is 3.

4.1.2. Control Flow Complexity. In our research, we will use one control flow measure, the scope metric [16]. For each statement, we will count how many control constructs (do while, if-else, for, while ...) contain this statement.

For example, assume that Figure 3 illustrates a statement fragment code of a return method named method C within the class “class C”.

The construct level statements in this code are the statements numbered (6), (11), and (14).

Table 1. Scope Metric Values of Statements of Figure 5.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Construct Level contains the statement</th>
<th>Scope Metric Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4), (5)</td>
<td>None</td>
<td>0</td>
</tr>
<tr>
<td>(8), (9), (10)</td>
<td>(6)</td>
<td>1</td>
</tr>
<tr>
<td>(13)</td>
<td>(6), (11)</td>
<td>2</td>
</tr>
<tr>
<td>(15)</td>
<td>(6), (11), (14)</td>
<td>3</td>
</tr>
<tr>
<td>(16)</td>
<td>(6), (11)</td>
<td>2</td>
</tr>
<tr>
<td>(19)</td>
<td>None</td>
<td>0</td>
</tr>
</tbody>
</table>

4.1.3. Size Complexity. Our size metrics relied on the Halstead Software Science Definition. We will use a simplified version of Halstead’s operators count discussed previously. Halstead’s software science is one traditional code complexity measure that approaches the topic of code complexity from a unique perspective. Halstead counted traditional operators, such as + and ||, and punctuations, such as semicolon and ( ), where parentheses pair counted as just one single operator.

In our work, we will count just traditional operators for simplicity by counting the number of operators used in each statement of the code.

Figure 4 shows the metrics used in this research at the statement level. These four metrics will be used as roots to derive other complexity metrics that will be used at the method level and class level.
4.2. Metrics at Method Level

Since the method constitutes different statements, we will use both the sum of each metric for the statements within that method and the maximum value of each metric for the statements within that method. In addition to the sum and the maximum of these metrics, we will use another single level metric that counts the number of other methods within the same module (class) that call this method. An example of this additional metric is shown in Figure 5.

For each method within the class “ClassA”, the number of other methods that call that method with the same class is shown in Table 2.

### Table 2. Metric Results of the Code in Figure 5.

<table>
<thead>
<tr>
<th>Method</th>
<th>Other methods that call this method</th>
<th>Metric Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>method1</td>
<td>method2, method3</td>
<td>2</td>
</tr>
<tr>
<td>method2</td>
<td>method1, method3</td>
<td>2</td>
</tr>
<tr>
<td>method3</td>
<td>None</td>
<td>0</td>
</tr>
</tbody>
</table>

4.3. Metrics at Class Level

At the class level, we will use both the sum of each metric for the methods within the class and the maximum value of each metric for the methods within the class. We will then add two additional metrics: the in-out degree of that class, which is the number of methods outside of that class that are called by at least one method in that class, and the number of public members within the class. The public members within a class are defined as the public fields and the public methods defined in that class.

As a summary of the comprehensive taxonomy of metrics that will be used in our research, for each executable statement within a method we will have 4 metrics that emerged from three complexity dimensions:

- **Data Dimension**: active data values and Data usage values.
- **Control Dimension**: scope metric.
- **Size Dimension**: number of operators.
For each method, we will have nine metrics. 2 metrics constitute the total and the max of the metrics of each statement within that method plus the number of other methods that call that method.
For each class, we will have twenty metrics, two metrics compose the total and the max of each of the 9 metrics that will be used for the method within that class, plus two more metrics including the number of methods outside of that class that are called by at least one method in that class, and the number of public members within the class.

5. Conclusion

This paper aims at developing a comprehensive taxonomy of product metrics that can be used to target test cases. This taxonomy is based on the metric dimension (product level) and the kind dimension (product complexity characteristic). We used the scope metric dimension values of class, method, and statement. We considered kind dimension values of size, control flow, and data. The three kind dimension values of product complexity have sub-categories. The size has the number of units and the number of interactions. The control flow has the number of decisions and the depth of decisions. The data has the data flow and the data usage.

In our work, we used at least one sub-category from each complexity kind dimension value. For the size, we used the number of units and the number of interactions. For the control flow, we used only number of decisions. For the data, we used data flow and data usage.

Another contribution of this research was the use of summation and maximum to build larger scope metrics from smaller scope metrics.
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