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Abstract - Today virtualization is one of last innovations in 
computer's world. Enterprises are attempting to reduce their 
computing cost using virtualization. Cloud computing is 
ultimate response to this request of the market. Growth in the 
number of companies, who want to employ cloud resources, 
turns the user's data protection into a significant issue. 
Concentration of this paper is on the security of enterprise's 
data by intrusion detection while employing cloud computing. 
The goal of this research is recognizing the security threats 
and introducing a security method to mitigate them in the 
cloud computing environment. The intrusion detection will be 
responsible for anomaly detection on the generated data from 
the collected transactions through the cloud. The captured 
data will be classified using Multi-Level Fuzzy Neural 
Networks to detect the appearance of intruders on the cloud 
computing network. This approach will consider different 
attributes of the data to investigate the user's behavior. The 
evaluations show Multi-Level Fuzzy Neural Networks have 
more efficiency and better accuracy in intrusion detection.

Keywords: Cloud computing, security, classification, 
intrusion detection, anomaly-detection, Multi-level Fuzzy 
Neural Networks. 

1 Introduction 
  Nowadays cloud computing [1] provides computing and 

data storage services through the Internet. The cloud 
computing has scalability, elasticity and speed, etc. The 
internet started to offer meaningful bandwidth in the nineties. 
Cloud computing is a general term for anything that involves
delivering hosted services over the Internet and managed by 
the cloud service provider. The Cloud services allow 
businesses and people to use software and hardware 
infrastructure that are managed by third parties at remote 
locations. The cloud services include online massive 
computing, file storage, social networking sites, webmail, and 
online business applications. The cloud computing provides 
remote access to information and computer resources from 
anywhere that an internet connection is available. Figure 1 
shows architecture and layers of a cloud computing 
environment. 

Incr Increasing in amount of cloud users, raises the privacy 
and Security concerns. Data protection became the major issue 
as the user's data managed by a third party [2]. We have to 
design and implement Intrusion Detection Systems (IDS) to 

detect the malicious activity on a cloud environment that could 
detect intruders and generate the alarms at the occurrence of 
any illegitimate activity. The intrusion detection systems train 
with the both normal and malicious data. 

Garcia-Teodoro et al. [3] divides anomaly detection 
techniques as below: 

1. Statistical based 
a) Univariate 
b) Multivariate 
c) Time series model 

2. Knowledge based 
a) Finite State Machines 
b) Description languages 
c) Expert systems 

3. Machine learning based 
a) Bayesian networks 
b) Markov models 
c) Neural networks 
d) Fuzzy logic 
e) Genetic algorithms 
f) Clustering & outlier detection 

Fig. 1.  Cloud Computing Architecture and its layers [4]. 

Section 2 represents the intrusion detection and related 
works in the cloud. In section 3, focus is on Multi-Level Fuzzy 
Neural Networks. An overview of the concepts of intrusion 
detection in cloud using MLF-NN is mentioned in section 4. 
In section 5 the proposed method and the evaluation are 
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explained. Finally the conclusion has been presented in section 
6.
2 Intrusion Detection In Cloud 

Recognizing malicious activities against the networking 
resources is known as intrusion detection. The recognition of 
any suspicious activity on the devices or networks is raised by 
an alert [5]. An Intrusion Detection System (IDS) in a cloud 
computing environment is for protecting each VM against the 
threat of malicious accesses. An Intrusion Detection System is 
a program that monitors the events at a machine or at a 
network automatically. It monitors the traffic at each machine, 
also monitors the network and makes records, to provide 
security to all the devices in the network [5], [6]. Environment 
of an IDS one of following groups [7]: 

1) Host-based Intrusion Detection System: 
It monitors a specific host to detect if any program 

accesses some resources, it acts like a firewall. 
2) Network-based Intrusion Detection System: 

It monitors the network packets for specific network segments 
or points to recognize any suspicious action.
2.1 Categories of IDS 

 Intruder identification is one of the basic IDS 
operations [8]. The two main identified methods of IDS [5], 
[6] are as bellow: 

1)Misuse-based Detection: 

A misuse-based Intrusion Detection System stores 
signatures depicting attacks into a database. Signature of such 
attacks widely used systems where security threats are 
common. The pattern (signature) based IDS performs a depth 
inspection of the packets, for any spiteful patterns in the load 
or header. 

  
2)Anomaly-based Detection: 

An anomaly-based Intrusion Detection System protects a 
statistical model of custom patterns, patterns that describe the 
normal behavior of monitored users [5]. At the first training 
stage of this Intrusion Detection System, a similarity metric is 
used to compare an input with the normal model, then
generates alerts for large deviation values. 

Misuse-based IDS look like efficient and effective, but it 
shows two main problematic conditions, one, mistakes in 
detection of unknown attacks [9], [10], and second, pattern 
analysis defect. The first is due to the fact that misuse-based 
IDS relies on string comparison of previous attack patterns 
[11], thus the unknown attacks can show deviation from the 
comparison string to already known attacks, and thus are 
ignored from being detected, that is false negatives [12], and 
second, misuse-based IDSs have weakness in pattern analysis, 
and in rule writing methods as to capture all the 
defenselessness of attacks it mainly relies on the human 
ability. 

We distinguish misuse and anomaly based principles 
mainly in the way of modeling of their behavior and way of 

defining of their normalcy. Those two method specify how is 
further processing of observed data too [13], [14]. 

Here is a short history of some related work about 
intrusion detection in literature: 

Massimo Meneganti et al. used fuzzy logic for 
classification and detection of anomalies firstly in 1998 [15]. 
They utilized fuzzy neural networks to find anomalies in the 
cooling system of a blast furnace. 

Pei-Te Chen et al. proposed the concept of security 
auditors, to discover the system weaknesses and modify the 
tested packets using fingerprints that can be detected and 
recognized by IDS in 2007, [16].  

Jun-Ho Lee et al. proposed a multi-level method for IDS 
[17] in cloud computing system in February 2011. In their 
method all the users were bound to a security system on the 
basis of anomaly status. The system decides about anomalies 
on user’s IP coverage, amount of ID/password failures, 
vulnerable ports, and etc. In June 2011, an intrusion detection 
model baseed on anomaly in an environment of SaaS 
application was presented by Gustavo Nascimento et al. [5].  

Chirag N. Modi et al. integrated a Network based IDS 
system in Cloud that offered IaaS to detect network attacks in 
July 2012 [18]. In this system, they used Bayesian 
classification method with Snort. This module guarantees low 
false positives and negatives with acceptable cost. Ajeet 
Kumar Gautam et al. proposed a hybrid intrusion detection 
system in cloud computing, they used KFSensor and anomaly 
based IDS via FlowMatrix with honeypot technology, in 2012 
[6]. They designed an architecture by providing and detecting 
various attacks. In September 2012, Amirreza et al. introduced 
a Cloud Intrusion Detection System Service (CIDSS) [19] to 
overcome the crucial challenge of securing the client from 
cyber-attacks. Three primary components of CIDSS: 

1) A Service Agent for Intrusion Detection. 
2) A Service Component (CCSC). 
3) An Intrusion Detection Service Component (IDSC) 

that were used to incorporate information and after 
that test them. 

In 2013, Ahmed Patel et al. proposed a model of Intrusion 
Detection and Prevention system (IDPS) in cloud computing 
[7]. The concepts of fuzzy theory, autonomic computing, risk 
management, and ontology were grabbed and combined 
acknowledge the requirements of an IDS. In that year P. Gupta 
et al. proposed behavior based IDS [20], the implementation 
was instructed in a real cloud IaaS environment. The 
framework was tested with NIDS to detect network based 
attacks. 
In 2014, Harshit Saxena et al. proposed an intrusion detection 
system using K-means, PSO with SVM classifier [21] to 
detect various attacks at network. They has tried to design an 
IDS that is trained on the basis of Particle Swarm 
Optimization, executed on the KDD data. 

3 Multi-Level Fuzzy Neural Networks 
 Here we will introduce two efficient types of fuzzy neural 

network, Fuzzy min-max neural network (FMM) and Multi-
Level Fuzzy Min-Max Neural Network (MLF). 
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3.1 Fuzzy min-max neural network 
Fuzzy min-max neural network (FMM) is a machine 

learning method that has been proposed by Simpson in 1992 
[22]. It can be used for data classification. The learning phase 
includes only one pass over the learning data. In this method 
we use convex hyperboxes in the pattern space. Each 
hyperbox is determined by MN and MX points which, 
respectively, mention the min and max points of the hyperbox. 
A three-dimensional hyperbox has been shown in figure 1. 

Each hyperbox covers a part of pattern space, and belongs 
to only one of the classes but can include more than one 
sample of that class, defined as (1) [23]. 

(1) 

Where and are min and max corners of the 
hyperbox. X is an input vector, and n mention number of 
dimensions. Each class may have one hyperbox or more. 
Hyperboxes of the same class could overlap each other, but 
hyperboxes from different classes couldn't. Final hyperboxes 
of an example of FMM network in a 2-D binary classification 
have been shown in figure 2. 

Figure 2. 3-D hyperbox and its min and max points [23].

Fuzzy set, that inputs classes belong to, includes union of 
hyperboxes of those classes. In the test stage, these 
hyperboxes and their membership function are used to 
detemine the classes. In this method, the size of hyperboxes is 
in range of [0, 1]. One of the possible membership functions is 
Simpson function is shown at (2): p ( )

(2) 

Where  is the hth 
sample and γ is in range of [0, 1] that determine how fast the 
membership values decrease as the distance between Xh and  
Bj increases. Figure 3 illustrate an example of two-classes 
fuzzy min-max hyperboxes, without overlapping between the 
classes. 

Figure 3. Final hyperboxes [23]. 

Figure 4. Structure of the classic FMM [23]. 

Figure 5. Details of a hyperbox [24].

FMM neural networks have three layers as shown in 
Figure 4, the first, input layer (FA), the second layer 
represents hyperboxes (FB), and third layer represents classes 
of each node (FC). Also each hyperbox locate in middle layer 
(FB), and the membership function of this hyperbox is the 
transition function of the Correspond node. Figure 5 
demonstrate a hyperbox in details. Each node of input layer is 
connected to all nodes in the middle layer and each of these 
links has two weights (Vji and Wji), which are, respectively, 
the min and max points of the Bj hyperbox, and i is the index 
of the nodes in the first layer. Each node of the middle layer is 
also connected to all nodes in the output layer. Weights of 
those links are obtained from (3), and FC nodes outputs are 
provided by (2): 

         (3) 
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All hyperboxes are created and adjusted in the learning 
step. The learning phase has three parts. Existance of a box 
that belongs to the same class and simultaneously the sample 
is in box area, will be checked for per sample (Ah). If a box is 
found, then no further processing is required and training goes 
on with the next sample. If there is no such hyperbox, 
following three steps are executed [24]. 
1. Expansion: In this stage, a hyperbox must be found to 

display the related class and also be capable of expansion 
to cover the input sample, the hyperbox size is limited to 
the θ parameter. If no such hyperbox is found, a new 
hyperbox is created with min and max points, relevant to 
this sample. 

2. Overlap Test: In this step, the overlapping area of the 
extended hyperbox will check for all hyperboxes that 
belong to the other classes. In one case of (4), we can find 
overlap of two hyperboxes, after recognizing each 
dimension. To eliminate this overlap, the dimension that 
has the least overlap will be selected for contraction.
Case 1:

Case 2:

Case 3:

Case 4: (4) 

For example of case 1: Min of 1st box (vji) less than min of 
2nd box (vki), min of 2nd box (vki) less than max of 1st box (wji), 
max of 1st box (wji) less than max of 2nd box (wki), figure 6 
shows the visualization of this case. 

Figure 6. Illustration of contraction for case 1. 

3. Contraction: If there is no overlap, this step is not 
necessary; else, considering the type of the overlap 
according to (4), one case of (5) will be executed. 
Case 1:

  OR

Case 2:

OR

  

Case 3:

If Then

Else 
  

Case 4:

If   Then

Else 

             (5) 
Here, denotes the selected dimension. These three steps 

are executed on every learning sample to obtain the required 
hyperboxes.

3.2 Multi-Level Fuzzy Min-Max Neural Network 
In this article we will use multi-level fuzzy min-max neural 

network for IDS classification. This type of neural networks 
tries to better cover area of classes using more precise and 
smaller hyperboxes. Despite of classic FMM method, the 
contraction step do not handle the overlaps. The manner of 
MLF method is creation of hyperboxes in the first and the 
second levels, and the classification task are illustrated in 
figure 7. 

Each node in the network of the MLF method is known as 
a subnet and is an independent classifier that classifies 
samples that belong to the defined region of pattern space. The 
first level classifier classify most of the region of pattern 
space, and the second level nodes take care of the remaining 
regions that are the same overlapped region of root subnet, as 
well each node in the ith level of the network classifies 
patterns of overlapped region in i−1th level of the network. 
Finally, the node that has the best output will select as the 
network’s output.

In MLF, like in other FMM methods, all hyperboxes are 
created and adjusted during training phase and are used in test 
phase. FMM method handle overlap problem step by step just 
when an overlap is created; but in MLF overlap handling is 
done after creation and adjustment of all hyperboxes. This can 
reduce space and time complexity. 

Figure 7. Different levels of classification in MLF [24].
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4 Intrusion Detection In Cloud Using 
MLF-NN

 For intrusion detection in this paper we proposed the 
concept of Multi-Level Fuzzy Min-Max Neural Network 
algorithm. Using MLF-NN we will classify criminal activities 
like unauthorized access and change in behavior of the user. 
This is accomplished by using data in the database. The 
algorithm design will be as follows:  

START  
1) Obtaining topology of devices on cloud 

environment. 
2) Obtaining data set of the transaction through the 

running virtual machines. 
3) Select the data to be investigated and normalize it 

on the basis of various attributes. 
4) Training the MLF-NN using obtained dataset. 
5) If classifier recognizes the activity as an attack, 

generate an alarm, else the user is genuine and no 
intrusion is detected. 

END 

Generation of User 
Behaivior Data DATASET

Data Classification 
by ML-FNN Training of IDS

Generation of Alarms on 
occurrence of alert

G

Figure 8. Architecture of intrusion detection using ML-FNN. 

The proposed method comprises of three major steps of 
intrusion detection:  

Step One: Data Generating 
In this step a topology will be configured on an emulator. 

It lets the network to act on a virtual machine with the cloud 
environment. The operations will be logged for further 
observations. 

Step Two: Dataset Making 
In the second step generated data will be gathered. In this 

phase we will train the proposed IDS with the user behavior. 
The attributes types of the user’s behavior in the cloud 
network are:  

1. Basic features of individual TCP connections. 
a) Duration  
b) Protocol type  
c) Same host or not 

d) Number of data bytes from destination to 
source 

e) Number of data bytes from source to 
destination 

2. Content features within a connection suggested by 
domain knowledge. 

a) Number of failed login attempts 
b) Success of login 
c) Number of "compromised'' conditions 
d) Number of file creation operations 
e) Number of shell prompts 

3. Traffic features computed using a two-second time 
window. 

a) Number of connections to the same host as 
the current connection in the past two 
seconds 

b) "SYN'' errors  
c) "REJ'' errors 
d) Number of connections to the same service 

as the current connection in the past two 
seconds 

e) Connections to different hosts 
f) Percent of connections to the current host 

having the same src port 
g) Percent of connections to the same service 

coming from different hosts 
h) Percent of connections to the current host 

that have an S0 error 
i) Percent of connections to the current host

and specified service that have an S0 error 
j) Percent of connections to the current host 

that have an RST error 
k) Percent of connections to the current host 

and specified service that have an RST error 

Step Three: Detecting 
The final step will be the data analysis step where the data 
will be classified. Classifying is done with MLF-NN over a 
dataset. The result includes 21 attributes and two classes. 

5 Evaluation Of Intrusion Detection 
Using MLF-NN

 In this article the experimental data are from KDD 
dataset. We randomly select two groups without overlap from 
the data set; respectively denote them as INP and OUTP. INP 
uses to training and OUTP uses to test the model. There are 
intruders and normal users in the data set, we simulate the 
behavior of these two types of users for validating the ability 
of the model to identify the two types of users. Risk users’ 
behaviors are normal in most cases, but they may be abnormal 
in some moments. The experiment simulate the behaviors by 
sending a large number of HTTP requests at a time, their 
behavior is similar to malicious users, but their attack time 
length is short.  
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We analyze the users’ behaviors based on the data of INP 
obtain the evidences of users’ behaviors. Behavior evidence 
including:  

Environmental attributes, such as network 
throughput, transmission delay, and IP loss ratio. 

Operational attributes, such as number of hits, 
pages accessed, important pages accessed, and 
time on page.  

The environmental attributes principally used to determine 
the safety of the user’s network environment. But operational 
attributes are mainly used to conclude consistency of user's 
behavior with his habits. About 95% of the users’ behaviors 
are concentrated in the stable range [25]. User behavior 
hierarchical structure is shown in figure 9. 

Layer of 
Behavior

Layer of 
Attributes

Layer of 
evidence

network 
throughput

transmission 
delay time on pageIP loss ratio number of hits pages 

accessed

important 
pages 

accessed

Operational 
Attributes

Environmental 
Attributes

Cloud User 
Behavior

Figure 9. User behavior hierarchical structure [25]. 

The model have been tested by data set OUTP using MLF-
NN and compare the model with the other classification 
methods. There are 25973 samples in OUTP, and the number 
of sample of attacks are 12075 and normal behaviors are 
13898.

In anomaly detection, True Positive or Detection Ratio 
(DR) and False Positive Ratio (FPR) are two essential metrics. 
Here, the DR mainly mentions the amount of detected 
intrusions, and FPR mentions the false positives of recognized 
users as intruder. The DR and the FPR of the model using this 
model and comparing it with other classification methods, 
have been shown in figure 10 and figure 11. 
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Figure 10. The DR of the four method. 
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Figure 11. The FPR of the five  methods. 

As has been shown in figure 10 the Real valued BP-NN
and MLF-NN respectively have 99.64% and 99.60% accuracy 
in DR and as has been figure 11 two above classification 
methods have 0.4% and 0.38% FPR, it shows the accuracy of 
the proposed model is better than other models like 
Bootstrapped Optimistic Algorithm for Tree Construction 
(BOAT) method came out to be 92.02% DR and 7.98% FPR. 

Despite of near optimal ratio in detection and false 
positive, we chose MLF-NN over Real valued BP-NN
because, because if there is some new data and if we want to 
train the network in Real valued BP-NN we must train all 
network, but using MLF-NN we can learn only new data to the 
network without changing all previous network trained data. 
Figure 12 has been represented comparation the Accuracy, 
Precision, Recal, and F-Score between four classification 
methods on proposed model. As we can see MLF-NN has the 
best result in comparision with other methods. 

6 Conclusion 
 In this paper, we have presented a solution that detects 
malicious activities that masquerade in the system with the 
aim of violating the information. This solution uses MLF-NN
to learn the behavior pattern of the user to detect malicious 
user in the system. The proposed solution proved to be 
effective in terms of reducing false positives rate and false 
negatives rate. The reduction of false positive and false 
negative rate indicates that, there is increasing in detection 
rate of intrusions. The results show that malicious users can 
be detected based on their behavior patterns. 
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