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Abstract—To operate effectively in complex envi-
ronments, learning agents have to selectively ignore
irrelevant details by forming useful abstractions.
These abstractions can be constructed using subtasks
that are defined prior to the learning process. In this
paper we extend our previous discoveries to a new
multi-robot environment and we combine two recent
methods in hierarchical reinforcement learning in
order to introduce a novel mechanism that discovers
the sub-policies in Markov Decision Process in a
multi-agent system.

I. INTRODUCTION

The work presented here focuses on the con-
struction and transfer of control knowledge in the
form of behavioral skill hierarchies and associated
representational hierarchies in the context of a rein-
forcement learning agent. In particular, it facilitates
the acquisition of increasingly complex behavioral
skills and the construction of appropriate, increas-
ingly abstract and compact state representations
which accelerate learning performance while en-
suring bounded optimality. Moreover, it forms a
state hierarchy that encodes the functional prop-
erties of the skill hierarchy, providing a compact
basis for learning that ensures bounded optimality.

II. HIERARCHICAL REINFORCEMENT

LEARNING

To permit the construction of a hierarchical
learning system, we model our learning problem
as a Semi-Markov Decision Problem (SMDP) and
use the options framework [1], [2] to define sub-
goals. An option is a temporally extended action

which, when selected by the agent, executes un-
til a termination condition is satisfied. While an
option is executing, actions are chosen according
to the option’s own policy. An option is like a
traditional macro except that instead of generating
a fixed sequence of actions, it follows a closed-
loop policy so that it can react to the environment.
By augmenting the agent’s set of primitive actions
with a set of options, the agent’s performance can
be enhanced. More specifically, an option is a triple
oi = (Ii, πi, βi), where Ii is the option’s input set,
i.e., the set of states in which the option can be
initiated; πi is the option’s policy defined over all
states in which the option can execute; and βi is the
termination condition, i.e., the option terminates
with probability βi(s) for each state s. Each option
that we use in this paper bases its policy on its own
internal value function, which can be modified over
time in response to the environment. The value of a
state s under an SMDP policy πo is defined as [3],
[1], [4], [5]:

V π(s) = E

[
R(s, oi) +

∑
s′

F (s′|s, oi)V π(s′)

]

where

F (s′|s, oi) =
∞∑
k=1

P (st = s′|st = s, oi)γ
k

, where γ ∈ [0, 1] is a discount-rate parameter.

III. PREVIOUS WORK

In our previous work [6], [7] we constructed
an appropriate BPMDP for a specific action set
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Ot = {oi}, and an initial model was constructed
by concatenating all concepts associated with the
options in Ot. Additional conditions are then de-
rived to achieve the stability of partition and,
once reward information is available, the partitions
were further refined according to a defined criteria.
This construction facilitates efficient adaptation to
changing action repertoires.

To further utilize the power of abstract ac-
tions, a hierarchy of BPSMDP (Bounded Param-
eter SDMP) models was constructed where the
decision-level model utilized the set of options
considered necessary while the evaluation-level
used all actions not considered redundant. In the
our system, a simple heuristic was used where the
decision-level set consisted only of the learned sub-
goal options while the evaluation-level set included
all actions.

Let P = {B1, . . . , Bn} be a partition for state
space S derived by the action-dependent parti-
tioning method, using subgoals {s1, . . . , sk} and
options to these subgoals {o1, . . . , ok}. If the goal
state G belongs to the set of subgoals {s1, . . . , sk},
then G is achievable by options {o1, . . . , ok} and
the task is learnable. However, if G /∈ {s1, . . . , sk}
then the task may not be solvable using only the
options that terminate at subgoals. The proposed
approach solves this problem by maintaining a
separate value function for the original state space
while learning a new task on the partition space
derived from only the subgoal options. During
learning, the agent has access to the original actions
as well as all options, but makes decisions only
based on the abstract partition space information.
While the agent tries to solve the task on the
abstract partition space, it computes the difference
in Q-values between the best actions in the current
state in the abstract state space and in the original
state space. If the difference is larger than a con-
stant value , then there is a significant difference
between different states underlying the particular
block that was not captured by the subgoal options.

IV. AUTONOMOUS HIERARCHY

CONSTRUCTION

In the multi-phase partitioning and hierarchical
learning method discussed in the previous section,
it has so far been assumed that either the correct
set of actions for constructing an abstract state

space is available or that, as a simple heuristic, all
subgoal options are selected as the relevant action
set. While the latter can lead to good results when
used in conjunction with the learning method it
might lead to an ever increasing action set if a large
sequence of tasks is to be learned. In particular,
this heuristic has the limitation that it can never
remove an option from the action set used for
multi-phase partitioning, even if it is not used for
any of the tasks. To address this limitation, this
section presents a method aimed at automatically
constructing the abstract representation based on
the information contained in the previously learned
task policies.
In order to estimate the structure of the state
space for learning future tasks, we construct the
decision layer here based on an estimate of the
expected time to learn a new task according to
previously learned tasks. Let Π = {π1, . . . , πn}
be the set of previously learned polices and Pi =
{Bi,1, . . . , Bi,n} be the corresponding partitions.
Also let the triple Ti = (πi, Pi, Qi) be a task
on partition Pi = {Bi,1, . . . , Bi,n} with policy
πi and the Q-function Qi. The expected number
of experiences required to learn a task, with high
probability, on partition P with action set O using
a DP-based version of Q-learning is [8]:

Tconv(P,O) = c|P |2|O|
where c is a constant and it is assumed that the
task is learnable on P with action set O.
The expected time required to learn task Ti on
state representation P (including the refinement
process) can be obtained by calculating the number
of experiences that are needed for learning Ti on
partition P plus the amount of time that is needed
to refine a block of partition P , that is:

E[tTi |P ] =

tconv(P,O)+∑
Bj∈P

Prefine(Bj |Ti)tconv({Bi,k|Bi,k∩Bj �= ∅}, O)

We compute the likelihood that a block Bj has to
be refined during the exploration and learning of
task Ti with the following equation:

Prefine(Bj |Ti) =∑
Bi,k:Bi,k∩Bj �=∅

Prefine(Bj |Bi,k, Ti)P (Bi,k|Ti)
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where

Prefine(Bj |Bi,k, Ti) =

{
1 if A
0 otherwise

where A = maxa(Qi(Bi,k, a) >
maxa∈OBi,k

(Qi(Bi,k, a))) + L and
L = 2(1 + ( γ

1−γ ))max{ε, δ} and

Prefine(Bj |Bi
k, Ti) is the probability that

block Bj has to be refined during the exploration
and learning of Ti due to encountering block Bi,k

which is at least partially contained in Bj and
for which an action a which is not contained in
the currently considered action set OBi,k, with
significantly higher value should then be included
using the hierarchical learning scheme.
We compute the expected time required to learn
a task randomly chosen from the distribution
of previously learned tasks according to an
importance distribution U(Ti) which indicates the
weight that should be put on each tasks by:

E[tlearn|P ] =
∑
i

U(Ti)∑
i U(Ti)

E[tTi |P ]

Algorithm 1 illustrates the process of autonomous
hierarchy construction, in particular this is a greedy
algorithm that finds action-dependent partitions
that have the smallest expected learning time given
previously learned tasks. The reason for the greedy
approach is to reduce the complexity sufficiently
to make it tractable. This approach is very similar
to McCullum’s U-tree algorithm [9], [10] except
that splits are driven not by reward but by the
expected learning time metric derived before. This
procedure can be done either by splitting the blocks
separately or by limiting the inclusion of actions
across the state space. While the latter saves us
more computational time, the former will give us
more nuanced splits.

V. EMPIRICAL RESULTS

The experiment shows the result of the pre-
sented approach in a game domain that is more
complex and more similar to real environments.
While all these experiments use the heuristic of
using all subgoals action to construct the abstract
decision layer, the experiment in the same game
domain investigates the autonomous hierarchy con-
struction approach in order to illustrate the con-
struction of an approximate partition using the

Algorithm 1 Autonomous Hierarchy Construction

Require: O0 = ∅, P0 = {s}
n = 0
repeat

for all Bj in Pn and oi ∈ O −On,Bj do
Pn+1,(i,j) = Pn where Bj is refined with
oi

end for
(k, l) = argmin(b,c)E[tlearn|Pn+1,(b,c)]
Pn+1 = Pn+1,(k,l)

B = Bl

for all Bi ∈ Pn do
for all Bj ∈ Pn+1, Bj ⊆ Bi do

if Bi = B then
On+1,Bj = On,B ∪ {ok}

else
On+1,Bj = On,Bi

end if
end for

end for
n = n+ 1

until E[tlearn|Pn] ≥ E[tlearn|Pn−1]
return Pn−1

END

information of the previously learned polices.
The actions are GoUp, GoDown, TurnLeft, Turn-
Right, PickUp and DropOff. The cost for each sin-
gle step action is −1 and each action for navigation
succeeds with probability 1. The reward in the goal
state where the agent can pickup and drop off the
object is 100. The state is here characterized by
the agent’s pose as well as by a set of local object
percept, resulting in an effective state space with
20, 000 states. The agent is first presented with
a reward function to learn to move to a specific
location. Once this task is learned, subgoals are ex-
tracted by generating random sample trajectories.
In order to show the construction of the decision
layer, a sequence of five different tasks is learned in
the game environment. The first task is to navigate
the environment, i.e., the agent learns how to move
from one location to another location. The second
task is to navigate the environment and pick up
an object. The goal of third task is to navigate
a different region of the environment, and in the
fourth task the agent learns how to navigate, pick
up an object and drop it off in another location. The
fifth task is the combination of the first four tasks
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Fig. 1. Learning curves for the first navigation task. The agent
learns to navigate the environment and the information acquired
by learning this task will be used for constructing a partition
for the next task ,i.e, the navigation and pickup tasks

by using the information acquired while learning
the first four tasks, i.e., the agent learns to navigate
the environment and to pick up an object and drop
it off in another location.
Figures 1, 2, 3 and 4 show the learning curves for
the first four tasks.
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Fig. 2. Learning Curves for the second task, i.e., the navigation
and pickup tasks. The information acquired by learning this task
and the first task will be used for constructing a partition for
the third task

At each step, a previously learned policy is added
to the action set in order to construct a partition
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Fig. 3. Learning Curves for the third task, i.e., the second
navigation task. The information acquired by learning this task
and the previous two tasks will be used for constructing a
partition for the fifth task
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Fig. 4. Learning Curves for the fourth task, i.e., the navigation
and dropoff tasks. A new partition will be constructed by using
a history of previously learned tasks for future subsequent tasks

that is more relevant to the learning of a new
task using Algorithm 1. The number of blocks for
task 1 through 5 is illustrated in Figure 5. The
number of blocks of this partition is illustrated
in Figure 6. This experiment shows how a new
partition can be constructed by using a history
of previously learned task while it ensures that
the new policy is within a fixed bound from the
optimal policy. Figure 7 illustrates the learning
curves on the compact state space, constructed by
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Fig. 5. Number of blocks constructed for learning task 1
through task 5
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Fig. 6. Number of blocks for decision layer after refinement
of task dependent partition. As a result of further refinement of
the original blocks of partition the number of blocks increases,
however this number becomes stables after finite and relatively
small number of iterations.

using previously learned polices.

VI. CONCLUSION AND FUTURE WORK

The results presented in this paper show a
significant reduction in the number of states in the
abstract state space, resulting in faster convergence
of the value function. Furthermore, these experi-
ments show a procedure to estimate the structure
of the state space for learning future tasks and to
construct the decision layer based on the expected
time to learn a new task according to previously
learned tasks.
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Fig. 7. Learning on a partition space obtained by Autonomous
Hierarchy construction method by using the first four tasks. This
experiment shows how a new partition can be constructed by
using a history of previously learned tasks while it ensures that
the new policy is within a fixed bound from the optimal policy

One of the future goals is to find even more
efficient machine learning methods for control
tasks. Algorithms can be developed for statistical
generalization and reasoning about the algorithms
that learn to incrementally scale up to analyze
even more complex tasks. Discovering hierarchy in
task structure and world structure is an important
means in achieving this end. Algorithms need to be
developed that learn to reason about their environ-
ment in a combinatorial way and learn to develop
more cognitive internal representations that mimic
relational structures. Integration of more power-
ful representations such as factorial HMMs and
POMDPs are a potential follow-up to this work.
Smarter hierarchical algorithms must be found to
deal with larger tasks, and research must be di-
rected at more intelligent representational design
not only for incorporating hierarchy but also for
sharing substructures.
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