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Abstract— Unit commitment problem is one of the large 
scale nonlinear hybrid integer programming problems 
which is considered in this paper. Thus, a new stochastic 
search algorithm has been implemented for solving the 
mentioned problem. For this purpose, Modified Invasive 
Weed Optimization (MIWO) has been proposed which is 
a bio-inspired numerical technique and inspired from 
weed colonization and motivated by a common 
phenomenon in agriculture that is colonization of 
invasive weeds. The proposed algorithm is tested on the 
power systems in the range of 10–140 generating units 
for a 24-hours scheduling period and compared to 
Quantum inspired Evolutionary Algorithm (QEA), 
Improved Binary Particle Swarm Optimization (IBPSO) 
and Mixed Integer Programming (MIP). 

Keywords: Unite Commitement, Invasiv Weed 
Optimization, Stochastic Search. 

I. Introduction 
Unit commitment (UC) aims to schedule the most 

cost-effective combination of generating units to meet 
forecasted load and reserve requirements, while adhering 
to generator and transmission constraints. Generally, UC 
is completed for a time horizon of one day to one week 
and determines which generators will be operating during 
which hours. This commitment schedule takes into 
account the inter-temporal parameters of each generator 
(minimum run time, minimum down time, notification 
time, etc.) but does not specify production levels, which 
are determined five minutes before delivery. The 
determination of these levels is known as economic 
dispatch and it is “the least-cost usage of the committed 

assets during a single period to meet the demand” [1-5]. 
The main purpose of optimal Unit Commitment 

Problem (UCP) for power system is to find the on/off 
state of each generating unit and the generation of every 
committed unit for a given horizon, under various 
operating constraints, consists of fuel constraints, 
multiple emission requirements, ramp rate limits, 
minimum up and down time limits and proper spinning 
reserves. Since the optimal commitment programming 
can save huge amount of costs and improve reliability of 
power system, many methods have been proposed to 
solve the UCP, such as Lagrange Relax (LR) [6], 
Dynamic Programming (DP) [7], and Genetic Algorithm 
(GA) [8]. However, they all have some disadvantages 
such as; the main problem of LR in the difficulty 
encountered in obtaining feasible solutions. DP is flexible 
but it may lead to “curse of dimensionality”. The 
shortcoming of GA is massive calculations and it is 
difficult in dealing with nonlinear constraints. 

This paper proposes a new stochastic algorithm to 
solve the UC problem. Moreover, we thought a new way 
to update the on/off status of the units in the form of 
probability. Meanwhile, the Lambda-iteration method is 
adopted to solve the economic dispatch problem. The 
Lambda-iteration method and the proposed modified 
IWO algorithm are run at the same time for the purpose 
of finding the solution that has the least total production 
cost. Furthermore, the correction method and several 
adjustment techniques are proposed to ensure that the 
solutions are diverse in the iterative process and satisfy 
all the constraints. 
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II. Problem Definition 
The formulation for the unit commitment is described 

in detail in this section. The objective of the UC problem 
is to minimize the total production cost consisting of the 
generation cost and the start-up cost of the generating 
units under the circumstance where, the operational 
constraints and the constraints of the generating units are 
satisfied in the scheduling period [9-10]. Where, it can be 
as;  
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Where, F is the total production cost; T the number of 
hours in the scheduling period; NT the number of 
generating units; and ut

i on/off status of the unit i at hour 
t, 1 represents the on status of the unit i at hour t, 0 
represents the off status of the unit i at hour t. Ci(pi

t
 ) is 

the generation cost function of unit i. It is normally a 
quadratic polynomial represented by; 
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Where, pt
i generation output of unit i at hour t; and ai, 

bi, ci are parameters of unit i. Si is the start-up cost of unit 
i which is related to the duration time of the off state of 
unit i. It can be expressed by: 
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Where, HSCi is hot start-up cost of unit i; CSCi the cold 
startup cost of unit i; Xt OFFi the duration time during 
which unit i keeps off status at hour t; CSHi cold start 
time of unit i; and MDTi the minimum down time of unit 
i.  
Also, for the constrains; 
1) System power balance constraint: 

1
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2) Thermal Generator Constraints: 
a) Unit’smaximum up/down reserve contribution 
constraints: 

USi
max=d%×Pi,r

max                                (5) 
DSi=d%×Pi,r

max                                                 (6) 

b) Unit’s up/down spinning reserve contribution 
constraints: 

USi(t)=min{ USi
max , Pi,r

max_ Pi,r(t)}                                (7) 
DSi(t)=min{ DSi

max , Pi(t)_ Pi,r
min}                               (8) 

c) Unit’s ramping up/down capacity constraints: 

URi(t)=min{ URi
max , Pi,r

max_ Pi(t)} (9)
DRi(t)=min{ DRi
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min}                              (10) 

d) Unit generation limits: 
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e) Minimum up/down time constraints: 

[tON,i(t-1)-TON,i]×[Ui(t-1)Ui(t)]≥0                             (13) 
[tOFF,i(t-1)-TOFF,i]×[Ui(t-1)Ui(t)]≥0                             (14) 

 
III. Modified Invasive Weed 

Optimization 

Invasive Weed Optimization (IWO) is inspired from 
weed colonization and motivated by a common 
phenomenon in agriculture that is colonization of invasive 
weeds. Actually, the weeds have shown with adaptive 
nature and very robust which turns them to undesirable 
plants in agriculture. Since its advent IWO has found 
several successful engineering applications like tuning of 
robot controller [11], optimal positioning of piezoelectric 
actuators [12], development of recommender system [13], 
antenna configuration optimization [15], computing Nash 
equilibria in strategic games [16], DNA computing [17], 
and etc. 

IWO is a meta-heuristic algorithm which mimics the 
colonizing behavior of weeds. In this algorithm, the 
process starts with initializing a population. It means that 
the population of initial solutions is randomly generated 
over the problem space. Then the population members 
produce seeds depending on their relative fitness in the 
population. In other words, the numbers of seeds for each 
member are beginning with the value of Smin for the worst 
member and increases linearly to Smax for the best member 
[15]. This technique can be summarized as: 

A. Initialization 
In this step, a finite number of weeds are initialized at 

the same element position of the conventional array which p
 "γ/2" between neighboring 

elements. 

B. Reproduction 
The individuals, after growing, are allowed to 

reproduce new seeds linearly depending on their own, the 
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highest, and the lowest fitness of the colony (all of plants).  
The maximum (Smax) and minimum (Smin) number of seeds 
are predefined parameters of the algorithm and adjusted 
according to the structure of problem. The schematic seed 
production in a colony of weeds is presented in Fig. 1. In 
this figure, the best fitness function is the lower one [11]. 

C. Spatial distribution 
The generated seeds are being randomly distributed 

over the d-dimensional search space by normally 
distributed random numbers with mean equal to zero; but 
varying variance. This step certifies that the produced 
seeds will be generated around the parent weed, and 
leading to a local search around each plant. However, the 
Standard Deviation (SD) of the random function is made 
to decrease over the iterations, which is defined as: 

minminmax
max

max )()( SDSDSD
iter

iteriterSD pow
ITER

(15) 
 SDmax and SDmin  are the maximum and minimum 

standard deviation, respectively. This step ensures that the 
probability of dropping a seed in a distant area decreases 
nonlinearly with iterations, which result in grouping fitter 
plants and elimination of inappropriate plants. 

 
Figure 1.  Schematic seed production in a colony of weeds 

IV. Numerical Results 
 
In this section the proposed algorithm has been tested 

over UC problem on the power system with 10, 20, 40, 
60, 80, 100, 120 and 140 generating units in the 24-h 
scheduling period. The 10-unit data is presented in Table 
1 and the power demand in the scheduling period is 
shown in Table 2. The 20, 40, 60, 80, 100, 120 and 140-
units data are obtained by duplicating the 10-unit data, 
whereas, the power demand is proportional to the number 
of units. Furthermore, the spinning reserve is set to be 
10% of the power demand. 

Table. 1. Ten Unit System Data 
Unit Pmax/MW Pmin/MW a/($/MW2h) b/($/MW2h) c/($/h) Min up/h Min dn/h Hot start cost/$ Cold start cost/$ 

1 455 150 0.00048 16.19 1000 8 8 4500 9000 
2 455 150 0.00031 17.26 970 8 8 5000 10000 
3 130 20 0.002 16.6 700 5 5 550 1100 
4 130 20 0.00211 16.5 680 5 5 560 11200 
5 162 25 0.00398 19.7 450 6 5 900 1800 
6 80 20 0.00712 22.26 370 3 3 170 340 
7 85 25 0.00079 27.74 480 3 3 260 520 
8 55 10 0.00413 25.92 660 1 1 30 60 
9 55 10 0.00222 27.27 665 1 1 30 60 

10 55 10 0.00173 27.79 670 1 1 30 60 
 

 
Table. 2. Load Demand 

Hour Demand/MW Hour Demand/MW 
1 700 13 1400 
2 750 14 1300 
3 850 15 1200 
4 950 16 1050 
5 1000 17 1000 
6 1100 18 1100 
7 1150 19 1200 
8 1200 20 1400 
9 1300 21 1300 
10 1400 22 1100 
11 1450 23 900 
12 1500 24 800 

 
 
Parameters are set as follows: the number of population 
size 5; the itmax is equal to 100, dim is considered 1, Pmax 
is 5, Smax is 25, Smin is 0. The program is written in 
MATLAB R2011a and executed on a 2.5 GHz CPU with 
4-GB RAM personal computer. In order to have a 
comprehensive understanding of the proposed method, 50 
trials are done on every test system. 
Since the best solution of the 10-unit system of the 
proposed method is the same as that of QEA, the units’ 
power output of the best solution can be seen in [18].The 
best solution of the 20-unit system is presented in Table 3
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No. of seeds 

Min no. of 
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Min fitness 
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Table. 3. Unit Output of the 20 Unit System’s Best Solution 
Hour  Generating unit 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 455 455 245 245 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 455 455 295 295 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 455 455 383 383 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 
4 455 455 455 455 0 0 0 0 40 44 0 0 0 0 0 0 0 0 0 0 
5 455 455 455 455 0 0 130 0 25 25 0 0 0 0 0 0 0 0 0 0 
6 455 455 455 455 130 0 130 130 25 24 0 0 0 0 0 0 0 0 0 0 
7 455 455 455 455 130 130 130 130 45 45 0 0 0 0 0 0 0 0 0 0 
8 455 455 455 455 130 130 130 130 30 39 0 0 0 0 0 0 0 0 0 0 
9 455 455 455 455 130 130 130 130 97.5 98 98 20 20 0 0 0 0 0 0 0 
10 455 455 455 455 130 130 130 130 162 163 162 33 33 0 0 0 0 0 0 0 
11 455 455 455 455 130 130 130 130 162 163 162 98 98 98 10 0 0 0 0 0 
12 455 455 455 455 130 130 130 130 162 163 162 98 80 25 10 0 0 0 0 0 
13 455 455 455 455 130 130 130 130 162 163 98 65 80 25 10 10 10 10 0 0 
14 455 455 455 455 130 130 130 130 97.5 87 33 65 33 25 10 10 10 10 10 10 
15 455 455 455 455 130 130 130 130 30 38 25 20 25 25 0 0 0 0 0 0 
16 455 455 310 334 130 130 130 130 25 32 25 20 0 0 0 0 0 0 0 0 
17 455 455 260 260 130 130 130 130 25 25 30 25 0 0 0 0 0 0 0 0 
18 455 455 360 360 130 130 130 130 25 25 33 33 0 0 0 0 0 0 0 0 
19 455 455 455 455 130 130 130 130 30 30 105 30 0 0 0 0 0 0 0 0 
20 455 455 455 455 130 130 130 130 162 167 105 25 0 0 0 0 0 0 0 0 
21 455 455 455 455 130 130 130 130 105 105 105 25 30 25 0 0 10 10 10 0 
22 455 455 455 455 0 0 130 0 105 105 0 25 33 25 0 10 0 0 0 0 
23 455 455 433 433 0 0 0 0 25 24 0 0 0 0 0 0 0 0 0 0 
24 455 455 345 345 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 
and 4, which have never been illustrated in detail before. 
We can see that the generation cost in the scheduling 
period is 1114874 and the start-up cost is 8400 MW/$, so 
the total production cost is 1123292. Also, the 
convergence trend of proposed method over different 
case studies has been presented in Fig. 2.  
 

Table. 4. Cost of the 20-Unit System’s Best Solution 
Hour Generation 

cost 
Start-

up 
cost 

Spinning 
reserve 

On/off status 
 

1 27363.24 0 420 11110000000000000000 
2 29109.00 0 320 11110000000000000000 
3 33111.24 900 280 11110000100000000000 
4 37194.44 900 240 11110000110000000000 
5 39456.23 560 274 11110001001110000000 
6 44277.22 2220 332 11110000000000000000 
7 46000.23 0 233 11110000000000000000 
8 48302.45 1100 363 11111111111111000000 
9 53768.98 1200 309 11111111111111100000 

10 60087.54 640 302 11111111111111110000 
11 63782.45 120 312 11111111111111111000 
12 67687.34 120 322 11111111111111111111 
13 61112.34 0 301 11111111111111110000 
14 53834.98 0 302 11111111111111000000 
15 48287.87 0 260 11111111111100000000 
16 43034.48 00 564 11111111111000000000 
17 41284.98 0 665 11111111111000000000 
18 44635.66 0 464 11111111111000000000 
19 47827.45 0 254 11111111111000000000 
20 61004.42 640 289 11111111111000111000 
21 53456.98 0 279 11111111111000110000 
22 44438.87 0 232 11111111111000000100 
23 34537.23 0 180 11100001111000000000 
24 30012.45 0 220 11100011101000000000 

 

The best, worst and mean values of the total production 
cost, together with the mean computation time by MIP 
[18], QEA [19], IBPSO [20] and proposed method for 
various test systems are shown in Table 5.  
 

Table. 5. Comparison of Simulation Results for Different Systems 
Unit Algorithm Cost Mean 

time Best Worst Mean 
10 MIP 564647   2 

 QEA 563938 564672 563969 19 
 IBPSO 563977 565312 564155 27 
 Proposed 563933 564222 563945 2 

20 MIP 1123908   5 
 QEA 1123607 1125715 1124689 28 
 IBPSO 1125216 1125730 1125448 55 
 Proposed 1123287 1124078 1123768 9 

40 MIP 2243020   11 
 QEA 2245557 2248296 2246728 43 
 IBPSO 2248581 2249302 2248875 110 
 Proposed 2242880 2244572 2243581 30 

60 MIP 3361614   29 
 QEA 3366676 3372007 3368220 54 
 IBPSO 3367865 3368779 3368278 172 
 Proposed 3361681 3364101 3363112 50 

80 MIP 4483194   38 
 QEA 4488470 4492839 4490126 66 
 IBPSO 4491083 4492686 4491681 235 
 Proposed 4482013 4486732 4484502 70 

100 MIP 5601857   47 
 QEA 5609550 5613220 5611797 80 
 IBPSO 5610293 5612265 5611181 295 
 Proposed 5601272 5608321 5604172 99 

120 Proposed 6722630 6732536 6726624 115 
140 Proposed 7891535 7905537 7898747 132 
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Figure 2.  Fitness convergence, Solid; 10 unit, Dashed; 20 unit, 

Dotted; 40 unit, Dashed-Dotted; 60 unit, Upward-pointing triangle; 80 
unit, Downward-pointing triangle; 100 unit, Circul-pointing; 120 unit, 

Square-pointing; 140 unit 

 
Figure 3.  Comparison of different algorithms computation time, 

Solid; IBPSO, Dashed; QEA, Dotted; MIP, Dashed-Dotted; 
Proposed 

We can see that the best solution of the proposed 
algorithm is better in most of the test systems and the best 
solution of proposed algorithm is very close to that of the 
MIP method in the 60-unit test system. From Fig. 3, it 
can seen that the proposed method is faster than the 
proposed method in all the test systems and QEA 
algorithm in 10, 20, 40 and 60-unit test systems. 
Although the calculation time of the proposed method is 
longer than that of the MIP method, the calculation time 
of the proposed method increases almost linear with the 
number of the units, which means that it has the capacity 
of solving large-scale UC problems. 
 

V. Conclusions 
In this paper, a new stochastic search algorithm has been 
implemented for solving the unit commitment problem. 

Thus, Modified Invasive Weed Optimization (MIWO) 
has been implemented over this problem which is a bio-
inspired numerical technique and inspired from weed 
colonization and motivated by a common phenomenon in 
agriculture that is colonization of invasive weeds. The 
simulation results show that the total production cost of 
proposed method is less expensive than those of the other 
methods in the range of 10–100 generating units. In 
addition, the CPU time of this method increases almost 
linear with the size of the units, which is favorable for the 
large-scale power systems. 
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