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Abstract - The information needs of search engine users 
vary in complexity. Some simple needs can be satisfied 
by using a single query, while complicated ones require 
a series of queries spanning a long period of time. The
search task, consisting of a sequence of search queries 
serving the same information need, can be treated as an 
atomic unit for modeling user search preferences and 
has been well applied in information retrieval to 
improve the accuracy of search results. Most existing 
studies have focused on over-session based task 
identification and heavily relied on human annotations 
for supervised classification model learning, which are 
not ideal in large, real time search applications where 
users have long-term interests spanning over multiple 
search sessions. In this study, a cross-session based 
method is proposed for discovering search tasks by 
modeling the latent structure of task information in the 
search log dataset, without needing human annotations.
Experimental results show that the proposed cross-
session based method contributes to an increased 
accuracy of task identification.
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1. Introduction 
The information needs of search engine users span a broad 
spectrum. Some simple information needs, such as finding 
a person’s homepage or navigating a social networking 

site, can be accomplished in a single search session. Yet 
addressing complex information needs, such as planning a 
vacation, organizing a wedding, or repairing a laptop, 
requires a user to issue a series of queries, spanning a long 
period of time and over multiple search sessions. For 
example, if a user’s laptop is broken and he wants to find 
the solution on the internet, usually, he will search a query 
first, such as “macbook pro broken”, and then go through 
search results. If the user fails to find relevant information,
he would most likely revise his query. Moreover, a user 
may open multiple web browsers and work on several 
search tasks at the same time. In this study, the user’s 
search activity is examined at the task level based on the 
session information, where a search task is defined as a unit 
of representing one distinct information need.  

In most of the existing studies [1, 2], a search task is 
defined as one or multiple sessions that correspond(s) to a 
distinct information need. The task is extracted based on 
the segmented session information, which is also used as 
the unit for extracting user’s interests. These methods are 
referred to as over-session based task identification, 
because the task information is constructed over the session 
units. One obvious problem is that it oversimplifies the 
user’s search activity by assuming that users only work on 
the same search task within a short period of time. Yet 
people might work on different search tasks at the same 
time. Thus, it is needed to examine the search task both 
within and cross session boundaries to improve the 
performance of task identification.  

Recently, several studies have been conducted on 
identifying tasks within search sessions. For example, some 
studies [3, 4] adopt supervised methods to label search 
tasks using a pairwise classification methods. However, 
pairwise prediction might not be consistent. For example, 
two pairs: (query qi and qj), (query qi and qk) are predicted 
to be in the same task, while query qj and qk are not. 
Meanwhile, some studies [5, 6] use an external dataset such
as the Open Directory Project or Wikipedia. Because the 
labels and categories of search tasks are generated from an 
external dataset, the total number of labels or categories is
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fixed rather than adaptive to the user’s search activities.
However, it is usually the case that most users have 
multiple information needs and they are dynamically 
changing [7]. To solve these problems, in this study, a
cross-session based query analysis method with a best-link 
model is proposed to improve the performance of task 
identification. Specifically, search queries within a search 
session are segmented into sub-tasks by using the best-link 
model to learn query connections from users’ search
activities. And a graph-based representation method is 
utilized to calculate the contextual pairwise similarity of 
queries. Then, search tasks are identified by grouping 
similar sub-tasks from all search sessions together. 

This paper makes the following contributions: 1) a cross-
session based task identification method; 2) a best-link 
prediction method for identifying the structural 
dependencies of queries; and 3) a graph-based 
representation method for determining the link relation 
between a pair of queries.  

The rest of the paper is organized as follows. Section 2 
summarizes related studies. Section 3 presents the proposed 
cross-session based task identification method. Section 4 
introduces the dataset, experimental design, evaluation 
methods, and performance comparison between the 
proposed method and baselines. Section 5 summarizes the 
main conclusions of this study. 

2. Related Work 
A search session, as defined by Boldi et al. [4], is a 
sequence of queries issued by a single user within a 
specific time limit. The related queries of the same session 
often refer to the same search goal or search activity. Based 
on this assumption, He et al. [5] propose to group queries 
into search sessions through detecting the topic shifts 
among queries. Hassan et al. [6] adopt topic models to 
extract session-level search goals. It is concluded that the 
method of examining user search activities through search 
sessions outperforms the traditional approaches that are 
based on only relevance feedbacks. Piwowarski et al. [7] 
model a hierarchy of users’ search activities through a 
layered Bayesian network to identify distinct patterns of 
users’ search behaviors. They use classification methods to 
learn the connection of latent states for a clicked document 
to the relevance assessment of that document without 
considering the document content. Mei et al. [8] propose a
framework of studying the sequences of users’ search 
activities, in which an algorithm is introduced to segment 
the query stream into goals and missions.  

Recently, several studies have noticed the necessity of 
going beyond the session boundary and examining the 
user’s information needs in a task. For example, Spink et 
al. [17] indicate that multi-tasking behavior occurs 
frequently in which users switch search tasks within a short 
period of time. Lucchese et al. [14] model task-based 

sessions to extract multiple tasks from the search session. 
Meanwhile, Hassan and White [9] indicate that a search 
task can be complex and span a number of search sessions. 
To tackle this, they propose a method to generate a task 
tour which comprises a set of related search tasks. Kotov et 
al. [11] explicitly define the cross-session task as the one 
extending over multiple sessions and corresponding to a 
certain high-level search intent. To extract cross-session 
tasks, Jones et al. [18] have built classifiers to identify task 
boundaries and pairs of queries belonging to the same task.  
Agichtein et al. [19] have examined the cross-session task 
identification by using a binary classification method and 
have found that different types of tasks have different life 
spans. Besides, a few studies [11, 20, 21, 22, 23, 24, 25] 
have proven the effectiveness of classifying queries and 
web pages into search tasks on improving the search 
performance. Although they prove that the search task 
information contributes to the improvement of search 
performance, all of them have two main issues. The first 
issue is that they define the search task manually. The fixed 
number of search tasks is not suited to predict the user’s 
future search activities – since it will be an incomplete 
representation, if the number is too small; and noises will 
occur, if the number is too large. The second issue is that 
existing classification-based methods rely on human 
annotated dataset for training models, which is not 
applicable when only few manual annotations are available.  

The main difference between this study and existing cross-
session based task identification studies is that we model 
this problem as a link prediction problem rather than a 
binary classification problem. The advantage of this study 
is that the latent dependencies between queries within each 
task are modeled explicitly. 

3. Methods
3.1 Task analysis 
Search logs are proven as a valuable data resource for 
analyzing user’s search activities and information needs. In 
this study, the AOL search log dataset is examined to 
extract users’ search tasks. A search log is a dataset that 
records users’ search activities, which can be denoted by 
the vector < ai, qi, ti, ci, ri >, where ai is the identifier of the 
user, qi is the query submitted by the user ai, ti is the time of 
the user activity, ci is the click on the relevant result 
returned for qi, and ri is the rank position of ci [10].
The primary mechanisms for segmenting the logged query 
streams are session-based. A search session is usually 
considered as the basic unit of information in search log 
analysis [1]. In a search engine which works in the session 
mode, the user’s search activities are recorded and earlier 
search data, i.e. queries and results clicked, in the same 
session is used to update user’s current search actions. A
search session is defined as a sequence of search activities 
S ={< aj , qj , tj , cj , rj >…< ak , qk , tk , ck , rk >} issued by a 
single user within a specific time limit.  
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Table 3.1 Sample of Session Segmentation 

Methods of extracting relevant sessions from search logs 
should examine all queries issued by a user. Short 
inactivity timeouts between user actions are applied as a 
means of demarcating session boundaries [4]. In the field 
of session segmentation, the relations between queries are 
categorized as Topic Continuation and Topic Shift. In 
Figure 3.1, query q1 and q2 are semantically related, so they 
should be grouped in the same session and the relation 
between them is Topic Continuation. On the contrary, q2
and q3 have no semantic relation, so the relation between 
them is Topic Shift, which generates a session boundary. In
this study, user inactivity periods are adopted to segment 
the search session. The time interval within a search 
session should be less than a threshold σ (where σ is set at 
25 minutes according to an empirical study). Table 3.1 
shows a sample of segmented sessions.  

Task 1

q1 q2 q3 q4 q5 q6 q7 q8

q1 q2 q6 q7 q8

Task 2

q3 q4 q5 ...... ...

Query Sequence in Search Log

Session 1 Session 2 Session 3

...

Topic Shift

Figure 3.1 Task identification by grouping similar search 
sessions. 

Meanwhile, search engine users have various search 
intentions. Addressing complex information needs usually 
requires a user to issue a series of queries, spanning across 
multiple search sessions. To tackle this problem, a fine-
grained task identification method, which is also called the 
cross-session based task identification method, is proposed 
in this study. As shown in Figure 3.2, search queries within 
a search session are segmented into sets of queries which 
are formed to achieve specific search tasks. Each set of 
queries is called a sub-task. For example, in the first 
session, predicting q2, q4 and q5 belonging to the same task 

would immediately lead to the conclusion that all these 
three queries are in the same task, even though q2 and q5
are not directly connected to each other. Then, after 
examining all search sessions of the user, search queries 
related to a particular search task are identified by grouping 
similar sub-tasks together.  
To generate these sub-tasks for each search session, an 
unsupervised best-link model is proposed. The main idea is 
that the best-link defines a hierarchical tree structure of 
“strong” connections among the queries: rooted in the fake 
query q0, and each sub-tree of q0 corresponds to one 
specific search sub-task in a search session. For a new 
query, it can only belong to a previous search task or be the 
first query of a new task. Therefore, the temporal order 
provides a helpful signal to explore the dependency 
between queries. 

Specifically, given a query sequence Q = {q1, q2, …, qm}
within a search session, f is introduced to refer the latent 
best-link structure. f(qi, qj) indicates the existence of a link 
between qi and qj as following:  

  (3.1)

where f(qi, qj) =1, if query qi and qj are directly connected;
and otherwise, f(qi, qj) = 0. φ(qi, qj) indicates the similarity 
between query qi and qj. To model the first query of a new 
search session, i.e., the query that does not have a strong 
connection with any previous queries, a fake query q0 is 
added at the beginning of each search session. All the 
queries connecting to q0 would be treated as the initial 
query of a new search sub-task. Besides, it is enforced so 
that a query can only link to another query in the past, or 
formally, 

(3.2)

Note that the best-link method is conducted within each 
search session to generate a list of sub-tasks. Similar sub-
tasks are grouped together as a search task using the 
hierarchical clustering [8]. 
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Task 1

Q1 Q3 Q2 Q4 Q5 Q6 Q8 Q10

Q1 Q2 Q3 Q4 Q5

Q1 Q3 Q6 Q8 Q10

Task 2

Q2 Q4 Q5 ...... ...

Search Sessions

Q9 Q10 Q11Q0 Q6 Q7 Q8 ...

Sub-Tasks

Q7 Q9 Q11

Search Tasks

Q0

Q7 Q9 Q11

Figure 3.2 Task identification by grouping similar sub-tasks. 

3.2 Graph-based Link Prediction 
To achieve the latent structure f(qi, qj) as defined in 
formula 3.1, φ(qi, qj) should be determined first. As shown 
in Figure 3.3, the pairwise similarity between relevant 
feedback documents of qi and qj is adopted for determining 
the link relation between two queries. Specifically, the 
queries resulting in none click action are defined as invalid 
queries, such as q3, q4 and q6. By contrast, the queries 
resulting in at least one clicked result are defined as valid 
queries, such as q2 and q5. All invalid queries are ignored in 
this study as did in one existing study [16]. For example, to
determine if q2 and q5 belong to the same task, two 
similarities between the relevant feedback documents of 
these two queries are calculated, including sim(d2,1, d5,3)
and sim(d2,1, d5,5), where d2,1 denotes the first retrieved 
document of q2, sim() represents the similarity between a
pair of queries. Then q2 and q5 are segmented into the same 
task if sim(d2,1, d5,3) or/and sim(d2,1, d5,5) is/are bigger than 
the as indicated in formula 3.1. 

q2

d2,1

q3 q4 q6

d5,5

q5

d5,3?

?

Figure 3.3 Example of the pairwise similarity. 

However, there are two problems of calculating the above 
pairwise similarity using the original page contents,
including data noise and data scarcity [12]. On one hand, 
many relevant documents contain other non-pertinent 

information such as advertisements and navigations,
causing difficulty in summarizing their latent meanings. On 
the other hand, for a search log dataset, such as AOL, it 
does not contain snippets, but URLs that might not point to 
a live site anymore, or for which the content might have 
been changed after the dataset was created. To tackle these 
problems, a two-step graph-based representation method is 
proposed for predicting the pairwise similarity between the 
relevance feedback documents from two different search 
queries. 

u1

u2

u3

q1

q2

q3

q4

d1

d2

d3

d4

Users Queries URLs

www.cnn.com

www.yahoo.com

www.bbc.com

www.aol.com

(2)

(3)

(3)

(2)

Figure 3.4 Example of a click graph. 

First, a click graph is constructed for generating the 
pseudo-document of each clicked URL. An example of a 
click graph with four queries and four URLs is shown in 
Figure 3.4. The edges of the graph capture the relationships 
between the queries and the URLs. Based on the 
observation that different users may use different queries to 
describe their latent topics of interests within a particular 
web page, it is proposed to generate a pseudo-document for 
each URL by combining all its connected queries in this 
graph. For example, two different queries (q1 and q2) from 
different users (u1, u2 and u3) are connected to the same 
URL, “www.yahoo.com”. The queries (q1 and q2) are then 
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combined to represent the pseudo-content of 
“www.yahoo.com”.  

q1

q2

q3

D1

T1

T2

T3

T4

T5

Tesla Car

Musk Tesla Patent

Patent Open-Source

Http://www.bbc.com/
news/business-27824698

Tesla

Car

Musk

Patent

Open-Source

D1

Figure 3.5 Graph-based representation of a relevance 
feedback document. 

Second, simply adopting a bag-of-word to represent the 
content of a document will lose the structural semantic 
information. To tackle it, a graph-based representation of 
the pseudo-document is proposed. Specifically, the unique 
terms, denoted as {Ti}, are extracted from the pseudo-
document. For example, as shown in Figure 3.5, there are 
five unique terms within the pseudo-content of D1,
including T1: “Tesla”, T2: “Car”, T3: “Musk”, T4: “Patent”, 
and T5: “Open-Source”. Afterwards, a pair-wise 
examination is automatically conducted within each query 
string to determine the existence of a binary non-directional 
edge between two terms. For example, T1 and T2 are 
connected with an edge because they are in the same query 
q1; T2 and T3 are not connected because no query in D1
contains both of them. Then each pseudo-document is 
represented as a graph G = (N, E), where N denotes the 
nodes (unique terms) and E denotes the edges. Finally, 
given two semantic graphs G1 = (N1, E1) and G2 = (N2, E2)
constructed for two relevance feedback documents, a graph 
similarity measure is adopted to estimate their semantic 
relatedness. Specifically, the metric called “p-
homomorphism” [13] is adopted as the underlying graph 
matching method, because the p-homomorphism concept 
extends the traditional graph homomorphism and sub-
graph isomorphism concepts by additionally mapping 
edges from one graph to their corresponding edge paths in 
another graph. 

4. Experimental Design 

4.1 Data Sets and Evaluation Methods 
Lucchese et al. [14] develop a Web application that helps 
human assessors manually identify the optimal set of user 
tasks from the AOL query log. They produce a ground 
truth that can be used for evaluating any automatic user 
task discovery method, which is also publically available at 
“http://miles.isti.cnr.it/~tolomei/downloads/aol-task-
ground-truth.tar.gz”. It contains a total of 554 search tasks 
with average 2.57 queries per task. And 143 cross-session 
tasks are contained in this dataset. In this experiment, this 
dataset was adopted as the ground truth for comparing the 

performance of the proposed task identification method and 
the baselines.

To evaluate the performance of the proposed task 
identification method, it is necessary to measure the degree 
of consistency between manually-extracted user tasks of 
the ground truth and search tasks generated by our 
algorithms. Specifically, both classification- and similarity-
oriented measures [14] were adopted in this experiment. 
Predicted task indicates the user task where a query is 
assigned by a specific algorithm, while true task indicates 
the user task where the same query is in the ground truth. 

Classification-oriented approaches measure how closely 
predicted tasks match true tasks. F1 is one of the most 
popular measures in this category, as it combines both 
precision and recall. In this study, precision measures the 
fraction of queries that were assigned to a user task and that 
were actually part of that user task. Instead, recall measures 
how many queries were assigned to a user task among all 
the queries that were really contained in that user task. 
Globally, F1 evaluates the extent to which a user task 
contains only the queries that were actually part of it. Two 
notations, pi,j and ri,j, are introduced to represent the 
precision and recall of predicted task i with respect to true 
task j, then F1 corresponds to the following weighted 
harmonic mean of pi,j and ri,j. 

F1 = 2 pi,j ri,j / (pi,j + ri,j) (4.1)

Similarity-oriented measures consider pairs of objects 
instead of single objects. Let T be the sets of predicted 
tasks, four values were computed, including: 1) tn - number 
of query pairs that are in different true tasks and in 
different predicted tasks (true negatives); 2) tp - number of 
query pairs that are in the same true task and in the same 
predicted tasks (true positives); 3) fn - number of query 
pairs that are in the same true task but in different predicted 
tasks (false negatives); 4) fp - number of query pairs that 
are in different true tasks but in the same predicted task 
(false positives). Then, two different measures were 
adopted as following: 

Rand index:   R (T) = (tn + tp)  /  (tn + fp + fn + tp)   (4.2) 

Jaccard index:   J (T) = tp / (fp + fn + tp)    (4.3) 

4.2 Experimental Setup and Results 
The experiment analyzed the contributions of the proposed 
cross-session based task identification methods including 
best-link method (BL) and best-link with graph-based 
representation method (BL-G). The difference is that BL 
adopts the bag-of-word method for representing the 
features of the pseudo-document while BL-G uses the 
proposed graph-based representation method for modeling 
rich semantic features.   

Three baselines were adopted in this experiment, including 
one over-session based method and two cross-session 
based methods. The best performing over-session based 
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method (OS) is proposed by Luxenburger et al. [15] who 
adopt a hierarchical clustering method in which the atomic 
units to be clustered are past sessions. The two best 
performing cross-session based methods, QC_wcc and 
QC_htc, are proposed by Lucchese et al. [14]. Specifically, 
QC_wcc performs clustering by dropping “weak edges” 
among queries and extracting the connected components as 
tasks. QC_htc assumes that a cluster of queries can be well 
represented by only the chronologically first and last 
queries in the cluster; therefore only the similarity among 
the first and last queries of two clusters is considered in the 
agglomerative clustering.  

The annotated log dataset was randomly split into a 
training set with 270 annotated search tasks, and a test set 
with the other 270 annotated tasks. The parameters in each 
model were tuned by a 5-fold cross-validation on the 
training set. All baselines and our methods were trained on 
the same training set. 

Figure 4.1 Performance comparisons of proposed methods 
with baselines. 

Figure 4.1 shows the performance comparisons between 
proposed methods and baselines. It was first observed that 
the session boundary does impact the performance of all 

compared task identification methods. Most of them 
achieve the highest performance on these three evaluation 
metrics when the time interval is set at 25 minutes, which is 
consistent with existing studies [7, 15]. The proposed 
methods BL and BL-G outperformed QC_wcc and QC_htc 
significantly in all three metrics. The reason is that both 
QC_wcc and QC_htc target on predicting whether two 
queries represent the same task. However, the pairwise 
prediction cannot directly generate the task information and 
post-processing is required to obtain the tasks. Such a post-
processing is independent from the classifier training 
therefore is not necessarily optimal.  

Also, the OS baseline, as the over-session based method, 
performed much worse than the others especially on Rand 
Index and Jaccard Index metrics. The possible reason is
that it assumes that users work on the same task within 
each period of a search session which results in a high fp
value. Finally, BL-G performs better than BL, because BL-
G utilizes the proposed graph-based representation while 
BL adopts the bag-of-word representation in which the 
semantic structure is lost.   

Table 4.1 Performance Comparisons between Session-
based and Non-session based Task Identification Methods

So far, the proposed best-link model for task identification 
is conducted within a session scope. One interesting 
question is whether the session information is contributive 
in the proposed best-link method. Table 4.1 illustrates the 
performance comparisons between the best-link methods 
using the search session and the ones without using the 
session data (denoted as BL-NoSS and BL-G-NoSS 
respectively). Note that both BL and BL-G were optimized 
by setting session interval at 25 minutes. It was observed 
that the proposed methods, BL and BL-G, using session 
information performed much better than the ones without 
using the session data, i.e., BL-NoSS and BL-G-NoSS. For 
example, the F1 scores of BL and BL-G were 0.628 and 
0.695, whereas those of BL-NoSS and BL-G-NoSS were 
0.560 and 0.603. The major reason for these performance 
differences is that the session plays the role of setting a 
temporal boundary for identifying the latent link structure 
of queries from the same search task. And this boundary 
prevents the incorrectly predicted link information from
spanning so that the prediction error made in previous 
session will not affect the prediction accuracy in the current 
session. Furthermore, the fact that BL-G and BL-G-NoSS 
outperformed BL and BL-NoSS respectively, indicates that 
the proposed graph-based representation for query 
similarity computation is more effective.
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5. Conclusions 
Users switch search tasks frequently during their search 
activities, thus developing methods to extract these tasks 
from historical data is central to understanding longitudinal 
search behaviors and developing search systems to support 
users’ long running tasks. In this study, a new cross-session 
based method is presented for extracting search tasks from 
users’ historic search activities. Specifically, a best-link 
model is introduced which is capable of learning query 
connections from users’ searching activities. Then a graph-
based representation method is utilized to estimate the 
contextual pairwise similarity of queries. Finally, an 
experiment using a publically available annotated dataset 
from AOL log is conducted to demonstrate the superior 
performance of our method in identifying search tasks 
versus a number of state-of-the-art algorithms.  
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