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Abstract— This paper proposes a method for estimating a distortion center to correct the radial distortion that occurs when capturing images with a wide-angle fish-eye lens. In the field-of-view (FOV) distortion correction model, the error of the distortion center and center of the image increases because it does not estimate the distortion center of a lens separately. This drawback deteriorates the accuracy of distortion correction. Thus, this paper proposes a distortion correction method using the FOV model and 2D patterns in order to increase the accuracy of the distortion center estimation of a wide-angle lens. To achieve this goal, a distortion curve generated from the FOV model is compared with a straight line, thereby setting the position of the minimum difference between the curve and the straight line as the distortion center. Through this method, the accuracy of the estimation of the center of the distortion that occurs owing the error in the alignment of center points of a lens and the imaging sensor can be improved. This was also verified through experiments.

Index Distortion center estimation, FOV model, 2D pattern, around view monitor, 190° wide-angle camera, AVM(Around View Monitor), SVM(Surround View Monitor)

I. INTRODUCTION

A driver assistance system that aims to reduce the traffic accident rate analyzes data collected from various sensors installed in a vehicle and provides the analysis result to the driver. One such technology is the Around View Monitor (AVM) system in which the data received by three or more camera devices mounted on the vehicle are used to provide the driver with surrounding image information to prevent collision while driving or parking a car.

In general, a passenger car is equipped with four cameras with wide-angle lenses mounted on the front, rear, left, and right sides of a vehicle to capture the maximum field of horizontal and vertical images from the surroundings. A wide-angle lens, which can capture a picture with a wide angle greater than 120° with a short focal length, generates radial distortion by which a ray of light that enters the lens farther from its center is more curved than a ray of light that enters the lens closer to its center due to the effect of a curved lens. This phenomenon often occurs in fish-eye lenses used in AVM systems, and such distortion is more severe near the edge of the image than at the center.

In order to correct the distortion of a fish-eye lens, two methods have been used: approximation of distortion functions into polynomial forms and the field of view (FOV) model, which is a geographical model based on non-linear distortion characteristics. In the polynomial distortion model, computational complexity increases as the order of polynomials increases and the difficulty of application increases as the view angle of the fish-eye lens becomes larger. However, the FOV model is more efficient than the polynomial distortion model because its design is based on the non-linear distortion of fish-eye lenses, although it has a problem of adding distortion when there is an error in the location of the distortion center.

To solve this problem, this paper proposes a method to estimate a distortion center, which serves to accurately correct the distortion that occurs in the camera image signals from an ultra-wide viewing angle greater than 190°. In particular, this paper proposes a method to find the center point of distortion that can minimize distortion using a lattice-patterned 2D plane and the FOV distortion model to correct distortion.

This remainder of this paper is organized as follows. In Section II, previous studies related to distortion correction are described, whereas the proposed distortion center estimation method using 2D planes is described in Section III. In Section IV, the experiment environment and results are discussed, and the conclusion is presented in Section V.

II. RELATED RESEARCH

A complex calculation is required to transform 3D images from cameras into 2D planar images that can be processed by computers. To reduce such computational complexity, a pinhole camera model is used. A pinhole camera, which was used to locate the center point of an image, converts 3D information into 2D planar pixel units based on the optical image received through a small hole. In order to convert 3D spatial coordinates into 2D image coordinates, external parameters such as the installation height and direction of the
camera, and internal parameters such as the focal length and center point of camera are required. The focal length in the internal parameter refers to a distance between the focal point and the image sensor CCD (Charge Coupled Device) and CMOS (Complementary Metal Oxide Semiconductor), which is represented by

\[ x_{\text{screen}} = f_x \left( \frac{x}{z} \right) + c_x \quad y_{\text{screen}} = f_y \left( \frac{y}{z} \right) + c_y \]  

Here, \( x_{\text{screen}} \) and \( y_{\text{screen}} \) refer to the coordinates on the 2D plane, whereas \( f \) is the distance between the focal point and the image plane. In addition, \( Z \) is the distance between the object and the focal point, whereas \( C \) is the displacement of the coordinate center in the projection plane. Using Eq. (1), the location where the image appears on the 2D plane can be calculated. However, because only a small amount of light passes through a pinhole camera, a long exposure time is required to create an image. In order to collect a large amount of light, a curved lens is used, thereby obtaining images by collecting the curved light. When the obtained image is projected onto a 2D plane, a problem of image distortion can occur due to the characteristics of the lens. The distortion by a lens can be divided into two types: radial distortion, which is generated more severely in an area farther from the center, and tangential distortion, which creates an elliptical distortion distribution.

Fish-eye lenses are typically attached to vehicles, and they can create radial distortion. To resolve the radial distortion problem, three methods can be employed: the method of using the center point of distortion, distortion parameters, and internal parameters; the method of performing polynomial distortion iteratively to transform the distorted curves caused by radial distortion into straight lines; and the method of using image information only. Heikkila [1] proposed a method of finding the center of distortion and internal parameters by using chessboard-like images, in which a method to find parameters that can integrate distortion correction and a camera calibration process was introduced. However, this method has a drawback that could increase iterative calculation complexity when the distortion is excessively severe, although it can be efficient when distortion is moderately severe.

In [2], three orthogonal planar patterns were introduced to cover an entire 180° image with a specific pattern of asymmetrical distortion. This method locates a vanishing point where distorted curves converge to a single point and then defines that as the center point of distortion, thereby performing distortion restoration. This method does not depend on distortion models of parameters due to the special structure of the apparatus, and therefore, it has an advantage in that it can be applied to various lenses, although it is not appropriate for a case where radial asymmetric distortion is generated.

In [3], a center radius was defined using the center of a sphere and the position of a single distorted point. A corrected position value was then used to restore the distorted curves into straight lines. Then, new radii at all positions in the image were obtained to be applied in the FOV model. This method can be used for real-time processing because it uses low-order polynomials to change curves into straight lines, although it has a weakness in terms of accuracy compared to other existing methods.

In [4], distortion parameters based on the assumption that lines were straight prior to distortion were found using the characteristics of the pinhole camera model in order to minimize the curvature of the lines, and then, they were applied to the tangential distortion correction method.

In [5], the longest curved lines were extracted and removed from 2D images, and then the correction of the remaining curves was performed. However, this method has several drawbacks in that curve detection is performed slowly whereas the removal of the curves may not be carried out accurately owing to the use of a single fixed threshold value for curve removal. To overcome these drawbacks, a method was proposed in [6] to detect and remove the lines quickly using Hough transformation.

The FOV model, which is based on non-linear lens distortion characteristics, corrects distortion under the assumption that the center of an image and the center of lens distortion are the same. However, in the case of cameras using lenses with special functions and a number of layers, an error of the center point might occur during the manufacturing process, thereby creating a fine center point error in the projection onto the 2D plane. Therefore, not only can distortion correction not be performed correctly, but also additional distortion of the image can occur after distortion correction. To solve this problem, a method was proposed in [8] to correct distortion after estimating a center by selecting three straight lines in the image plane to decrease computation complexity.

In addition, a method was presented in [6] to estimate the center of distortion by extracting a curve from the projected 2D image and modifying it into an undistorted straight line, thereby finding the direction in which the center of the extracted curve is changed. However, its accuracy varies depending on the number of detected lines and the existence of lines around the distortion center.

This paper proposes an accurate distortion correction method through the estimation of the distortion center of a lens using the FOV model and 2D patterns in order to correct radial distortion.

III. DISTORTION CENTER ESTIMATION METHOD USING FOV MODEL AND 2D PATTERNS
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A. Distortion correction method considering distortion center estimation

The process of distortion correction considering the distortion center is shown in Fig. 1. In this paper, a 2D planar image of a chessboard pattern was used first to correct distortion of an image from a fish-eye lens quickly. Using the distorted chessboard pattern, a distortion coefficient was estimated by applying the FOV model.

The center of distortion was found using the estimated distortion coefficient and distorted curve component. Based on the center of distortion \((C_x, C_y)\), a lookup table LUT (is produced, which represents the relationship between distorted location and 2D planar location using the FOV model. Distortion can be corrected by applying the LUT produced offline to real images.

![Distortion correction algorithm of 2D planar pattern](image)

B. FOV distortion model

The FOV model \([3,4]\) calculates a location value in the image over the plane through the coordinate in which distortion occurs when radial distortion is detected once a video image is acquired by a fish-eye lens. The following figure shows the FOV model.

![FOV model](image)

C. Distortion coefficient estimation of the FOV model

According to the principle of the camera model \([7]\), a straight line in 3D should be a straight line after being projected onto a 2D surface by a camera if there is no distortion. This means that the larger the difference between an actual straight line component and a projected straight line, the larger the distortion is. Conversely, the less the difference is, the less the distortion is. The degree of camera distortion can be verified by the distortion coefficient \(\omega\) of the FOV model. In the FOV model, \(q_{ail}\) is a point of restoration of distorted point \(p_i\) by the distortion coefficient \(\omega\). The distortion parameter estimation from \([10]\) expresses a relationship of \(D^{-1}(\omega, p_i)\) with regard to the distortion coefficient, which can solve the linear equation of the least squares distance when the estimation is applied to the algorithms from \(i\) to \(n\).

By solving the equation of the \(i\) and \(j\) functions where the error function \(E_{ij}(\omega)\) is minimized with regard to the distortion coefficient \(\omega\), the distortion coefficient \(\omega\) can be estimated. Using this method, distortion correction can be performed by using the distortion correction coefficient with regard to the camera distortion center.

\[
q_{ail} = [x_{ail} \ y_{ail}]^T = D^{-1}(\omega, p_i) \tag{5}
\]

\[
E(\omega) = \sum_{i=1}^{n} \|y_{ail} - L(x_{ail})\|^2 \tag{6}
\]

\[
\arg \min_{\omega} \sum_{i=1}^{n} \sum_{j=1}^{m} E_{ij}(\omega) \tag{7}
\]
Using the distortion coefficient estimation method, once a chessboard pattern is captured, distortion correction can be executed quickly using only the distortion coefficient. Nonetheless, a fine error in the components of the row and column of the chessboard was discovered through experiment. In the case of an ultra-wide-angle camera, the calibration error becomes larger near the edge of the image than at the center owing to the characteristics of the lens. Thus, distortion correction using the FOV model is appropriate.

**TABLE I. MEASUREMENT OF DISTORTION CENTER ESTIMATION RESULT IN THE AVM CAMERA**

<table>
<thead>
<tr>
<th>Camera</th>
<th>( Cod_x )</th>
<th>( Cod_y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM #1</td>
<td>10</td>
<td>−9</td>
</tr>
<tr>
<td>CAM #2</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>CAM #3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>CAM #4</td>
<td>−4</td>
<td>7</td>
</tr>
</tbody>
</table>

**D. Distortion center estimation method using 2D patterns**

The distortion center estimation method using 2D patterns is proposed to overcome the limitation of the distortion correction method using the distortion coefficient \( \omega \) of the FOV model. In this paper, a chessboard pattern was shot to estimate the center of distortion followed by projecting it onto an actual straight line in the image data of corrected distortion, thereby estimating the center of distortion using the value of the distance difference between the straight lines.

In order to estimate the center of distortion, first the distortion in the 2D patterns was corrected using the distortion coefficient of the FOV model. Then, a certain range surrounding the center of distortion, which was determined while applying the FOV model, was set to the detection window of the center of distortion.

![Fig. 3 Example of the detection window of the distortion center and straight-line components.](image)

Next, straight lines are generated by following the detected points using the method described in Ref. [11] in the detection window of the center of distortion. Figure 3 shows the straight lines used to compute the distortion error and detection window in which the distortion center is expected. In the chessboard pattern, where a number of crossing points of straight lines can be found; crossing points of \( M \times N \) representing every corner point are found, and then vertical \( M \) straight lines and horizontal \( N \) straight lines using the main outer points are generated based on the outermost points, thereby determining whether crossing points are present in the center within the straight lines. The smaller the vertical and horizontal distortions are, the closer the point is to the center of distortion, which also means it is closer to a straight line. Thus, a center of distortion can be estimated by computing the error between the straight line and the distortion. To estimate the center of distortion, distances in the row and column directions are added, and an equation for the straight line that is closest to the center of distortion and \( C_x, C_y \) is solved. Therefore, the distances to the distortion points \( (p_{ij, C_x, C_y}) \), where there are error points with the straight line \( (L_{i, C_x, C_y}) \) are computed.

![Fig. 4 Distortion error](image)

Figure 4 shows an example of errors between the distortion and a straight line, which represents distances \( d_n \) between the blue-colored straight line and the distortion in the 2D chessboard pattern. The points detected in the figure are used to determine the degree of distortion. That is, the distances between the crossing points and the straight line are computed in the vertical and horizontal directions, thereby summing the distances of the inner points \( (d_1 + \cdots + d_n) \) to calculate the distortion error.

\[
E_y(c_x, c_y) = \| L_{i, C_x, C_y} - p_{ij, C_x, C_y} \|^2 \\
E_x(c_x, c_y) = \| L_{i, C_x, C_y} - p_{ij, C_x, C_y} \|^2
\]  

(8)

\[
\arg \min_{c_x, c_y} \left( \sum_{i=1}^{n} \sum_{j=1}^{m} E_y(c_x, c_y) + \sum_{j=1}^{n} \sum_{i=1}^{m} E_x(c_x, c_y) \right)
\]  

(9)

In other words, it finds the minimum sum-of-squares difference between the actual straight line component and the projected line component. By using this function for distance computation, the minimum distance to the straight line component of row \( (m) \) and column \( (n) \) is calculated to estimate the distortion center \( (C_x, C_y) \).

The distortion center estimation method using 2D patterns performs precise distortion correction by finding the minimum distortion distance. Precise distortion correction can be achieved by applying the least distortion distance estimation method to the FOV distortion correction model using 2D patterns. An LUT is produced with regard to the distortion...
locations on the 2D plane using the estimated distortion center, thereby being applied to the actual image.

IV. EXPERIMENT AND EVALUATION

In order to verify the result of the distortion correction algorithm, the following distortion correction experiment device was developed. The experiment environment was configured using notebook computers, USB cameras, wide angle lenses, and chessboard patterns as the hardware configuration. The target image was a 2D black and white chessboard pattern with 6 horizontal rows and 11 vertical columns. One square of the chessboard was \( 163_{\text{pixel}} \times 163_{\text{pixel}} \) while the actual size was 45 mm square.

As shown in Fig. 5, the experimental environment was constructed to perform real-time processing for the proposed algorithm, in which a 2D chessboard was positioned at the center, and a real-time camera image taken with a wide-angle lens was sent to the personal computer for distortion correction. Once the accurate distortion center (C) is set in the FOV model and the distortion is corrected, all straight lines can be restored almost completely as shown in Fig. 6. This result is obtained because the distortion center was set repeatedly in the distortion correction process.

However, additional distortion was generated as shown in Fig. 7 when distortion correction was performed again assuming that the distortion center was the center point of the image where there was an error from the lens distortion center. The analysis result of the distortion center showed that when a fine error of \(-30\) pixels in the X direction and \(+30\) pixels in the Y direction was applied to the same image, a phenomenon representing a fine curve with a specific directivity was found. This means that more severe distortion was found in proportion to the distortion center. The reason for this fine center error while projecting it onto the 2D plane is due to a mismatch of the center point with regard to the optical axis occurred during the camera manufacturing process in the case of cameras with a number of layered lenses. Therefore, while applying the FOV model, which does not estimate the center of distortion separately, there is a problem of deterioration of distortion correction accuracy as the error of the distortion center of the lens and the center point of the image becomes larger.

The experiment to determine the error of the measurement angle using the Zhang algorithm [12], which is regarded as a representative method of distortion correction, produced four measurement results as shown in Table 2. In addition, it was verified that deflection of the lens center was discovered in the X direction, to the right of the Y axis, and in upper portion of the image.

<table>
<thead>
<tr>
<th>Estimation Result of Distortion Center Using the Zhang Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cod_x</strong></td>
</tr>
<tr>
<td>First measurement</td>
</tr>
<tr>
<td>Second measurement</td>
</tr>
<tr>
<td>Third measurement</td>
</tr>
<tr>
<td>Fourth measurement</td>
</tr>
</tbody>
</table>

Accordingly, this paper solved the problems that straight lines were expressed as curves due to no estimation of the distortion center in the FOV model and deflected representation by means of precise correction of the distortion center. Figures 8 and 9 show the correction result after the distortion center in the FOV model was estimated in the horizontal and vertical directions.
In the case of incorrect distortion correction due to the displaced distortion center, the image was corrected only in either the vertical or horizontal direction as shown in Figs. 8(a) and (b), respectively. This phenomenon occurred because of the incorrect designation of the distortion center axis for the distortion correction. To minimize this error, the precise center axis can be found using the distortion center estimation method by means of 2D patterns such as a chessboard pattern. This resulted in minimizing the distortion correction error that might occur owing to instrument error while configuring the experiment or camera mounting.

<table>
<thead>
<tr>
<th>Cod_x</th>
<th>Cod_y</th>
</tr>
</thead>
<tbody>
<tr>
<td>First measurement</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 11 shows the distortion correction results as image data was received in real time from the 190° wide-angle camera. As shown in Fig. 11(a), distorted correction can be found in the distorted monitor image in the horizontal and vertical directions. Figure 11(b) shows the distorted result image when the original image was corrected while (c) and (d) show the full unwrapped images of (b). If images collected from a wide-angle lens are corrected in a distorted manner, they are transformed into images of infinite size so that cropping at an appropriate scale should be used to produce images for monitoring and composition.
ion correction is necessary to enable users to drive, and the prevention of traffic accidents. Such systems record all details of the surrounding areas using an ultra-wide-angle lens (190°) with high resolution. In order to use such images, distortion correction is necessary to enable users to monitor these images.

This paper proposed a distortion correction method for a camera model in which the distortion center correction method was optimized using the FOV model, and distortion center was found using 2D patterns. Through the proposed method, complete distortion correction can be achieved in the vertical and horizontal directions so that images without size and pattern distortion can be used for image processing, image recognition, and monitoring by users. In general, cameras for AVM systems use high-precision center point estimation. Our algorithm can produce high quality and minimum error of AVM top views from images acquired from inexpensive cameras.
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As shown in Fig. 12, there was a significant difference in the image interface matching before and after the distortion center estimation application. The distortion center estimation can be more influential on the composition of a number of camera inputs than on a single camera input.

V. CONCLUSION
In recent years, vehicles have used image processing technologies increasingly while black-box systems for vehicles and AVM systems have been widely used as embedded systems for information recording, parking assistance, safe driving, and the prevention of traffic accidents. Such systems record all details of the surrounding areas using an ultra-wide-angle lens (190°) with high resolution. In order to use such images, distortion correction is necessary to enable users to monitor these images.