
Finger Vein Recognition in Row and Column Directions 

Using Two Dimensional Kernel Principal Component 

Analysis 
 

Sepehr Damavandinejadmonfared, Vijay Varadharajan 

Advanced Cyber Security Research Centre 

 Dept. of Computing, Macquarie University 
Sydney, Australia 

 

 

 

Abstract - In this paper, a whole identification system is 

introduced for finger vein recognition.  The proposed algorithm 

first maps the input data into kernel space, then; Two 

Dimensional Principal Component Analysis is applied to 

extract the most valuable features from the mapped data. 

Finally, Euclidian distance classifies the features and the final 

decision is made. Because of the natural shape of human 

fingers, the image matrixes are not square, which makes it 

possible to use kernel mappings in two different ways-along 

row or column directions. Although, some research has been 

done on the row and column direction through 2DPCA, our 

argument is how to map the input data in different directions 

and get a square matrix out of it to be analyzed by Two 

Dimensional Principal Component Analysis. In this research, 

we have explored this area in details and obtained the most 

significant way of mapping finger vein data which results in 

consuming the least time and achieving the highest accuracy 

for finger vein identification system. The authenticity of the 

results and the relationship between the finger vein data and 

our contribution are also discussed and explained. 

Furthermore, extensive experiments were conducted to prove 

the merit of the proposed system. 
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1 Introduction 

  Traditionally, Private information is considered as 

passwords and Personal Identification Numbers (PINs) among 

the society, which is easy to use but vulnerable to the risk of 

exposure and being stolen or forgotten. Biometrics[1][2], 

however, has been attracting researchers’ and industry’s 

attention more and more as it is believed that biometrics is a 

promising alternative to the traditionally used password or PIN 

based authentication techniques[3]. Nowadays, there are 

several different biometrics systems under research such as 

face recognition, finger print, palm print, voice recognition, iris 

recognition and so on[1][4][5][6][7]. There are two main 

challenges in terms of biometrics systems. The first one is that 

the main element by which the identity is verified or identified 

is accessible and forgeable, and the second one is that the rate 

of reliability of the mentioned systems in terms of having a 

satisfactory accuracy rate is not acceptable. For instance, finger 

and palm prints are usually frayed; iris images and voice 

signature are easily forged; face recognition could be 

considered difficult and unreliable when there are occlusions 

or face-lifts. Finger vein recognition[8][9][10][11], however, 

is more secure and convenient and has none of the mentioned 

drawbacks because of the following three reasons: (1) human 

veins are mostly invisible and located inside the body; 

therefore it is difficult to be forged or stolen. (2) It is more 

acceptable for the user as capturing finger-vein images is non-

invasive and contactless. (3) The finger-vein data can only be 

captured from a live individual. It is thus a convincing proof 

that the subject whose finger-vein[12] is successfully captured 

is alive .  

Because the data in finger vein recognition is “Image”, 

there are several methods for analyzing and classifying the 

images in such a recognition system. Principal Component 

Analysis (PCA)[3][13] is one of the common and powerful 

methods of pattern recognition and feature extraction which 

has been used a lot in biometrics. There have been several 

improvements on PCA such as Kernel PCA (KPCA)[13][14], 

Kernel Entropy PCA (KECA)[15][16][17] so far. The main 

drawback of 1-D PCA, however, is that after converting the 2D 

matrix to 1-D, the dimension of the data is too high which 

results in having a very time-consuming and even inaccurate 

system. A highlighted improvement on 1D-PCA is 2D-

PCA[18][19][20][21] in which the image matrix is not 

converted to 1D. This method has two main advantages over 

1D-PCA which are being much faster, and having higher 

accuracy. After proposing 2DPCA, Kernel 2DPCA[20] was 

introduced in which the data is first mapped to another space 

using different kernel methods and then 2DPCA is 

implemented on the mapped data. It is believed that by 

transforming the data into the appropriate space first and 

applying 2DPCA on the mapped data, the accuracy rate will 

have a dramatic increase. As 2DPCA is applied on 2-D image 

matrixes directly, there has been a great amount of research on 

the direction of the analysis. 2DPCA can be applied in row 

direction, column direction, or both. In this paper, however, 



different directions of the matrixes for mapping the data into 

kernel space are argued. We chose Kernel polynomial degree 

one as mapping function and applied input images in row and 

column directions. The direction of mapping is important in 

our system because 2DPCA is applied on the mapped data and 

extracts as many eigenvectors as the dimension of the mapped 

data, meaning that if we have a (N by N) matrix, we will have 

N eigenvectors and their corresponding eigenvalues. For 

example, assuming our input matrixes are 60*180, applying the 

mapping function in row and column directions will result in 

60*60 and 180*180 matrixes respectively. Applying 2DPCA 

on 60*60 or 180*180 matrixes will lead to a great difference in 

accuracies and time duration for the system. 

The remaining of this paper is organized as follows: 

In Section 2, Image acquisition is explained. In Section 3, 

Two Dimensional Principal Component is introduced briefly. 

In section 4, Kernel mapping along row and column direction 

is explained. In section 5, finger vein recognition algorithm is 

proposed. In section 6, experimental results on the finger vein 

database are discussed. Finally, section 7 concludes the paper. 

 

2 Image Acquisition 

Based on the scientific fact that the light rays can be 

absorbed by deoxygenated hemoglobin in the vein [13], 

absorption coefficient (AC) of the vein is higher than other 

parts of finger. In order to provide the finger vein images, four 

low cost prototype devices are needed such as an infrared LED 

and its control circuit, a camera to capture the images, a micro-

computer unit (MCU) to control the LED array, and a computer 

to process the images [14]. The web-cam consists of an IR 

blocking filter; hence, it is not sensitive to the infrared (IR) 

rays. To overcome this issue, an IR pass filter is used to block 

visible light and pass the infrared light only. Fig. 1 shows 10 

samples from a subject. As the figure indicates, the vein pattern 

is darker than the remaining area in the finger because of the 

higher absorption of the blood. 

 

 

 
Fig. 1 : a subset of samples captured from a subject 

 

 

 

3 Two Dimensional Principal Component 

Analysis (2DPCA) 

The main idea of 2DPCA is to project the image , which 

is represented as a random matrix, onto  that is an n-

dimensional unitary column vector: 

 

                         (1) 

Therefore, the projected feature vector of image  is 
achieved from (1). Finding the appropriate projection vector 

 is the goal. To evaluate the discriminatory power of , 
the total scatter of projected samples can be used, which could 
be characterized by tracing the covariance matrix of projected 
features vectors. The following criterion is introduced from this 
point of view: 

 

                            (2) 
Where 𝑆𝑥represents the covariance matrix of the projected 

feature vector and 𝑡𝑟(𝑆𝑥) is the trace of 𝑆𝑥. To maximize the 
criterion in (2), the appropriate projection direction X needs to 
be found. 𝑆𝑥  is introduced by: 

 

   

  

 
 

Therefore: 
 

           (3) 
 

Defining the image covariance scatter matrix, we have: 
 

                (4) 
 

We now obtain the 𝑛 × 𝑛 matrix of 𝐺𝑡 from all training 
images, where there are 𝑚 training images of size 𝑚 × 𝑛. Thus, 
𝐺𝑡can be evaluated by: 

 

                 (5) 
 

Where 𝐴̅ is the mean matrix of input images and finally we 
have: 

 

                            (6) 

First, the 𝑛 × 𝑛 matrix of 𝐺𝑡 is calculated from all of the 

training images. Then, the unitary vectors 𝑋 are obtained by 

getting the eigenvector matrix of 𝐺𝑡. This stage decides how 

many eigenvectors are to be used in the projection of data. To 

achieve this, the eigenvalues of the corresponding eigenvectors 

are arranged in a descending order, and a subset of the higher 

values is selected. Assuming 𝑑 eigenvectors (with optimal 

projection axes 𝑋1, 𝑋2, … , 𝑋𝑑) are selected, then how to achieve 

feature extraction and classification stages are explained in the 

next section. 
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4 Kernel Mapping Along Row and 

Column Direction 

4.1 Two Dimensional Kernel Principal Component 

Analysis  

 
The main idea of using kernel function in PCA is that the 

data is first mapped into another space using a mapping 
function and then PCA is performed on the nonlinearly mapped 
data. 2DPCA is better than 1-D PCA in terms of speed and 
accuracy. The idea of using kernel function in 2DPCA is to 
improve the accuracy of the system. With 𝑁 input images, let 

 be  image, where , and be the row 

of the matrix 𝐴𝑖 where . The nonlinear mapping 

is defined as follows: 
 

                                 (7) 

The total scatter matrix in K2DPCA can be calculated: 
 

                                   (8) 

Thus: 
 

 

                  (9) 

In K2DPCA, after achieving , obtaining projecting axes 

and the projection and classification procedures are same as in 

2DPCA. 

4.2 Kernel Mapping in Row and Column Directions & 

2DPCA 

 

Equations (7), (8), and (9) demonstrate how the kernel 

mapping is performed on the input data. Our argument here is 

that by applying this mapping in different directions (along row 

and column directions), we will end up having two different 

data having different dimensions. To further elaborate this, let 

us assume we have 𝑚 × 𝑛 input matrixes (𝑛 is greater than 𝑚). 

By applying the kernel mapping function along row direction 

(we have 𝑚 rows meaning that there are 𝑚 elements for the 

kernel matrix to be made of) the kernel matrix will be ( 𝑚 ×
𝑚). In this case, by applying kernel mapping, we reduce the 

number of input data and its dimension in kernel space which 

is(𝑛 × 𝑛).  However, if the kernel function is applied along 

column direction, the kernel matrix will be(𝑛 × 𝑛). In this case 

we have expanded the input data to a higher dimensional space 

and we have more information to analyse by 2DPCA. Fig. 2 

shows the detailed diagram of the kernel mapping and 2DPCA 

on the mapped data in two different directions. It is observed 

from the diagram that by applying the kernel function from row 

or column direction the kernel matrix (K) is squared and with 

dimension of 𝑛 or 𝑚. 

 

 

Fig. 2 : Flow diagram of kernel mapping along row and column 

direction and applying 2DPCA 

 

This argument is indispensable because the dimension of 

the data affects the output of the 2DPCA greatly. Having 

higher dimension and more information and features does not 

guarantee ending up more promising results and higher 

accuracies. Furthermore, the higher the dimension is the more 

time-consuming the system is. On the other hand, there has to 

be a balance between the dimension of the data, the number of 

used features and the algorithm which is used to analyze the 

data. 

 

5 Finger Vein Recognition Algorithm 

Our proposed finger vein recognition algorithm is explained 

in this Section. As it is shown in Fig. 3, the algorithm consists 

of five steps; first step is to extract the region of interest (ROI). 

Second one is to normalize the images. Third step is to map the 

data into kernel space along row and column directions which 

was explained in section 4. In the fourth step, 2DPCA is applied 

on the data and features are extracted. Last step is to classify 

the data using Euclidian distance. The flow diagram of the 

proposed algorithm is indicated in Fig. 3. All steps except for 

step 3 and 4, which were explained in section 4, are introduced 

in the following part of this section. 
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Fig. 3 : Flow diagram of the proposed algorithm 

5.1 ROI Extraction 

The unwanted black area around the images should be 

cropped as this area reduces the accuracy and is considered as 

nothing but noise. To crop images optimally, the used 

algorithm consists of three major steps. First of all, the edge is 

detected. Using the detected edges two horizontal lines are 

determined and the image is cropped horizontally according to 

the detected lines. Last but not least, the image is cropped 

vertically at 5%percent from the left border and 15% from the 

right border. 

5.2 Image Normalization  

In order to achieve the highest accuracy in least time, 

images are normalized to smaller size after ROI extraction. It is 

obvious that the smaller the size is the faster the system is. 

However, if the size of the image is too small, it may cause too 

much loss of information as well. Therefore, there has to be a 

balance between size of the images and the accuracy of the 

system. Based on our experiments, when using 2DPCA to 

extract the features, the optimal size of finger vein images 

resulting in both least time consumption and highest accuracy 

is 20×60. Thus, all images are normalized into 20×60. 

5.3 Feature Extraction and Classification Method 

As it was mentioned before, Euclidian distance is used as a 

classifier in this system. Euclidian distance is a very fast 

method which, we believe, is appropriate for this system 

because after using kernel map and 2DPCA, the dimension of 

the data is reduced and therefore Euclidian distance is sufficient 

to be used.  

Given an image sample , and the optimal projection axes 

(selected eigenvectors, ), the projection will be 

as follows: 

 

                            (10) 

Using  axes to project the data onto, we will get  

projected feature vectors . These vectors are the 

principal component of the sample image . Putting these 
vectors in the form of a matrix, we will get feature matrix of 

the image , which is , . 

Then, a nearest neighbor classifier is used to classify the data 
after transferring all images by 2DPCA and obtaining the 

feature matrix of them. Considering  and

, the Euclidian distance between them is 

defined as follows: 

 

                  (11) 

 

6 Experimental Results on Finger Vein 

Database  

In this section, the experiments conducted on finger vein 

data are given and explained. Experimental results are 

explained in two subsections; column direction analysis in 

experimental setup 1, and row direction analysis in 

experimental setup 2. Our database consists of 10 samples for 

each of 100 individuals which results in a total number of 1000 

images. In each different part of the experiments, three different 

types of training and testing were used. 2, 3, and 4 random 

selected images were used to train each time and respectively, 

the remaining 8, 7, and 6 images to test. All implementations in 

each part were repeated as many times as the number of total 

eigenvectors. 

6.1 Experimental Setup-1 

To analyze the system in column direction and get the 

output, we first restate that the images are in dimension of 

(20×60) meaning that if we map them in column direction, 

there will be 60 samples with the dimension of 20 to map. The 

output of such a mapping function will be a matrix with the 

dimension of (60×60). By applying 2DPCA on this matrix, 

there will be 60 eigenvectors extracted with the dimension of 

20. In this step, there are 60 different dimensions which could 

be reduced using projection in 2DPCA meaning that there are 

60 different projections using different number of eigenvectors. 

We conducted the algorithm 60 times in each of three different 

types (2, 3, and 4 sample to train and 8, 7, and 6 samples to test 

respectively) of our implementation and calculated the 

accuracy rate in each point. The obtained results were then 

gathered and shown in Fig. 4. As it was expected, by adding the 

number of samples for train, the accuracy goes up no matter 

which method to use. Another expectation was that by using 

more eigenvectors the accuracy rate goes higher up to its 

optimized point, which here is almost near the dimension of 20. 

It is observed from the Fig. 4 that using 2, 3, and 4 images to 

train leads to the accuracy rate of around %90, %95, and %97 
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respectively. Another prime issue is that the time consumed for 

this experiment is much more that the next as there are 60 

eigenvectors in column direction mapping. 

 

 

Fig. 4: Accuracy rates obtained using K2DPCA in column direction on finger 

vein database 

 

6.2 Experimental Setup-2 

To analyze the system in row direction the input images 

were used in a way that each image consists of 20 samples with 

the dimension of 60 to map. The output of such a mapping 

function will be a (20×20) matrix. By applying 2DPCA on this 

matrix, there will be 20 eigenvectors extracted with the 

dimension of 20. In this step, there are 20 different dimensions 

which could be reduced using projection in 2DPCA meaning 

that there are 20 projection manners using different number of 

eigenvectors. Fig. 5 demonstrate the accuracy rate of the 

experiments along row direction. Implementing this method 

using 2, 3, and 4 images to train results to the accuracy rate of 

around %95, %97, and %99 respectively which is clearly 

higher than column direction. Not only mapping the input data 

along row achieves higher accuracy, but also it has less 

consumption of time as there are only 20 dimensions of data to 

be reduced. 

 

 

Fig. 5: Accuracy rates obtained using K2DPCA in row direction on finger 
vein database 

 

 

In this part, we give a summary of the whole experiments 
and their corresponding results for the sake of a better 
comparison. We have chosen the highest accuracies of each 
method in all implementations and their corresponding 
dimension of feature vector. All the mentioned information is 
indicated in Table 1 in addition to the duration of time each 
algorithm consumed to analyze the data. As the following table 
shows, the maximum accuracy of the row direction analysis is 
higher than that of column direction in all the different 
experiments. Furthermore, it is observed that not only it leads to 
higher accuracy, but also its dimension of feature vector is much 
less than that of column method in all implementations implying 
that the row direction method can be even faster than column 
direction method in real time system as it reaches the higher 
accuracy using less feature vectors. 

 

Method Images 
to Train 

Max 
Accuracy 

(%) 

Feature 
Vector 

No 

Duration of 
Experiment 

(s) 

Column 
Direction 
Analysis 

2 91.63 60 1324.8372 

3 97 60 1676.553 

4 97.83 15 1805.3797 

Row 
Direction 
Analysis 

2 95.75 7 223.73 

3 97.71 5 311.2961 

4 99.17 7 318.9148 
Table 1: Comparison of the proposed algorithm in row and column 

direction 

 

7 Conclusion 

In this paper, we have proposed a new method to enhance 

the performance of finger vein recognition and analyzed two 

different aspects of applying it in order to determine the most 

appropriate one. Our algorithm uses kernel mapping in two 

different directions to transfer the input data to another space 

where applying 2DPCA merits the final output of the system. 

We also used Euclidian distance as classifier in the last step of 

the algorithm. Extensive experiments were conducted on our 

database using three different numbers of images for training. 

Results demonstrate that mapping the data in row direction 

reaches both having higher accuracy and consuming less time 

compared to the column direction method meaning that the 

proposed method has the highest accuracy when mapping the 

data along the row direction. 
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