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Abstract - this paper addresses the problem of 3D shape 

retrieval in large databases of 3D objects (large retrieval). 

While this problem is emerging and interesting as the size of 

3D object databases grows rapidly, the main two issues the 

community has to focus on are: computational efficiency of 3D 

object retrieval and the quality of retrieved results. In this 

work we deal with the first consideration, namely the 

computational efficiency of 3D object retrieval by exploiting 

new implementations based on parallel computing by 

exploiting multi-core and GPU architectures. Experimental 

results, show that the large scale retrieval can be achieved 

using the multi-core environment. 
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1 Introduction 

  Currently, there are an increasing number of 3D objects 

on the web, leading to large databases, thanks to recent 

digitizing and modeling technologies. The need of efficient 

methods for 3D shape-content based retrieval, in order to ease 

navigation into related large databases, and also to structure, 

organize and manage this new multimedia type of data, has 

become an active topic in various research communities such 

as computer vision, computer graphics, mechanical CAD, and 

pattern recognition. The 3D shape retrieval is the processing 

of retrieving visual similar objects to given 3D object query. 

 Various 3D shape retrieval methods have been proposed 

in the literature [3,4,5,6,7]. All recent methods are based on 

the shape descriptors; that consists in designing an efficient 

canonical characterization of the objects. This 

characterization is referred as a descriptor or a signature. 

Since the descriptor serves as a key in the search process, it is 

a critical kernel with a strong influence on the searching 

performances (i.e. computational efficiency and relevance of 

the results). Designing an efficient canonical characterization 

of the objects was become a major challenge in 3D objects 

indexation. A good 3D shape retrieval method must satisfy at 

least the two following conditions simultaneously [3]: 

 The relevance and the quality of retrieval results: the 
first 3D objects returned by the method must be the 
most similar to the query. 

 Computational efficiency of 3D object retrieval: the 
retrieval results should be fast. 

 Most existing methods do not satisfy the above 

conditions simultaneously. Moreover, for the large database, 

the retrieval process needs more computational time which 

does not permit the large scale retrieval. In order to achieve 

faster retrieval of 3D object, we propose in this work, new 

implementations based on parallel computing by exploiting 

multi-core and GPU architectures. For the tests, we use the 

CMBOF method proposed by Lian et al. [8], since it gives the 

best result comparing to many other methods in particular the 

view based methods [9,10,11,12]. 

 Generally, the retrieval process is performed into two 

essentials stages: indexation and shape matching. Our 

contribution in this paper is to study the problem of retrieval 

in large database in particular the stage of matching, since this 

stage needs more computational times regarding to the size of 

3D object databases which grows rapidly. 

 The rest of the paper is organized as follows. In section 

2 we give a brief description of the CMBOF method. The 

parallelization on multi-core is presented in section 3. We 

conclude the paper in section 4. 

2 Description of the CMBOF method  

 The CM-BOF (Clock Matching Bag-Of-Features) is a 

3D retrieval method, proposed by Lian et al [8], this method 

gives the best result comparing to many other methods in 

particular the view based methods [9,10,11,12].  

 The two essential stages of the 3D shape retrieval are: 

indexation and shape matching. In the following we give a 

brief description of the two stages of the CMBOF method. 

2.1 Shape indexing 

 The indexation is the process for computing the 

descriptor of a given 3D object. It is based on the following 

steps:  



 Normalization and alignment: 3D objects are given in 
arbitrary position, orientation and scale. So, a step of 
normalization and alignment of the 3D shape is necessary 
in order to assure the invariance of affine transformations 
(scaling, translation rotation and reflection). To compare 
two 3D objects using multi-view methods, these objects 
must have the same length, orientation and position. 
Actually there is no efficient method of normalization and 
alignment which satisfies at the same time the following 
constraints: rotation invariance, best alignment and 
computational time.  

 Multi-view rendering: in this step, a set of depth-buffer 
views (2D images) are uniformly captured around the 3D 
object. CMBOF method uses vertices of a given unit 
geodesic sphere which is obtained by subdividing the unit 
regular octahedron. The number of views to be captured is 
6, 18, 66 or 258. Lian et al [8] showed that 66 is the best 
number of views. 

 SIFT feature extraction: a 3D object can be approximately 
represented by a set of depth-buffer views. In the CMBOF 
method, each view is described as a word Histogram 
(descriptor of the view) using SIFT (Scale Invariant 
Feature Transform) algorithm [13]. This algorithm is used 
to extract salient local features from each 2D view. In this 
case, a 3D object is characterized by several descriptors 
depending on the number of the views captured around 
this object instead one descriptor as proposed in other 
multi-view methods [9,10,11,12]. 

 Vector quantization and histogram generation: Each SIFT 
feature extracted from 2D view is quantized as a vector or 
visual word (descriptor) by using a global visual 
codebook. The quantized local features are accumulated 
into a histogram which becomes the feature vector 
(descriptor) of the corresponding 2D view. 

2.2 Shape matching 

 To retrieve visual similar 3D objects to a given 3D 

object-query, the descriptor of the query is compared with the 

descriptors of objects in the database. Instead of completely 

solving the problem of normalization and alignment, Lian et 

al [8] are proposed the Clock Matching approach. The basic 

idea of this approach is to consider 24 matching pairs when 

comparing two 3D Objects, by placing one object in the 

original orientation while the second one may appears in 24 

different poses. The dissimilarity between the two 3D objects 

is measured by the minimum distance of their all (24) 

possible matching pairs. After the query is compared with 

each object in the database, the obtained distances are sorted 

according to query; the top k results returned should be the 

most similar to the query. 

3 Parallelization of the retrieval process 

 Current machines offer microprocessors composed of 

multiple cores (processors) and Graphical Processing Units 

(GPU). The major challenge is to exploit efficiently the 

potential of these architectures at their maximum 

performance. The aim of this work is to propose new 

implementations based on parallel computing to achieve 

faster retrieval of 3D object and therefore allows the large 

scale retrieval (the retrieval in large databases) by exploiting 

the potential of GPU and multi-core architectures. Recall that 

the retrieval process, using the CMBOF method, is performed 

into the following two essential phases that are performed 

online:  

 Indexation of the 3D query-object: computing the 
descriptor of the query shape 

 Shape matching: comparing the descriptor of the query-
object with the descriptor of each 3D objects of the 
database. 

 Note that a few works have been proposed in the 

literature to implement the 3D shape retrieval under HPC 

environments. These works are partial, since they only 

concern indexation phase (particularly the SIFT Quantization 

[1,2]) and not the shape matching phase. On the other hand, 

several works have been proposed in the literature based on 

sequential solutions to allow the large scale of 3D shape 

retrieval [14,15]. 

Experimental are performed as follow:  

 Tests on GPU (Graphics Card Units) are performed on 
GeForce GT610, 2048 MB of global memory, L2 Cache 
size 6,6 MB. 

 For the GPU programming we have used CUDA5.0. 

 Tests on multi-core are performed on a Dell PowerEdge 
R910 Server Intel® Xeon® Processor E7-4850 2GHz of 
10 cores, 32GB RAM.  

 For multi-core programming we have used OpenMP 

 For the 3D-object data base, we have used Princeton 3D 
Shape Benchmark database [17] composed of 1800 - 3D 
Objects. In order to make tests in large database, we have 
increased the size of the data base by duplication of the 
3D-objects.  

 To capture 66 views around a 3D object, we have used the 
executable provided by Lian [8]. 

3.1 Indexing phase 

 To compute the descriptor of a given 3D object, the 

CMBOF method [8] proposes to describe the 3D-object by 

several word histograms (descriptors) where each descriptor 

corresponds to a 2D view (2D image) captured around the 

shape of this object. To compute the descriptor of a given 2D 

view, the following steps are performed: 

 Extraction of the SIFT salient local features from this 2D 
view. 

 Vector quantization and histogram generation. 

 For the first step, the extraction of SIFT salient local 

features using SIFT algorithm executed on CPU is very time 

consuming; especially if it is necessary to extract SIFT 



features from several 2D views as in case of CM-BOF 

method.  

 In this work, we extracted the local features of each 2D 

view using the SIFT-GPU version proposed by Changchang 

Wu [18], since it gives a higher computing performance 

compared to the CPU version [16]. For 66 views, the SIFT is 

performed in 1,8s on GPU compared to 10,8s on CPU. 

3.2 Shape matching phase 

 In this phase, the descriptor of the query is compared 

with descriptors of each 3D object belonging to the database. 

Note that the descriptors of objects in the database are 

computed offline. 

 Sequentially shape matching in a large database is time 

consuming. The advantage of using multi-core is to compare 

simultaneously the query-object with p objects; where p is the 

number of cores. After the comparison of the query with each 

3D object in the database is completed, the obtained distances 

will be sorted. 

 Assume that the database is composed of m 3D objects. 

To exploit the potential of the multi-core architecture at their 

maximum performance and improve the load balancing 

between different cores we use a dynamic data distribution as 

follows:  

 Each core deals with an initial workload (a number k of 
objects with k≤m/p). The remaining block of objects will 
be shared between all cores. 

 All cores execute simultaneously the comparison process 
between the query object with their own objects. 

 As soon as a processor (core) completes its work, it takes 
one objects from the shared block (the remaining objects). 
This process is repeated as long as it remains untreated 
objects. 

 Figure 1 presents the evolution of the execution time of 

the shape matching process by various cores using the clause 

“dynamic schedule” of OpenMP. Tests are performed on 3D-

objects of a database composed of 10800 3D-objects. Thus 

the Figure 1 states that, the execution time is significantly 

reduced in proportion to the number of cores. 

 

 
Figure 1 . Execution time for the shape matching process 

 

 In Figure 2, we report the results of the measured speed 

up (sequential_time/parallel_time) of the shape matching 

process compared to the ideal one. The obtained speed (up to 

90% ) shows that the proposed implementation is scalable, 

which means that; if we increase the number of cores, the 

parallel time remains close to the sequential time divided by 

the number of cores. 

 
Figure 2 . Mesured speed up compared to the ideal one  

In Figure 3, we measure the efficiency (the percentage of the 

using processor performance when increasing the number of 

cores) 

 

Figure 3 . Efficiency  

 In Figure 4, we compare the execution time of the 

matching process for different sizes of databases. In this test 

we report the evolution of the parallel time on 10 cores versus 

sequential time. The results show that the size of the database 

does not affect the speed up. If we use large databases on p 

cores, the parallel time remains close to the sequential time 

divided by p. We conclude that the large scale can be 

achieved by using a great number of cores. 
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Figure 4 . Execution time of the retrieval process on databases 

with different sizes 

4 Conclusion  

 In this paper we are interested by the computational 

efficiency of 3D objects retrieval. We have proposed new 

implementations of the retrieval process based on parallel 

computing by exploiting the multi-core environment and 

GPU accelerators. The proposed implementations, for the 

matching process, are independent of the 3D object 

algorithm. So that, for our tests, we have used the CMBOF 

method proposed by Lian et al. [8], since it gives the best 

results compared to many other methods, proposed in the 

literature, in particular the view based methods. 

 First, we have compared the SIFT algorithm both on 

CPU and GPU. For the version on GPU, we have used the 

algorithm proposed in [18]. 

 Then, we have proposed parallel implementations on 

multi-core environment. The experimental results show that 

the execution time is significantly reduced as the number of 

cores grows. On the other hand, for fixed number of cores, 

the execution time grows linearly (almost linear) as the size 

of the database grows. We conclude that the large scale can 

be achieved using parallel computing. 
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