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Abstract— The increase of link speeds in the interconnec-
tion networks is evident both inside and outside of a data-
center. Thus it contributes an increasing portion of the
power budget of the interconnection system. Link power
management has been receiving more attention and many
mechanisms were proposed. The emerging bit-serial link
technology allows the links to work with different numbers
of lanes & speeds. When the traffic load is slight, links are
put in low-speed mode and consume less energy. However,
links working in the low speed mode result in the increase
in serialization latency. We propose a routing algorithm that
takes into account the history usage of the links to focus
network traffic in a small subset of high-speed links. It keeps
high-speed links busier and leaves low-speed links with more
idle time. Thus the mechanism saves energy and reduces the
incurred serialization latency.

Keywords: energy saving, history-aware, routing algorithm, in-
terconnection networks

1. Introduction
Network components consume 10-20% of the total power

of an interconnected system [1]. The energy consumption
and heat dissipation problem for interconnection systems
make the need for a more efficient networking become
more evident. Network links contribute a major portion
of the energy required for the network, around 58% [2].
However the link utilization in the interconnection system
is low. We have conducted simulations with 64 processing
nodes arranged in fat tree topology [3]. The traffic patterns
are imported from two benchmarks modeling Black-Scholes
partial differential equation and Fluid Animate Particle Sim-
ulation using Smoothed Particle Hydrodynamics [4]. For
both applications the average link utilization is lower than
5%. The energy consumption for links is almost insensitive
to the fluctuation of the traffic intensity, thus they burn
the same amount of energy while working very little. The
average link utilization will be less in the future with the
ever-increasing link speed [5]. Besides, for a particular traffic
pattern, the link utilization is not spatially uniform. There
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are some links that are almost idle and others that are much
busier. Less energy consumption for those almost idle links
is a desired behavior. Many studies have been focusing on a
better link power management. Researchers have proposed
many mechanisms for the better use of links with different
approaches.

The first approach is dynamically turning a number of
links on and off as the function of traffic [6], [7], [8],
[9], [10]. In this approach, a link activation request can
be sent from a sending node by inherent system events
to reduce the link re-activation time overhead [11]. When
applying this approach the path diversity is greatly reduced
and the deadlock avoidance becomes an issue. Another
approach is the Dynamic Voltage Scaling (DVS) mechanism
to dynamically adjust link frequency and voltage with the
history-based policy of the link utilization [2]. This approach
has the potential to save a significant amount of energy in the
link components even though it introduces more complexity
in the hardware design. Another approach for the link power
management control is to judiciously adjust the width of the
link [5], [12], [13]. With the use of bit-serial link technology,
where every link consists of multiple lanes, the link width
control mechanism works naturally. Links in PCI-Express
are available in up to 16-lane configuration (denoted as x16).
Similarly, Infiniband has made available the multi-lane links
with x4 and x12. Our work focuses on the last approach.

To date, the dynamic link width mechanism is ap-
plied with a history-oblivious routing algorithm. Traffic is
spreaded through many links to prevent and alleviate conges-
tion situation. However, in light traffic load scenarios, some
fraction of the traffic is routed through low-speed links while
other high-speed links still do not work at full capacity. Thus
the mechanism incurs an additional serialization latency. To
solve this issue, we propose a history-aware adaptive routing
algorithm that prioritizes the route of traffic on a small subset
of links and focuses the traffic on that subset. This subset
of links has a high value of link utilization and thus will be
kept at high speed, consequently the serialization latency is
reduced. Moreover, as a side effect the routing algorithm at
the same time leaves more links idle and thus gives them
more opportunity to be adjusted to the low-speed mode and
save more energy.

This paper makes a contribution in proposing a history-



aware adaptive routing algorithm. It makes the comparison
about the latency behavior and the energy consumption
between history-aware and history-oblivious routing algo-
rithms. It also conducts experiments, analyzes results for
both synthetic traffic and traffic imported from trace files.

The paper is organized as follows: In section 2, the basics
of the dynamic link speed mechanism based on dynamic link
width is presented. It involves the Monitoring & Decision
Making phase. Section 3 describes the history-aware adap-
tive routing algorithm. Section 4 illustrates and explains the
experimental results. Finally, we draw conclusions in section
5.

2. Dynamic Link Speed Mechanism Ba-
sics

The dynamic speed behavior of a link is achieved by
varying its width according to the fluctuation of traffic on
it. The main process of the mechanism is Monitoring &
Decision Making, where the link activities are monitored to
decide whether to change the link width.

The monitoring and decision making process involves
detecting when to change the link speed. Link Utilization
(LU) is monitored at the port basis. The mathematical
definition of LU is presented in the equation 1.

LU =

∑H
t=1 A(t)

H
(1)

Where A(t) =
{

1 if traffic passes in cycle t
0 if no traffic passes in cycle t

and H

is a sliding history window size.

The value of LU is less than 1, and it directly reflects how
frequent a link was used. The larger the value of LU , the
busier the link is. When the value of LU drops below the
threshold value th_low and the link is not at its minimum
width, the mechanism triggers the link to reduce its width
one level. To simplify the routing algorithm, avoid deadlock
avoidance issue and reduce the re-activation time overhead,
a link is never turned off and it never has the width of 0. In
contrast, when LU exceeds the threshold th_high and the
link is not at its maximum width, the mechanism increases
the link width one level.

Another criterion for the mechanism is the input buffer
occupancy of the next router. This information is available
for the mechanism based on the credit-based flow control of
the router. If the input buffer occupancy at the far end of the
link is higher than the threshold th_buffer_occupancy, it
is the signal indicating that the network is congested at the
far end of the link. The movement of packets in that situation
is restricted by the availability of the buffer space, not the
link bandwidth. Thus the mechanism can reduce the link
width more aggressively without sacrificing the serialization
latency.

Algorithm 1 Changing Link Speed Decision

Monitoring the next input buffer occupancy
if buffer_occupancy > th_buffer_occupancy then
th_low= th_low for congestion
th_high=th_high for congestion

else
th_low=th_low for non− congestion
th_high=th_high for non− congestion

end if
Monitoring the LU value of the link
if (LU of the link < th_low) and (The link is not at
minimum width) then

Decreasing The Link Width
end if
if (LU of the link > th_high) and (The link is not at
maximum width) then

Increasing The Link Width
end if

The decision making process is made every period of
time T . The pseudo code for this mechanism is described in
Algorithm 1.

The values of the thresholds are configurable and they are
configured depending on the objective of the network. The
higher the values of th_low and th_high the more agressive
the mechanism triggers links to reduce their width to save
more energy. The difference between th_low and th_high
also should be carefully selected to avoid the link flip flop
when traffic fluctuates often.

3. History-Aware Adaptive Routing Al-
gorithm

With the typical path redundancy of network configura-
tions (to facilitate the load balancing and fault tolerance),
at every intermediate router, there might be several output
ports a packet can take to make the progress towards its
destination. For example, for k-ary n-cube network topology,
every router has n productive ports for packets to come
closer their destination.

For a network applied the Dynamic Link Width mecha-
nism, any given router connects with its set of links that are
at different speeds. Any port pi couples with a link with the
link width value of Wi, the input buffer occupancy at the
far end of the link has the value of Buffer_Occupancy(pi)
as illustrated in Fig. 1. In this figure, the link couples with
port p1 is at a high link width level and thus has a higher
bandwidth compared with the links coupled with the other
ports p2,...,pk. It is preferred that packets move on the link
connected with port p1 to have less serialization latency.

However, if the routing policy is oblivious about the
history usage of the links and spreads packets through many
links then all the links have a low average utilization values
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Fig. 1: Multi-port with different link speeds

and thus being put at a low speed. Consequently the average
packet latency increases due to the serialization latency by
moving in thin links. In the low load situation, a better
routing policy that focuses traffic in a subset of high speed
links while leaves other links idle is a desired behaviours.

At every router, with a set of compatible output ports, the
history-aware routing policy gives the decision about which
output to take with the preference for the most-recently-used
port, unless there are a strong evidence not to do so but using
a normal adaptive routing instead. A normal adaptive routing
algorithm will be used if one of the following conditions
hold:

• All the links of the router are at maximum speed. This
is the situation when high traffic load is present in
the network and the routing policy should balance the
traffic by spreading packets to many links.

• The input buffer occupancy at the far end of the link
coupled with the most-recently-used port is higher than
the threshold value of buffer_threshold. This is the
signal that the link is over-utilized and the continuity
of traffic injection to them can lead to congestion.

The proposed routing algorithm takes advantage of high
bandwidth links in the case of low traffic load. In high traffic
load situation when all links are in high utilization and thus
in high-speed status, normal adaptive routing algorithm takes
place. The routing decision is summarized in Algorithm 2.

Algorithm 2 History-Aware Adaptive Routing Algorithm

Getting the set of compatible output ports
Choosing the most recently used port as the outport
if All links are at maximum special or The buffer occu-
pancy higher than buffer_threshold then
outport=Normal_Routing_Algorithm()

end if
Exporting the outport

Since the topology of the network does not change, no
special care for deadlock avoidance techniques is required.
When taking into account the link history usage, it results
in having some maximum-speed links carry a large fraction
of the traffic load, while others links are mostly idle and put
in low-speed mode. It is preferred to have a small fraction
of links to work at full capacity and deliver the majority of

traffic. With packets moving in a subset of high-speed links
according to the proposed routing algorithm, the serialization
latency is reduced. Besides, when the majority of traffic
moves in the small fraction of high-speed links, the other
fraction of links is almost idle and being put in a low-speed
status, the energy consumption is further reduced.

4. Experimental Results
In this section, we evaluate the History-Aware Adaptive

Routing Algorithm versus a History-Oblivious Routing Al-
gorithm, both of them are applied in the interconnection
networks with the dynamic link width mechanism to save
energy.

The framework for the simulation is the modified version
of booksim [14]. The interconnection network is configured
with 64 processing nodes, arranged in the 4-ary 3-stage fat
tree topology with virtual channel flow control. There is 16
virtual channel for each link, the virtual channel buffer size
is 16 flits, a packet consists of 4 flits. To minimize the impact
of the mechanism to the average packet latency, only links
between routers are considered to adjust the width. Thus the
communication between a processing node and its immediate
connected router is performed with maximum speed.

Traffic patterns directly impact to the efficiency of the
energy saving mechanism and the history-aware routing
algorithms. We have conducted the experiments with both
synthetic traffic and traffic imported from trace files.

The synthetic traffic patterns generated are the
bit complement and uniform patterns. The th_low,
th_high in non-congested situation are 0.2 and 0.6, in
congested situation are 0.35 and 0.75 accordingly. The
th_buffer_occupancy to detect congestion for the next
immediate input buffer is 0.5. The number of lanes for every
link is 12. Energy consumption for the link is assumed to
be proportional to the number of active lanes. The relative
link energy consumption in the results is the percentage of
energy consumed for the link component of the network
when they work with and without dynamic link width
mechanism.

To see the impact of the history-aware adaptive routing
algorithm in action, simulations were conducted with two
different routing algorithms. We have used Nearest Common
Ancestor (NCA)[15] and History-Aware Nearest Common
Ancestor (HA-NCA) as specified in section 3.

As we can see from Fig. 2 for both traffic patterns, when
applying the dynamic link width mechanism the relative link
energy consumption is proportional to the traffic load. With
low traffic load a large fraction of links is put in low-speed
mode and consume less energy. In contrast, in the high traffic
situation almost all the links are at maximum width and
speed, then the energy consumption is equal to the energy
consumption when no saving mechanism is applied. The
history-aware adaptive routing algorithm gains more energy
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Fig. 2: Relative Link Energy Consumption

saving because it makes a better use of a small fraction of
links carrying the traffic and leave the others links idle.

Fig. 3 shows the latency behavior when applying the two
routing algorithms. Even though the history-aware adaptive
routing algorithm gains more energy saving, the latency
behaviors for both of them are similar. Thus the proposed
routing algorithm saves more energy without sacrificing the
average packet latency.

As aforementioned, when applying dynamic link width
mechanism the network incurs an additional serialization
latency. Fig. 4 depicts the relationship between the latency
behavior of the network with and without applying the sav-
ing mechanism. In both situations the history-aware routing
algorithm was deployed. As we can see there is only a slight
increase in average packet latency as opposed to a larger
percentage of energy consuming reduction in Fig. 2.

To compare the impact of two routing algorithms with
traffic imported from trace files. The traffic for the appli-
cation Fluid Animate Particle Simulation using Smoothed
Particle Hydrodynamics [4] was imported into the network
with the same aforementioned network configuration using
the Netrace framework [16]. Two routing algorithms are
again put into comparison.

Without the energy saving mechanism the average packet
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Fig. 3: Latency behavior comparison

latency is 37.81 cycles. The latency behaviors and the the
relative link energy consumption when applying the dynamic
link width mechanism with different routing algorithms is
described in Table 1.

For this particular traffic pattern the relative link energy
consumption is around 39.55% compared with the energy
consumed by the links of the default system (without ap-
plying the mechanism). There is a typical trade-off where
the energy consumption reduction comes with an increase
in average packet latency. The energy saving gained by the
dynamic link width mechanism is almost the same when
applying History-Aware (HA-NCA) or History-Oblivious
(NCA) Routing Algorithms. However with HA-NCA the
increase in latency is lower than the NCA (29.60% as
opposed to 56.75%).

5. Conclusions
We have proposed a history-aware adaptive routing al-

gorithm to take the link history usage into account when
making the routing decision. Our algorithm focuses traffic
on a subset of high-speed links and put more links into
the low-speed mode in the low load situation. The result is
more energy saving is achieved with less additional average



Table 1: History Oblivious & Aware Routing Algorithm Comparison

No saving mechanism applied Applied with NCA Applied with HA-NCA
Average Packet Latency 37.81 cycles 59.26 cycles 48.99 cycles
Percentage Latency Increase 0% 56.75% 29.60%
Relative Link Energy Consumption 100% 39.52% 39.58%
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Fig. 4: Latency behavior with/ without mechanism

packet latency. Our future work includes further applying
this adaptive routing algorithm to the dynamic link width
mechanism for energy saving.
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