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Abstract: The inability to recognize known individuals in the 
absence of audio or haptic cues severely limits the visually 
impaired in their social interactions and puts them at risk 
from a security perspective. In recent years, several 
prototype systems have been developed to aid this population 
with the face recognition task. This paper aims to provide an 
overview of the state of the art in this domain, highlighting 
the strengths and weaknesses of different solutions and 
discusses some of the issues that need to be addressed and 
resolved to expedite the practical deployment and 
widespread acceptance of such systems. 
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1. Introduction 
Visual impairment afflicts approximately 285 

million people worldwide according to recent estimates by 
the World Health Organization (WHO) [1] and, without 
additional interventions, these numbers are predicted to 
increase significantly [2].  One of the many challenges faced 
by this population is their inability to recognize the faces of 
known individuals when they encounter them in their daily 
lives. One consequence of this is that whenever a visually 
impaired individual arrives in a social setting (e.g., in a 
conference room or at a dinner party), the conversation has to 
be interrupted to announce which people are already present 
on the scene which may result in some social awkwardness. 
The importance of being able to view faces in social 
interactions is also confirmed by several studies which 
indicate that most of our communication takes place not 
through words but via non-verbal means, the majority of 
which consist of facial expressions [3].  Furthermore, the 
ability to determine if an approaching person is a friend or a 
stranger is essential from a security perspective and also 
contributes to a person’s general awareness of his context 
and surroundings. 

The exponential increase in computing power per 
volume coupled with the decreasing size of computing 
elements and sensors in recent years has opened up the 
possibility of running computationally demanding 
applications on wearable electronic devices. These advances, 
in conjunction with the needs specified above, have fueled 
research into developing wearable face recognition aids for 
the visually impaired in the past few years. This area of 
research is still in its infancy with only a few prototype 
systems being implemented for this purpose so far. These 

solutions are characterized by their emphasis on portability, 
convenience, intuitiveness, and cost-effectiveness. The 
objective of this paper is to provide an overview of the state 
of the art in this domain, highlighting the strengths and 
weaknesses of different solutions, to discuss some of the 
issues that need to be addressed and resolved to expedite the 
practical deployment and widespread acceptance of such 
systems, and to facilitate and inspire further research in this 
realm. 

The rest of this paper is organized as follows: 
Section 2 briefly discusses previous work done on face 
recognition and describes other technologies that are 
currently being utilized to assist the visually impaired. 
Section 3 provides an overview of the various solutions that 
have been developed in recent years to aid the visually 
impaired in the face recognition task. Section 4 highlights 
several issues and challenges faced by these systems and 
identifies some directions for future research. Section 5 
concludes the paper. 
 

2. Related work 
Automated face recognition has been the focus of 

extensive research for the past four decades (see [4] for a 
detailed survey). The approaches for this task can be broadly 
divided into two categories: 1) Feature-based methods [5, 6], 
which first process the input image to extract distinctive 
facial features, such as the eyes, mouth, nose, etc., as well as 
other fiducial marks and then compute the geometric 
relationships among those facial points, thus, reducing the 
input facial image to a vector of geometric features. Standard 
statistical pattern recognition techniques are then employed 
for matching faces using these measurements. 2) 
Appearance-based (or holistic) methods [7-9], which attempt 
to identify faces using global representations, i.e., 
descriptions based on the entire image rather than on local 
features of the face. Though face recognition methods 
traditionally operate on static intensity images, in recent 
years, much effort has also been directed towards identifying 
faces from video [10] as well as from other modalities such 
as 3-D [11] and infra-red [12]. 

Several computer vision-based solutions have been 
developed lately to assist the visually impaired in their daily 
activities (see [13] for a detailed survey). Most of these 
systems focus on navigation and obstacle detection: e.g., 
vision based simultaneous localization and mapping (SLAM) 
has been recently proposed to support blind mobility [14-16]. 
Extensive research has also been conducted on printed 



information and web access mainly by harnessing the power 
of OCR [17-20]. Relatively less attention has been directed 
towards application areas such as generic object recognition 
[21, 22] and face recognition but research in these domains 
has started gaining momentum in the past few years.   

It should be noted that several alternate sensing 
technologies such as RFID [23], infrared [24]and sonar [25] 
have also been used either on their own or in conjunction 
with computer vision to aid the visually impaired. However, 
these technologies suffer from some limitations, e.g., they all 
require special sensing equipment while infrared and RFID 
require specific tags; also, sonar and infrared are not very 
effective in indoors environments since such surroundings 
tend to be cluttered and the obstacles present therein may 
cause the reflected echoes to become distorted resulting in 
unreliable information being conveyed to the user. 
 

3. Overview of face recognition systems 
for the visually impaired 

We will now present an overview of some of the 
most innovative solutions that have been developed in recent 
years to assist the visually impaired in recognizing faces. A 
summary and comparison of these approaches is provided in 
Table 1 at the end of this section. 
 
3.1 iCare Interaction Assistant 

Krishna et al. [3] have developed the iCare 
Interaction Assistant, an assistive system that acquires video 
from a pinhole aperture analog CCD camera embedded in a 
pair of eyeglasses, digitizes it and then transmits it over a 
USB cable to a tablet PC. The video is analyzed to detect 
faces using adaptive boosting [26] which are passed to a face 
recognition module that utilizes the Principal Components 
Analysis (PCA) [27] and Linear Discriminant Analysis 
(LDA) [28] algorithms. If a face is recognized in 5 
consecutive frames, the name of the identified individual is 
converted from text to speech and transmitted to the user via 
head phones. One main concern expressed by Krishna et al. 
is that even though some publicly available face databases 
contain images captured under a range of poses and 
illumination angles, however, none of them use a precisely 
calibrated mechanism for acquiring these images, nor is each 
image explicitly annotated with this information. Krishna et 
al. have therefore, put together their own database called 
FacePix [29] which contains face images of 30 people with 
pose angles and illumination angles between -90 and +90 
degrees annotated in 1-degree increments (Figure 2). An 
empirical evaluation of four of the most widely used face 
recognition algorithms – PCA [27], LDA  [28], BIC 
(Bayesian Interpersonal Classifier) [30] and HMM (Hidden 
Markov Model) [31] – on this database showed the two 
subspace methods (i.e., PCA and LDA) to be the best 
performing ones with respect to both pose and illumination 
angle variance. These two methods were, therefore, selected 

for the face recognition module of the system. The system 
was tested with 10 known individuals and PCA’s 
performance was found to be better than (or similar to) LDA. 
Since PCA’s computational complexity is also lower than 
that of LDA, hence it is the preferred algorithm for future 
development work on this device. 
 

 
Figure 1. Block diagram of the wearable face recognition 

system [3] (©2005 ACM). 
 

 
Figure 2. A subset of one face set taken from the 

FacePix(30)database, with pose and illumination angles 
ranging from +90 degrees to –90 degrees, in steps of 10 

degrees [3] (©2005 ACM). 
 
3.2 Balduzzi et al.’s approach 

Balduzzi et al. [32] have developed a prototype for a 
compact PC that acquires a video stream from a small form 
video camera and analyzes it to detect human faces in the 
scene (by detecting skin-colored regions and finding faces 
among them using a cascade of Support Vector Machine 
(SVM) classifiers [33]; eye and nose detection is then 
applied to the face regions to select the faces in which these 
features are unoccluded). The face recognition module, 
which is based on Local Binary Patterns (LBP) [34], 
attempts to recognize the detected faces. To avoid audio 
spamming, this module aggregates the results over N 
consecutive frames and provides feedback only if the last N 
frames have provided some concrete results. If the person is 
identified or an unknown person is detected, in either case, 
an audio feedback is provided to the user via a speaker set. 
LBP descriptions were selected based on some initial tests 



that demonstrated their superiority over Local Ternary 
Patterns [35] and Histogram of Gradient [36]. The system 
was found to be robust to viewpoint changes of up to 30 
degrees. Interviews conducted with prospective users of this 
prototype revealed that though most people were satisfied 
with the face detection and feedback speeds, however, the 
I/O interface and the face recognition capabilities need to be 
substantially improved to meet the users’ expectations. 
 
3.3 Kramer et al.’s approach 

Kramer et al. [37] have implemented a client 
application for a smartphone that acquires images using the 
phone’s built-in camera, wirelessly transmits them to a 
remote server for identification, receives the recognition 
results  and then transmits them to the user via the phone’s 
speech interface. The server application utilizes VeriLook 
[38], a commercially available face recognition package, 
with the ability to detect and recognize multiple faces per 
frame. To determine the robustness of the VeriLook 
technology to changes in viewpoint, images of 10 subjects 
were taken from 15 different positions with different head 
orientations. To make the test more realistic, images of 78 
additional people were also downloaded from the CalTech 
and GeorgiaTech face databases and added to the database of 
known faces. Experiments showed that VeriLook could 
tolerate up to 40o and 20o changes in viewpoint and head tilt 
angles, respectively. The system has been reported to have 
high recognition accuracy based on initial tests conducted 
with 10 known users.  
 
3.4 Blind Assistant 

Blind Assistant [39] is a software platform that 
integrates many different functionalities for the visually 
impaired, namely, face recognition, text recognition 
(restricted to labels and short sentences), place recognition, 
e-mail (reading and dictating), color recognition and barcode 
reading. We will focus our discussion on the face recognition 
module of this system. This solution utilizes the 
Nanodesktop, a freely available, open-source software aimed 
at developing computer vision applications on embedded 
systems [40]. The system consists of a handheld console 
equipped with a pair of RISC microprocessors, a video 
accelerator, a wireless connection, a USB port and a slot for 
flash memory cards. A webcam connected to the console is 
used to acquire images of the scene in front of the user. The 
images are normalized with respect to luminosity, the faces 
within them are detected using the Viola-Jones algorithm 
[41] and recognition is performed based on the PCA 
algorithm. If a person is recognized, a spoken message relays 
his identity and average position to the user. The system was 
tested with 15 visually impaired users and though the PCA 
algorithm featured an accuracy of only around 80%, but the 
face recognition part was still rated as reliable and interesting 
by most users. The most attractive aspect of their system is 
that it is an open source platform running on widely available 

hardware and is, thus, accessible to the largest community of 
users and developers. 
 
3.5 Project F.A.C.E. 

Astler et al. [42] have proposed to develop a device 
that will communicate the names of familiar conversation 
partners, as well as their expression states, differentiated as 
six universal macroexpressions (i.e. happiness, sadness, 
disgust, surprise, fear, and anger) to facilitate social 
interaction for the visually impaired. A pair of stereovision 
cameras mounted either on the forehead or embedded in 
sunglasses, to better emulate human vision, would be used to 
acquire image data which will then be transmitted to a 
Microsoft Windows capable laptop computer (which the user 
can carry in a backpack) via a USB connection. Face 
recognition based on the PCA-SIFT algorithm [43] and 
expression analysis based on a parametric flow model [44] 
will be performed and the results will be conveyed to the 
user via a voice recognition and an audio feedback system 
with text-to-speech capabilities as well as a haptic feedback 
belt. The user interface will be built upon the framework 
already developed by Caperna et al. [45]. Astler et al. plan to 
conduct interviews with visually impaired users individually 
as well as in focus groups and intend to incorporate their 
feedback into the product design. They also plan to survey a 
group of sighted subjects in order to better understand how 
society may view users of their technology. The system will 
first be tested for accuracy and efficiency with facial images 
from the Cohn-Kanade Database [46] using a method similar 
to Krishna et al. [3] before being tested with the target 
population. 

 

4. Issues and challenges 
Though all the systems described in the previous 

section are still proof-of-concept, however, preliminary 
research conducted for developing these solutions has 
provided some valuable insights into the kind of capabilities 
that users expect from such a device and the minimum set of 
requirements that such a system should fulfill. Some of the 
requisites indicated by these prototypes are discussed below:  
 The system should be portable allowing the user to carry 

it to different venues. This entails that it should be small 
both in terms of size and weight.  

 It should be wearable. This enables constant interaction 
between the user and the system and also frees the user’s 
hands allowing him to multi-task. 

 It should be able to operate in real-time so that the 
feedback given to the user would be of immediate use to 
him. For instance, if a person’s identity is revealed to the 
user 40 seconds after the person is first encountered, that 
information will not be of much use to him in either a 
social or a security scenario. 

 It should be as inconspicuous as possible, preferably 
 



Table 1. Summary of face recognition solutions for the visually impaired. 
 

Approach Face 
recognition 
technology/ 
algorithm 

Input device Output device Number of 
test subjects 

Number of 
gallery 
subjects 

Recognition 
accuracy 

iCare 
Interaction 
Assistant [3] 

LDA [28] and 
PCA [27] 

Glasses fitted 
with an analog 
CCD video 
camera 

Speech output 
from tablet PC 
via headphones 

10 10 PCA: 96.3% to 
98.6% 
LDA: 96.3% to 
97.8% 
*values 
estimated from 
the bar graph 
provided in the 
paper 

Balduzzi et al. 
[32] 

LBP 
representations 
[34] (similarity 
measured by 
histogram 
intersection) 

A compact 
video camera  
(not specified if 
camera is held 
or worn) 

Speaker set 10 known 
subjects + an 
unspecified 
number of 
unknown 
subjects 

10 - 

Kramer et 
al.[37] 

Verilook [38] Smartphone 
camera 

Smartphone 
radio 

10 88 96% 

Blind Assistant 
[39] 

PCA [27] Webcam 
connected to 
handheld 
console 

Speech output 
from console 
via headphones 

15 10 (at the 
most) 

Close to 80% 

Project 
F.A.C.E. [42] 

PCA-SIFT [43] A pair of 
stereovision 
cameras 
mounted either 
on the forehead 
or embedded in 
sunglasses 

Speech output 
and haptic 
feedback belt 

- - - 

 
hidden unobtrusively in the user’s clothing since multiple 
studies have now indicated that the visually impaired are 
not eager to use devices that advertise their disability and 
that they rate the cosmetic acceptability of a device as 
more important than the actual functionality that it 
provides [47]. 

 It should be cost-effective. Since 90% of the visually 
impaired live in developing countries while 65% are aged 
50 years or older [48], most commercial assistive devices 
are beyond the financial reach of this population. Hence, 
appropriate measures must be taken to ensure that when 
the system reaches the mass production stage, it will be 
affordable for most of its intended users. Most of the 
systems described in this paper seem to have taken the 
cost factor into account by opting to use consumer 
components that are widely available. 

 It should be easy and intuitive to use and should require 
minimum technical skills and knowledge.  

 It should be able to operate under a wide variety of 
conditions including changes in illumination, pose, and  

 
scale which constantly occur especially in group social 
interactions. Some of the above systems, such as the 
iCare Interaction Assistant [3], have explicitly taken pose 
and illumination angles into account and all of them 
implicitly or explicitly plan to improve their solutions to 
be better able to handle variations in these conditions. 

 It should provide limited and meaningful output to the 
user avoiding spamming. All the above systems provide 
audio output to the user while Astler et al. [42] also plan 
to offer haptic feedback. Since visually impaired users 
heavily rely on their senses of hearing and touch to 
discern environmental cues, it is essential not to 
overwhelm these senses with continuous feedback from 
the face recognition system any time a person is spotted 
but rather, to alert the user only when a person has been 
within range for a certain number of frames and his 
identity is established with some degree of confidence. 
This also suggests that some options for customizing the 
output would be desirable, e.g., the user may or may not 



choose to be informed every time an unknown person is 
encountered. 

Some additional considerations pointed out by the 
developers of the above systems are as follows: 
 The features utilized by these assistive devices may be 

different from those used by face recognition systems 
developed for security applications: e.g., algorithms for 
security purposes assume that the face may be disguised 
and thus, try to minimize the effect of glasses, facial hair, 
makeup, etc. when recognizing faces. However, in a 
social scenario, facial paraphernalia and features such as 
these may be a distinctive part of the person’s appearance 
and may actually aid in recognition [3]. 

 On the same note, the number of individuals that need to 
be recognized by such an assistive device is much smaller 
than that for a security application. A visually impaired 
person needs to recognize only a handful of family 
members, caregivers and acquaintances in his daily life 
and so the face recognition algorithm does not need to 
match an unknown face against a database of thousands 
of known individuals as may be the case with a general 
purpose security application in a public place. This 
consideration can significantly impact the choice of the 
face recognition algorithm utilized and its complexity. As 
can be seen from Table 1, all the prototype systems have 
been tested with only 10 to 15 known persons. 

 The development of face recognition aids in a work 
environment may be facilitated by the fact that face 
databases are already available in many organizations for 
security purposes. Moreover, an option can be provided 
in such systems allowing willing colleagues to self-enroll 
themselves by emailing their facial images with their 
names on the subject line [37]. 

 Feedback from the target population has revealed that 
users would prefer such a system to be able to identify 
individuals whom they may not have personally met but 
who may be of interest to them as a community, e.g., care 
operators at a rehabilitation facility [39]. 

 

5. Conclusion 
The inability to recognize known individuals in the 

absence of audio or haptic cues severely limits the visually 
impaired in their social interactions and puts them at risk 
from a security perspective. An overview of several systems 
being developed to aid this population in the face recognition 
task was presented in this paper. Though all these systems 
are still in the prototype stage, however, the initial research, 
development and testing of these solutions has demonstrated 
their feasibility and has provided several valuable insights 
into requirements for assistive devices for this task. 
Nevertheless, several issues and challenges (which have been 
highlighted in the previous section) still need to be addressed 
and resolved to expedite the practical deployment and 
widespread acceptance of such systems. 
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