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Abstract 

 
 Today, social networks present massive amounts of 

data by the hour that need storage, therefore, along 

with the aid of cloud computing, social networks users 

can have their data stored in data centers anywhere 

around the globe belonging to the cloud. This paper 

will be focusing on how to allocate user data to the 

appropriate global data centers from a social 

networking point of view. The method is carried out 

using the proposed algorithm where a number of 

factors are involved such as; read-rate, write-rate, and 

the number/location of friend connections are used to 

calculate which data center would yield shorter latency 

and therefore better results if the user data was to be 

stored at that location. After validating which was done 

via simulation, the algorithm proved to yield sufficiently 

improved data-access latency scores in all test cases. 

 
Keywords: social networks, storage allocation, cloud 

computing    

 

 

1. Introduction  

 
In the present day, the use of social networks as 

means of communication have almost become a part of 

people’s everyday routine for generations both young 

and old. The online social network industry has boomed 

over the last decade due to the high demand of the 

willing public. The modern internet-using public 

currently depends on social networks to maintain 

relations with friends, family, work related contacts, 

and even business marketing while also keeping track 

of events, meetings, etc. Social networks could be 

divided into either purely social (e.g. Facebook) or 

business driven (e.g. LinkedIn) each serving different 

purposes. Social networks are made to support massive 

amounts of data traffic, in which users post, upload 

photos or videos, and connect with friends. 

Furthermore, many businesses nowadays are turning to 

social networks, such as Facebook or Twitter, as major 

marketing tools, where they can create ‘fan’ pages and 

monitor various aspects regarding the business such as; 

keeping track of positive or negative comments 

regarding the company or its products, and spotting 

new product/service opportunities [1] [2]. Considering 

all the services available in social networks from 

uploading pictures on Flickr, videos on Youtube, 

joining a project via LinkedIn or simply posting to your 

friends on Facebook, all this data needs to be stored 

‘somewhere’. That ‘somewhere’ is the cloud [3]. 

Cloud computing as a system is a complex 

combination of hardware, software, storage and 

processing distributed around the globe which work 

together to form one major entity, i.e. the cloud. The 

system allows a user connected to the cloud to 

immediately access latter resources wherever their 

location is [3]. Therefore, instead of using stand-alone 

servers, each with its own individual resources and 

storage, the cloud offers multiple units which hold 

thousands of computers, storage devices, and networks 

performing. These units are known as data centers. The 

process of making these data centers, and the vast 

numbers of machines of which they are comprised of, 

able to be viewed as one single entity (cloud) to the 

user is done by virtualization. With virtualization as a 

tool, the cloud can provide users with virtual storage to 

store user information, create virtual networks to 

connect clients, as well as virtual servers to process the 

vast amounts of data traffic being transmitted through 

the cloud. As a result, the cloud offers storage, 

processing and many other features to various users 

without burdening the user on where and how her data 

is to be handled and stored. 



Finally, putting in mind that clouds are currently the 

main storage system for most social networks, where all 

users are instantly able to share the pool of resources 

which the cloud offers. This combination gave rise to 

the question of which data (belonging to which user) 

should be stored in which location (data center). 

The aim of this paper is to improve data retrieval 

latency i.e. the time taken to retrieve the data required 

from the data center to the demanding user and vice 

versa and therefore improve overall performance of the 

storage system in the social networking context. 

  

2. Related Work  
 

As the social networking systems are growing more 

and more popular, it becomes more and more important 

to start looking at how the data is being stored [4]. 

Moreover as social networking started to give extra 

features such as games, video sharing and storing all of 

the users’ statuses, the need increases to have better 

means of storing such enormous amounts of data. 

New methods of data storage needed to be 

implemented. Here arises the use of cloud computing 

[5], allowing the ability to have more data centers 

located over different parts of the world, while having 

all these data centers connected together, and giving 

rise to easier means of communication between the data 

centers. This is mainly because different people’s data 

will be stored over different data centers, but it could be 

for some reason that someone needs access to data of 

her friend which lives in a different country and has her 

data stored on a different data center [6]. 

Here the cloud computing technology comes in 

handy. As we can have all data centers connected 

together in one large cloud therefore wherever the data 

of the user lies it can be accessed by herself or any of 

her friends. Also the use of social networking increases 

the efficiency of data flow. Therefore the use of new 

services should arise so that could add extra features to 

the user. 

Some research was first performed on the topic of 

social networking and cloud computing. In [7] the main 

research concentrates on how security issues can arise 

and how to solve them when information is placed over 

the cloud. Methods of how to overcome these issues are 

taken into consideration and tested. 

Also, in [8] authors regard the same aspects as 

before but from a different perspective where practices 

were analyzed that can be used to maintain a secure 

system while using social network platforms. 

Moreover, [9] elaborates how the use of cloud 

computing would address the utilization of memory and 

data flow from the perspective of the network 

communication. 

Other research projects elaborate how to increase 

the usability of social networks and how the use of 

these social networks would use cloud computing 

technologies to better share resources between the 

social network users [10] [11]. 

 In [12] authors specify which place a developer 

should host her application regarding the geographical 

position of the application users, and how the cloud 

technology should handle peeks in the usage of this 

application.  

 

3. Problem Formulation  

 
The problem this paper aims to solve is basically 

that the optimum location i.e. data center, to store the 

user’s data is not necessarily the actual location of the 

user. However, this depends on the location of the 

user’s friends with respect to the user’s current location 

i.e. the users who send or receive data to/from the 

targeted user. 

 

 
Figure 1: A case where the optimum location to 

store user’s data is not her actual location 

 
 User 1 User 2 User 3 User 4 User 5 
User 1 0 1 0 1 0 

User 2 1 0 1 1 0 

User 3 0 0 0 1 1 

User 4 1 1 1 0 1 

User 5 0 0 1 1 0 
 

Table I: Friendship Matrix showing friendship 

relations between 5 users 

 
Figure 1 shows an example of the latter case where 

the optimum location to store the user’s data is not the 

actual user location. This example shows a user whose 

data is stored in her actual location while on the other 

hand most of this user’s friends are logged in from a 

different location. In this case, every time this user 

communicates with one of her friends, the data has to 

propagate all the way from the user’s actual location to 

the friend’s location which implies a very high delay 

and cost. However, if the user’s data is stored in the 

same location of the friend, the data will only propagate 

within the same data center which is definitely lower in 

cost. 

Table I shown above represents the friendship 

relationship f between users of the social network where 

f(a, b) = 1 when users a and b are friends and n 



represents the number of users in the system. Therefore, 

for a user ui, the number of friends can be calculated as 

 

  ∑      

 

   

 

 
The measure from which the optimum position will 

be calculated is the time taken for data transmission 

between users, called cost. Calculating cost depends on 

various attributes including user’s post rate, read rate, 

and location of both the user and her corresponding 

friends. 

Assuming that T(a, b) is the cost of data transfer 

between data centers a and b, l is the location of ui, di is 

the data center where user i’s data is stored, post(x) is 

the post rate of user x and read(x) is the read rate of 

user x, then the cost of user ui in the system can be 

represented as 
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The aim of the research presented in this paper is to 

mitigate the total cost of the system which can be 

represented by 
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constrained by the facts that per data center: 
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where num is the number of users whose data is stored 

in the data center, Capacity(x) is amount of storage 

needed for user x or available in data center x (in TB). 

CPU(x) is the processing capabilities/requirements of 

data center/user x and RAM(x) is the memory 

capabilities/requirements of data center/user x. The 

algorithm explained in the following section presents a 

solution for the latter problem. 

4. Algorithm  
 
We are living in the world of Web 2.0, where 

hundreds of millions of people are connected to the 

Internet and millions of those people are connected on 

social networking sites. Facebook for example has a 

widespread all over the world as shown in Figure 2 

which shows the distribution of Facebook users all over 

the world in white color. Other means of social 

networks like LinkedIn, MySpace, and Twitter are also 

massively used as well as blogs, YouTube and Flickr. 

The vast amount of ways in which people can be 

connected online has sparked the interest of cloud 

computing services. Cloud computing services have 

been developing ways to tap into the Web 2.0 world 

and establish means of turning the flow of information 

and communication into business potential. 

 

 
Figure 2: Distribution of Facebook Users around 

the World [13] 

 
In order to optimize locating the users’ data so as to 

reduce the cost of retrieving it, the proposed algorithm 

chooses the optimal data center to store the users’ data 

according to some parameters. According to these 

parameters, the cost of storing the users’ data in each 

possible data center is calculated and the optimal 

location is chosen accordingly i.e. the data center with 

minimum cost. 

There are multiple factors affecting this decision. 

The first factor being the percentages of the user’s 

friends in each country, these percentages is then 

multiplied by the weight of their distance from the user. 

The second of these factors is how often the user 

interacts with her friends and what is the form of these 

interactions, does she read posts by her friends more or 

does she create her own posts? 

Each of these interactions is assigned a different 

weight; posting is assigned a bigger weight than reading 

since the write penalty to a storage device is greater 

making it essential to reduce this penalty by storing the 

user’s data closer to her location. Last but not least we 

had to put in consideration the performance differences 

between the servers and data centers in each country in 

terms of CPU, RAM, storage capacity, and storage 



performance; assigning better weights to servers with 

higher performance. 

Finally all of these factors were combined together 

to form a performance evaluation algorithm of each of 

the cases of the user’s data being stored in one of the 

data centers and the data is then moved to the data 

center with the best performance value. Figure 3 shows 

the sequence of steps carried out in the algorithm in 

order to reach the decision which location is the 

optimum location for storing user’s data. 

 
Figure 3: A flow chart showing the proposed 

algorithm steps per user 

 
The result of applying the algorithm on the 

environment shown in Figure 1 will be moving the 

users to the data centers in which most of their friends 

exist as shown in Figure 4. 

 

5. Implementation  

 
The discussed algorithm needs to be tested on a 

social network environment where users have friends 

and can write data and read data of friends. A JAVA 

model was built in order to simulate the environment on 

which the algorithm will be applied. In this model, 

three main objects were created: the user object, the 

server object, and the data center object. 

 

 
 

Figure 4: Moving the user data to the optimum 

location according to the user’s friends (moves 

shown by arrows from the initial location to the 

destination) 

 
The aim of the user object was to simulate the 

presence of a real user in the simulation. Therefore, the 

following properties were created for being able to 

describe a user: a unique username, the location of the 

stored user’s data, the current location of the user, the 

rate at which the user reads data of her friends, the rate 

at which the user writes new data, the required RAM 

size, the required storage size, and the CPU capability. 

As discussed earlier, there was an urge to simulate 

servers in the environment since they are the ones 

responsible for processing and overloading the servers 

was not a valid option. For this purpose, a server object 

was created. It was simply represented by only two 

main parameters: The RAM and the CPU where the 

RAM describes the RAM size of the server and the 

CPU describes the CPU capability of the server. 

The last and one of the most important objects in 

this environment was the data center. The object was 

created with the four main properties which describe a 

data center. These properties are the location of the data 

center, a list of the servers connected to that data center, 

a list of the storage arrays of that data center, and a list 

of users having their data stored in that data center. 

After simulating the standalone nodes in the 

environment, the simulation of the overall system 

environment was created by creating different instances 

of these nodes and creating links between them. This 

was done by generating four instances of the data center 

object. Each data center was located in a different 

country: the first one is located in Egypt, the second in 

USA, the third in Germany and the fourth in China. For 

each data center, two server objects were attached. 



Table II shown below presents an overview of the 

simulation settings that were used when setting up the 

environment. Users were created randomly using the 

uniform distribution function math.rand() and were also 

randomly placed in different locations such that initially 

their data is stored in the nearest data center. Finally, to 

simulate the idea of a user having friends, a friendship 

matrix is created indicating which user is friend with 

which other users. 

The last step here was to run the simulation and start 

collecting results. The results were collected by 

calculating the cost efficiency using the equations 

presented in the Problem Formulation section before 

and after applying the algorithm. To estimate the real 

impact of the algorithm, the environment is simulated 

more than once and each time the conditions of the 

environment run were changed for example the number 

of users on the system and the number of friends for 

each user. For each simulation, the process of collecting 

results was done. The results obtained from the 

different simulations are presented in the next section. 

 
 Data center 

User 
EG CH US DE 

Storage 10TB 15TB 20TB 10TB 
10-50 

MB 

RAM 2x8GB 2x8GB 2x8GB 2x8GB 10MB 

CPU 
2x22 
GHz 

2x22 
GHz 

2x22 
GHz 

2x22 
GHz 

10-50 
MHz 

 
Table II: The simulation settings 

 

 

 

Figure 5: The cost values before and after running the algorithm with 500 users 

Figure 6: The cost values before and after running the algorithm with 1000 users 



5. Experimental Results  

 
After the simulation model was complete, some 

tests were carried out to evaluate the performance of the 

algorithm. These tests were carried out by calculating 

the total usage cost for all of the users in the system as 

shown in the problem formulation section twice; once 

before running the algorithm when users were assigned 

to random data centers according to their initial 

location, and once after running the algorithm when the 

users data location changed according to the friends 

location. Dividing the first number by the latter gives 

the speed up that resulted from the algorithm. These 

tests were repeated for different number of users with 

different numbers of friends.  

Looking deeper into the simulation results of 

running the system with 500 users where each user has 

50 friends, these simulations yielded speed up results 

with interesting speed up values ranging from 36% to 

42% with an average of 39% and a standard deviation 

of 1.8. Repeating the same test but with 200 friends per 

user, the speed up results were also around the same 

values. Figure 5 shows the cost values before and after 

running the algorithm. 

Increasing the number of users in the system to 1000 

users where each user has 50 friends yielded speed up 

results ranging from 37% to 41% with an average of 

39.15% and standard deviation of 1.03. Increasing the 

number of friends per user to 200 friends, the speed up 

results were also almost the same. Figure 6 shows the 

cost values before and after running the algorithm using 

different numbers of friends per user. 

It is of course very logical that the values of cost in 

the simulation with 500 users as shown in Figure 5 is 

significantly less than those shown in Figure 6 with 

1000 users. The reason is that as mentioned previously, 

the total cost of the system is the sum of costs of each 

user in the system. This implies that the cost of the 

system is directly proportional to the number of users in 

the simulation. 

Having a broad look on the speed up values in 

Figure 7, it can be noticed that the different runs under 

several different conditions resulted in speed up values 

with high precision within the range of 36-42%. This 

gives an indication that the algorithm is not affected by 

increasing numbers of users and that applying this 

algorithm on the huge numbers of social networks users 

will give more or less 35-40% improvement in the 

overall system performance. 

Moreover, Figure 7 shows that although it was 

expected that the increasing number of friends will 

increase the probability of not having a lot of friends in 

the same location, the algorithm showed a constant 

response even with the presence of complex friendship 

matrix between the users. 

 

7. Conclusion  

 
In this paper, the target was to present an algorithm 

which optimizes the choice of data location for a certain 

user according to the location of her friends in the 

social network. To test the efficiency and speed up of 

the suggested algorithm, a social network environment 

was simulated and the performance before and after 

applying the algorithm was calculated. 

The results presented in the previous section led to 

some interesting conclusions. The first and most 

general conclusion was that locating the friends’ data 

according to her friends’ location can be a good 

approach to optimize the performance of the whole 

social networking system. This was proved by the 

Figure 7: The speed up values calculated from the 4 different system simulations 
 



approximately 40% speed up that was achieved after 

applying the algorithm. 

Another conclusion that is specific to the algorithm 

proposed in this paper is that the performance gain 

resulting from applying the algorithm is significantly 

constant. This was proved by the low values of 

deviation which indicate a high level of precision in the 

resulting speed ups throughout the different runs and 

under different simulation conditions e.g. different 

numbers of users and different numbers of friends per 

user. 

Therefore, it can be concluded that applying the 

presented algorithm may result in a significant increase 

in performance which in turn leads to huge cost and 

power savings as well as a more convenient level of 

service for the social network users. 

 

8. Limitations and Future Work  
 
The research presented in this paper had some 

limitations which can be targeted for future research. 

For example, the maximum number of users used for 

simulation in this research was 1000 users. Therefore, 

more tests targeting a larger number of social networks 

users which in reality exceed millions can be carried 

out. 

Another limitation was that the simulations were 

carried out on only four data centers with two servers. 

These numbers do not represent real simulation 

parameters since in reality the number of servers per 

data center are definitely more than two servers and 

there may exists more than four data centers. Therefore, 

a possible future research is to use an accurate number 

of data centers and servers as well as using real 

specification description, e.g. RAM and CPU 

frequency. 

In this research it was assumed that users belong to 

the countries in which the data centers exist. This 

assumption led to some location constraints thus some 

common cases were not thoroughly tested in the 

performed simulation. Therefore, a target for future 

research may be extending the simulation model to 

research more cases like allowing users from all 

countries not just the ones in which a data center exists. 
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