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Abstract 
In this paper we will improve a previous system 

named: Semantic Retrieval of Event from Indoor 

Surveillance Video Database by adding a 

hierarchical indexing approach. The aim of our 

work is to improve the initial result provided by 

the system and taking into account moving studies 

of objects in video documents of videosurveillance 

applications. 
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1. Introduction 
 

Nowadays, the existence of multiple sources of video 

capture (Phone, Videosurveillance…) attracted 

several researches in the field of modeling, indexing 

and retrieval video. The importance size of video 

documents requires new compressing methods to 

facilitate their use on the large network like Internet. 

For this, many standards of compression exists like: 

MPEG1, MPEG2, MPEG4 [2] and MPEG7 [3] that 

change the context of compression for standardizing 

the description of multimedia document content. 

MPEG21 [4] is also a standard of compression that 

describes the method of multimedia documents 

production and the consumption of their content. 

 

The large scale of video databases used actually in 

many applications domains such as the 

videosurveillance   require   an   efficient   indexing 

system for videos retrieval. 

 
For this purpose, there exist in the literature two 

approaches of indexing and retrieval video 

documents: the first one is based on textual 

annotations and the second one is based on the visual 

content (segmentation and analysis of the different 

structural units content) [7]. 

 
So, to overcome the problematic of indexation in 

video documents, a semi-automatic annotation 

technique exists which benefits of manual and 

automatic annotations advantages [5, 6]. 

 
In this paper, we try to improve a work called 

“Semantic retrieval of events from indoor 

surveillance video database” [18] by giving our point 

of view (the system is presented in the section 3 and 

4 and its implementation is being done). At the same 

time, we try to highlight other points such as related 

works (Section 2) and the conclusion (Section 5). 

 

2. Related Works 

2.1  Video documents 

2.1.1  Components of video documents 
 
Content and container terms are essential to know in 

a multimedia document. The content is written on a 

text medium and the paper is the container [1]. 

Concerning video documents, the indexing is focused 

on the video sequences that can be a Plan or a Scene 

that compose the video documents (figure1). 

 

 
 

Figure 1 Structural unit of video documents 
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2.1.2  Characteristic of video documents 
 

We can divide these features in three categories: 

 
1. Media data: The video document itself, and the 

information about the compression format, the size of 

the video; 

2. Metadata:   The  information   about   the   video 

content,  such  as  visual  features  (color,  texture,…) 

and spatio-temporal characteristics; 

3. Semantic data: This means the textual 

annotations that define the content of the video. 

 
Thus, from these  categories,  the  features  of video 

documents are shown as follows [7] : 

 
- Physical features: we can find the format (.Mpg), 

the type of compression (MPEG1, MPEG2, MPEG4 

etc.), the size and the speed (number frames/second) 

NTSC (30 frames/second), the length and the name 

of video; 

 
- Visual features: also called low-level features, like 

colors represented by a color scheme, texture 

(measure RGB values of a pixel relative to the other 

neighboring pixels), shapes and contour; 

 

- Semantic features: also called high-level features, 

where we find the notion of annotations that define 

the content of the video. 

 

2.1.3  Video documents indexing 
 

The importance size of video documents manipulated 

in many critical applications like videosurveillance 

requires an efficient indexing system for videos 

retrieval. 

 
The indexing process represents an operation that 

interprets, describes and characterizes a document or 

a part of a document for a future use. 

 
According to the figure 2, the indexing process is 

divided into four major steps [5]: 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 A video indexing and retrieval system 

 
- Segmentation: It consists in dispatching the whole 

video into several parts “plan or scenes” as needed 

and especially to keep the same semantic aspect of 

the scene or plan in order to facilitate their indexing 

(figure  3).  As  a  result,  several  methods  exist  for 

video segmentation [14, 15, 16, 17], the difference 

from pixel to pixel, the comparison of color 

histograms, motion estimation, and so on…. 

 
 
Figure 3Temporal segmentation of video sequences 

 
- Representation and classification 

 
After   the   segmentation   step,   different   types   of 

features "Physics, Semantics, visual" also called 

digital signatures are extracted and assigned to 

different video sequences for two purposes: 

interpretation or description. 

 

- Index creation 

 
The most widely common methods for index creation 

are those based on the annotation with its different 

forms: manual annotation, automatic annotation and 



 
 

semi-automatic annotation. The annotation expresses 

two distinct aspects “description and interpretation”. 

In the description of the video, we can find all 

concepts that explain the video content (objects, 

people, places, events ...), and interpretation gives a 

point of view to explain a  given sequence or any 

other part of the video [13]. 

 

 Manual annotation: is done by a human being 

who will annotate the various videos in the database 

with its own semantics and its own way of 

interpretation. The advantage of this method is to be 

accurate but when the database is very large, the 

annotation process is very heavy for the annotator as 

he/she will be obliged to browse the entire database 

to annotate it. 

  Automatic annotation: Unlike manual 

annotation, automatic annotation is made by a 

machine that consists of extracting the different 

features of video and then spreading them in order to 

annotate other related videos that have the same 

features in the  database. The automatic annotation 

has the advantage of annotating a large database, but 

its biggest flaw is that it is unable to give satisfactory 

results when the videos contain several objects, 

several movements, many people…. 

  Semi-automatic  annotation: To  overcome  the 

problems presented by the both previous methods, 

semi-automatic annotation is based on the accuracy 

of  manual  annotation  to  annotate  a  part  of  its 

database  and  then  use the  advantage  of automatic 

annotation in the purpose of annotating a very large 

database by comparing all video that have the similar 

visual features. 

 

- Retrieval and interactivity 

 
Retrieval   step   represents   the   final   goal   in   the 

indexing process. Therefore, present retrieval 

systems [5] allow expressing the user query in four 

different ways: 

1.   Retrieve   by  physical   features:  the   user   can 

formulate his query by physical features such as 

modification date, size and number of images... 

1. Retrieve by semantic features: the most common 

of all keywords retrieve represents the most used in 

the  world  as  used  for  example  by  YouTube  and 

allows the user to express his query based on 

keywords that represent the semantic of the video. 

2. Retrieve by visual features: This type of retrieve 

is performed by inserting a video key by the user 

with  which  the  system  performs  a  comparison  of 

low-level features with existing videos in the 

database. 

3. Retrieve  by  features  combination:  This  is  the 

type of research that gives more satisfaction as far as 

the accuracy is based on the three types of features 

(physique, visual and semantic). 

 
Interaction represents the dialogue interface between 

the user and the indexing system which expresses 

queries with different existing types. 

 

2.2  SHIATSU (Tagging and Retrieving 

Video without Worries) 
 
SHIATSU [6] is a semi-automatic system that covers 

the problems due to the use of only textual annotation 

like the semantic gap. The existence of synonyms 

(indexed by a synonym of the keyword in the query 

formulated by the user), homonymy/polysemy (two 

synonyms’ words). The architecture of SHIATSU 

system is based on three ideas: 

 

1. The hierarchical annotation: makes two levels 

of indexing and starting with the sequences that make 

up the video and then proceed after that to indexing 

the entire video with summarizing the different 

indexes sequences; 

2. The similarity-based labeling: Assign previously 

existing  indexes  to  different  videos  that  have  the 

same visual features; 

3. The indexing and retrieval based on 

multidimensional taxonomy: A system which implies 

the existence of several dimensions (root retrieval). 

 
To perform indexing videos, SHIATSU is based on: 

 
2.2.1 Shot detection 
 

 
In order to separate the video sequences, SHIATSU 

is based on the balance approach. It exploits the color 

histogram and the object border for comparing two 

successive frames. 

 
Color histogram HSV (hue, Saturation and Value): 

the distance between two consecutive frames k and 

k +1 « (k, k+1) » is defined by: 

 

(k, k+1) =  

 

 

N is the number of pixels,  represents the histogram 

of the image k. 

The resulting distance is compared to a threshold 



 
 
 
 
= (i) 

 
β_HSV is a  sensitivity parameter  (by default,  it is at  1), 
 
M is the total number of images in the video, f is the 

frame rate in the video and      represents the list of 

ascending values HSV away from all consecutive 

sequences. 

 
ECR “Edge Change Ratio”: Change report between 
two frames k, k+1 is calculated as follows: 

 
 
 

 
ECR (k, k+1) = max (                     ) 

 
is   the   number   of   pixels   edge and  

k,           ,          represent respectively pixels of  

existing and new edges in the frames k and k +1. 

 
The change ratio is compared to a threshold 

 
=   (i) 

 
is a sensitivity parameter (by default, it is 1) 

and represents order list crossing ECR values. 
 
Whenever the two values (         (k, k +1)) and ECR 

(k, k +1)) exceed their thresholds, there will be a cut 

to separate the two video sequences consecutively. 

 
2.2.2      Indexing video 

 
There are two levels of video indexing, sequences 

indexing and then the entire video indexing, because 

the system SHIATSU [6] is based on hierarchical 

annotation. 
 
Sequences indexing: is based on different key frames 

that compose it. The process of selecting key frames 

can be done in three different ways:  
 Select the first frame of each sequence; 

 Select the first, the middle and the last frame of 
each sequence; 

 Select a depending number on the sequence length 
L (s), N (k) = C. L(s)/ f, where C is a constant. 

 
We can define the indexing process video sequences 
as follows: 

 
After extracting key frames of each video sequence, 

each of them will pass through the extractor of visual 

features to extract color and texture. These features 

are then used by the annotation module to search from 

the database the frames that have the same features. 

Indexes are then proposed for this key frame and this 

is repeated for all key frames sequences and we take 

only the terms which recur most in the majority of key 

frames. 

 
 
 
 
In the end, the user can choose the indexes proposed 
by the system or introduce its own indexes. 
 
Hierarchical indexing: In order to index the whole 

video, we proceed as follows: We first compute the 

relevance of each sequence "S" length in relation to 

the whole video. 
 
 
W(s) = 
 

Then, we calculate the rank R (t) of each sequence 
index. 

 
R(t)= 
 

     is the total number of video sequences and A (t, s) 

is the relevance of the index "t" in relation to the 

sequence "S" (A (t, s) = 0 when the sequence "S" has 

not the index "t"). 

 
In the end, we take the top 10 R (t) as an index of the 
whole video sequence. 
 
2.2.3   Retrieval method 

 
In the literature, we can find the most used retrieval 

system such as SHIATSU [6] that offers three ways:  
 KS (keyword retriever) ; 
 FS (frame retriever) ; 


 KFS (keyword and frame retriever): that 

represents the retrieve by combining the two 
previous methods. 



2.4 Semantic retrieval of events from 
indoor surveillance video database  

 
Here, we focus our interest to the main goal of this 

work [18] which guides users to find required 

sequences in database of video surveillance. At this 

end, several steps are required: 

 
 Preprocessing: the raw video is analyzed by 

segmenting videos into CAIs [19] and tracking 

semantic objects (human) in them. 
 
 Trajectory modeling: in each CAI, trajectories are 
further modeled with the sliding window technique. 

 Event modeling: In this study, an event model for 

two people fighting is built, and the feature vectors of 

human objects at consecutive time point are 

extracted. 

 Initial retrieval: When the user submits a query, 

the system performs an initial query based on some 

heuristics specific to the event type, and returns the 

initial retrieval result to the user. 



 
 Interactive learning and retrieval: the user responds to 

the retrieval results by giving his/her feedbacks and 

refines the retrieval results in the next iterations until a 

satisfactory result is obtained. 

 
The CAVIAR [20] videos database is used and the 

results of this framework are shown in the following 

graph (figure 4): 
 
 
 
 
 
 
 
 
 
 

 
Figure 4 Accuracies of “meeting and fighting” 

events across iterations 

 
From this graph, we can see the accuracy of the initial 

results returned to the user and this accuracy of 0.2/1 is 

very low. For this purpose, our approach is based on a 

hierarchical indexing to improve the initial results 

returned to the user. 

 
3. Our hierarchical video indexing and 

retrieval approach  

 
After having seen and analyzed the graphs resulting 

from the experiments done by the work of "Semantic 

retrieval of event from indoor surveillance video 

database" [18], we have noticed that during the initial 

iteration, there was a little relevance in the result 

returned by the indexing system according to the query 

of the user. Therefore, there was a continuous need to 

do the relevant feedback “RF” in order to improve the 

final result. For this purpose, our approach (figure 5) is 

to improve the initial iteration accuracy. This is possible 

when we include a hierarchical indexing [6] in the step 

of “event modeling”. So, the proposed approach is as 

follows: 
 
 

Segmentation  
And objects 

 
Our indexing and 

retrieval 
 

Event modeling with 

hierarchical 
 
 

 

Event learning 

 
Figure 5 Our video indexing and retrieval approach  

3.1  Video segmentation and objects tracking 

 
In this step, we used the CAIs technique “Common 

Appearance Interval” for segmentation [19] (figure 

6): 
 
 
 
 
 
 
 
 
 

 
Figure 6 Video segmentation with CAIs 

 
As for object tracking, a method called Simultaneous 

partition and Class Parameter Estimation (SPCPE) 

associated with Background learning and Subtraction 

methods are used. 
 
3.2   Event modeling 

 
In order to improve the indexing process, we propose a 

hierarchical annotation thanks to indexing the different 

CAIs (normal or abnormal human interaction) before 

annotating the whole video sequence. 
 
First, for annotating the different CAIs, we need to 

extract the three properties for normal human 

interaction: 
 
 Dist: distances between two objects in the SP 
(Sequence Pair); 

 Ɵ : degree of alignment of two objects (i.e. M1 

and M2 are the motion vectors of two objects at time 

t) (figure 7); 
 
 
 
 

 
Figure 7 The degree of alignment 

 
 Vdiff: changes of velocities of the two objects 
between two consecutive frames. 
 
In addition, another propriety that is the magnitude of 

motion change of each object which can be analyzed 

by Optical Flow needs to be taken into account for 

abnormal human interactions “meeting and 

fighting” or “robbing and chasing”. 

 
After annotating the different CAIs, the indexing 

process is improved thanks to a hierarchical indexing 

which indexes the whole video. We proceed as 

follows: 

 

 

 

 



 
 

 
 

 
 

We first compute the relevance of each CAIs "C" 

length in relation to the whole video. 

W(c) = 

 

L(v) represents the length of the whole video. Then, 

we calculate the rank R (t) of each CAIs index. 

R (t) =

 

: is the total number of CAIs and A (t, c) is the 

relevance of the index "t" in relation to the CAIs "C" 

(A(t, c) = 0 when the CAIs "C" has not the index "t"). 

And last, we take the R (t) that has the most 

occurrences as an index of the whole video sequence. 

 

3.3  Event learning and retrieval 
 

In this step,  we keep the same learning algorithm 

CHMM “Coupled Hidden Markov Model” [18] and 

we  also use the relevant feedback after  the  initial 

query of the user if necessary. 

 

In our approach, we think that it would be the least 

possible necessary to use the relevant feedback “RF” 

and the result of initial query will be performed. 

 

4. Our video indexing and retrieval 

system 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8 Our video indexing and retrieval systems 

The   system   working   proceeds   as   follows:   we 

segment the videos from video database (Figure 8) 

using  the  (CAIs)  technique.  Then,  to  improve  the 

initial result feedback of the system cited in [18], we 

annotate the different CAIs segments to get a set of 

index that contribute to annotate the  whole video. 

This process represents the hierarchical indexing. 

Hereafter, we store the result of the annotations in 

three sets of databases: visual, semantic and physical. 

When  a  user  send  a  query  to  the  system,  the 

descriptor processing’s module extract the different 

characteristics of this query and forward them to the 

comparison module. This module makes similarities 

with  the  characteristics  stored  in  the  three  set  of 

databases and then displays adequate videos to the 

user. 

The aim of our approach is to maximize  the user 

satisfaction in the initial query to avoid relevant 

feedbacks of the CHHM algorithm. 

 
5. Conclusion 
 
In this paper, we discuss our proposed video indexing 

and retrieval approach by explaining the hierarchical 

indexing technique to improve the initial results 

obtained in [18]. Our video indexing and retrieval 

system is under development in the RIIR Laboratory 

and  will  be  experimented  by  using  the  CAVIAR 

video database in the future. 
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