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Abstract— A method for associative contrast rule mining putation technique [5], [6]. The method extract rules directly
from incomplete database is demonstrated to find interestingiithout constructing the frequent itemsets used in the pre-
differences between two incomplete data sets. The methetbus approaches. Available attribute values in an instance
extracts rules like "if X then Y" is interesting only in the including missing values are used for the calculation of
focusing class. The method has been developed usingrale measurements. The method has been developed using
basic structure of the evolutionary graph-based optimizaa basic structure of Genetic Network Programming (GNP)
tion technique and adopting a new evolutionary strategyand adopting a new evolutionary strategy to accumulate rules
to accumulate rules through its evolutionary process. Thehrough its evolutionary process. GNP is one of the evo-
method can realize the association analysis between twinitionary optimization techniques, which uses the directed
classes of the incomplete database using chi-square test. Weaph structures as genes [7], [8]. Conventional Genetic
evaluated the performance of the evolutionary method foAlgorithm (GA) based methods extract a small number
associative contrast rule mining for the incomplete databaseof rules optimizing a given fitness function [9], [10]. On
In addition, the evaluation of the mischief for the rulethe other hand, in the GNP based method, rules satisfying
measurements by missing values is demonstrated. given conditions are accumulated in a rule pool through
GNP generations and extracted rules are reflected in genetic
Keywords: association rules, missing values, evolutionary com-gpperators as acquired information. GNP individuals evolve

putation and genetic algorithms, contrast mining in order to store new interesting rules into the pool as many
. as possible, not to obtain the individual with highest fitness.
1. Introduction In this paper, the GNP based rule mining method is

Association rule mining is the discovery of associationextended to the associative contrast rule mining to find
relationships or correlations among a set of attributes (itemsteresting differences between two incomplete data sets.
in a database. Association rule in the form of XfthenY  The associative contrast rule is defined as follows: although
(X — YY) is interpreted as ‘the set of attribute¥ are X — Y satisfies the given importance conditions within
likely to satisfy the set of attribute¥”. Many techniques Database A, however, the same rile— Y does not satisfy
for association rule mining and its applications have beethe same conditions within Database B [7]. The method
proposed, which achieve quite effective performances [1l]can realize the association analysis between two classes of
[2]. However, previous approaches cannot handle incompletiéie incomplete database using test. When we use the
database. An incomplete database includes missing valueséonventional rule extraction methods, it is not easy to extract
some instances. For example, the database of questionnaisesh rules, because we have to check the combinations of
probably includes missing data such as age, income, andles one by one. In [5], the algorithm for rule mining from
so on. In the case plural databases are joined, missing datecomplete database was proposed, however, such as the
would also appear because attributes in each database ammparison of the performance of the rule extraction and
not the same. Conventional rule mining methods regarthe mischief for the rule measurements by missing values
the database as complete, or disregard instances includimgere not evaluated sufficiently. In this paper, we describe
missing values. Instances including missing data are deletéde performance of the evolutionary method of associative
for rule mining or filled in with the mean values or frequent contrast rule mining for incomplete database. In addition,
category [3], [4]. When the data sets have a huge numbehe evaluation of the mischief for the rule measurements by
of instances, it is easy to take these policies. However, thmissing values is demonstrated.
data mining for dense database like medical data is different This paper is organized as follows: in the next section,
from the situation. Experimental data sets probably includsome related concepts on associative contrast rules in the in-
missing values caused by the failure of the experiments aromplete database are presented. In Section 3, an algorithm
extraordinary values. It is not possible for these cases to filtapable of finding the associative contrast rules from the
the missing values with mean values or frequent categoriegicomplete database is described. Experimental results are

We have already proposed an association rule miningresented in Section 4, and conclusions are given in Section
method for incomplete database using an evolutionary conb.



2. Associative Contrast Rules Table 1: An example of incomplete database.
Let A; be an attribute in the database aficbe the class @ (b)

labels. The attribute values of tuples are indicated by 1 LECIN I VRN N EY 7l fgtAsftfszyA?’%A“
or 0 as shown in Table 1 (a). The absence of itdmis 2 1 1 1 11 safisfy
described asi; =0 and missing data (lack of information) s |1 1 0 0]1 not satisfy

indicated asm’ different value from 1 and 0. For . 0 m 1 119 not satisfy
are indica > ! o 5 0 m wm 10 not safisfy
example,/D =4 in Table 1 (a) misses the data of attribute & | m m 1 0 | 1 not satisfy
A,. In this paper, we use database form like Table 1 (a). |/ | 1 1 1 m |1 cannot judge

8 m 1 1 m 1 cannot judge

Suppose that the class labelds=1 or C' =0, that is, the
database is divided into two classes, and the database has
no missing data in the class label.

X andY denote the following combinations of attributes: within 32 values of4;, A,, A3 and A4, then, missing rate
X=A=D)A - NA=1),Y = (A, =1)A---A(A,=1), s 8/32=0.25 (25%).M value andY value introduced in
XNY = 0. X is represented briefly ad; A --- A A;,.  [5] are used for the measurements calculation of rules as
An association rule is an implication of the fordd — Y.  follows. M value represents the number of tuples whose
X is called antecedent and is called consequent of the attribute values for the rule are equal 1sor andY value
rule. If the number of tuples containing in the database represents the number of tuples whose attribute values for
equalsz, then we definex = support(X) = /N, where, the rule are all equal to 1V value which is the number
N is the total number of tuples for the rule evaluation. Letof available tuples is also defined for the rule measurement
B = support(Y) = y/N andvy = support(X AY) = 2/N  calculation. For examplel/ value for the above rule equals
usingy andz, the number of tuples containiigand X AY, 3 (ID = 2,7 and8). Y valueis 1 {D = 2) and N value
respectively. The rule has measures of its frequency calleid 6. These values satisfy the following formula:
support and its strength calledon fidence defined by N value= Np — (M value —Y value),

Py where, Nt is the total number of tuples in the database.
= When the database is complef€é,value equalsVy.

In addition, the significance of association via the chi-square In the case of data mining from the dense database,

test for correlation used in classical statistics is also used fo?“Ch as the m_ed|cal data, c_h_fferences betwe_en two_data sets
the measuremen.2 value of the ruleX — Y is given as gathered by different conditions are more interesting than
support-confidence framework. The following rule showing

(X S Y) = N(y — af)? ) difference between class labels [7] is considered.
af(l—a)(1-7) [Assaociative contrast rule] Although X — Y satisfies
In the case of the rule extraction from incompleteth® given importance conditions withifi=1, X — Y does
database, the number of tuples for measurement calculatiglpt Satisfy the conditions withig'=0.

support(X —Y) = %, confidence(X —Y)

is different rule by rule [5]. For example, [éfl; =1)A(A; = For example, conditions of importance for associative
1) A (A3=1) — (A4 =1) be a candidate rule in Table 1. It contrast rules are defined using chi-square value as follows:
is clear that the tuplé D=1 in Table 1 does not satisfy this 2 2
X = Y)c=1) > Xms 2
rule by A, =0. When at least one of the values 4f, A, XX = Y)e=1) > Xonin @
Az or A, equal 0, itis sure that the tuple does not satisfy the (X = Y)(c=0) < Xoaz (3)
rule. Therefore/D =4,5 and 6 are available to judge for
the rule even if they have missing values. These tuples are support(X — Y)(c=1) > SupPmin, (4)

available for the calculation of rule measurements. However,

tuplesID =7 and 8 are not available, because we cannot

judge whether the tuples satisfy the rule or not by missingvhere,x2, and x2,.. (G = Xwae) @Nd SUPPmin are

values. Therefore, the tUpleS whose attribute values equaltﬂ}e threshold values given by users in advar@e=1 and

or m, but not the tuples whose all attribute values equal —( represent the focused class label for the rule. It is not

should be excluded. Measurements of the above rule are easy for the conventional frequent itemset based methods
1 to extract the above rules, because we have to check the

support((Ai=1) A (Ae=D A (As=1) = (A =1)) =&, 1 hinations of rule measurements one by one.

1 Instead of (2) and (3), like the following conditions on

confidence(Ar =1)N(A2=1)\(A3=1) — (A1 = 1)) = 1. the threshold foron fidence could be used.

support(X — Y')(c=0) > SUpPPmin, ®)

In this paper, missing rate is defined as the ratio of the
number of missing values and the total number of attribute
values. In Table 1, for example, 8 missing values are found

con fidence(X — Y)c=1)
— confidence(X —Y)(c=g) > 06 (6)



node is connected to the next numbered Pointing node. The
' e s 1 [P T1 4 Skip-side of Judgment nodes are abbreviated in Fig. 1 (a).
g M N The gene structure of the GNP individual is shown in
3 P 3 8 . . .
o[ T7 s Fig. 1 (b). NT; describes the node type and); is an
Ao 7 3 5[y ]2]s identification number of functionsC; denotes the nodes
AR e ID which are connected from nodeas Continue-side. All
9 * s [V ]5|s individuals in a population have the same number of nodes.
() : Judgment Node 190 j j ; In this paperRing structuremethod andRandom network

() : Pointing Node method are introduced for the purpose of the comparison.
(@) Ring structureutilizes an individual using the same settings
as GNP except the Judgment node connection is restricted
F|g 1: Basic structure of individual in GNP-based method.to make ring Structure’ that iS, one ring form is Composed
using all the Judgment nodes (See Fig.Random network
utilizes an individual using the same settings of GNP except
N[ G | the evolutionary mechanism. The connections and functions
of Judgment nodes are initialized every generation.

G
=

3.2 Basic Idea of Rule Representation

Rules are represented as the connections of nodes in an
individual. Attributes and their values correspond to the
functions of Judgment nodes. Fig. 3 (a) shows a sample of
the node connection in the individuald; =1', ‘ 45 =1',

‘A3 =1, A, =1 and ‘A5 = 1" in Fig. 3 (a) denote
the functions of Judgment nodes. The connections of these
nodes represent rules liked; = 1) — (A, = 1) and
(A1=1) A (As=1) — (A3=1).

Judgment nodes can be reused and shared with some

confidence(X — Y)(c=o) _otg_er JUIel representations bec?use 01:j t_ze GNP’S_ fea?ure. GNhP
, individual generates many rule candidates using its grap
— confidence(X = Y)o=) >0 () g otire. The Kinds of the Judgment node functions equal
where, § is a constant expressing the threshold of thethe number of attributes in the database.
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Fig. 2: Basic structure of individual in ring structure method.

difference ofcon fidence. If a rule symbolized by node connections is interesting,
then the rules symbolized by after changing the connections
3. Evolutionary Rule Mining Method or functions of nodes could be candidates of interesting ones.

. ] o o We can obtain these rule candidates effectively by genetic
In this section, the associative contrast rule mining metho@perations for individuals, because mutation or crossover

for incomplete database based on evolutionary computatiogheration change the connections or contents of the nodes.
is described [5]. The form of rules and conditions of thresh-

old values for interestingness are given by users in advanc8.3 Node Transition in the Individual
Rule representat!ons and fitness function are de_signgd basedgividuals examines the attribute values of each tuple
on the users objects. The task for rule extraction is dongging judgment nodes and calculates the measurements of
accumulatively through evolutionary process, not to obtainjes ysing Pointing nodes. Judgment node determines the
elite individual at the final generation. next node by a judgment result. When the attribute value
. equals 1, then we move to the Continue-side. On the other
3.1 Structure of Individuals hand, in the case that the attribute value equals 0, the Skip-
The basic structure of the GNP individual is shown inside is used for the transition. For example, in Table 1 (a),
Fig. 1. the individual is composed of two kinds of nodes:the tuplel € I D satisfiesA; =1 and A, =0, therefore, the
Judgment node and Pointing node (Processing nodes in [Bpde transition fromP; to P, occurs in Fig. 3 (a). When
are renamed aBointing nodel P; is a Pointing node and the attribute value is missing, then, move to the Continue-
is a starting point of rules. Each Pointing node has arside. If the transition to Continue-side connection continues
inherent numeric order;, P, ..., P,) and is connected to and the number of the Judgment nodes from the Pointing
a Judgment node. Each Judgment node has two connectiomaide becomes a cutoff value (given maximum number of
Continue-side and Skip-side. The Continue-side of the nodattributes in rules,MaxLength), then, the connection is
is connected to another Judgment node. The Skip-side of theansferred to the next Pointing node using the Skip-side



—— Continue-side

A;=lord,=m

Q : Judgment Node
weennn Skip-side

O : Pointing Node A;= 0 or MaxLength

(a) An example of node connection.

Table 2: Measurements of rules within= k£ (k = 0, 1).
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Fig. 4: Flow of the GNP-based rule extraction.
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obligatorily. Skip-side of the Judgment node is connected to Ar— Az A As A Ag LAORE ACRCAODFIO)
the next numbered Pointing node. Then, another examina- AL N Az — As ¥C§§§ n(xe)—u;b%g—fvc(k))
tions of attribute values start at the next Pointing node. If | A1AA2 — A3NAs | 0 | v —Na
the examination of attribute values from the starting péint AN AN A3 - A | 20 | e

ends, then the individual examines the tuple I D from

P, likewise. Thus, all tuples in the database are examined. ) . ) o
Ny(k) — N4(k) is the number of tuples including missing

3.4 Calculation of Rule Measurements g?fta for (Aszhl) A (Ag = 1f) Witlhin %l(k‘é- Because thde
. ifference of the number of tuples including missing data
Y value andM value are ob_tamed as the numbers Ofbetween(A1:1)/\(A2:1)/\(C:k) and(A; = 1) A (Ap—
tuples moved to the Continue-side at each Judgment nod o o o
These values are counted and stored in memories I??A(A3_1)A(A4_1)A(C_k) equals toly (k) — Na(k).
qditi val h Jud u i lijp . trl1 sé'@la‘ " 7 The measurements of each rule for every class are cal-
addition, each Judgment node examines the ca culated at the same time. Therefore, the rules showing the

I;/(kk: %12 at tk:jeysalzne timteh. In Figb s (a)%g[k)’l Yb(ka{. h difference between classes in the database can be evaluated.
bcﬁ ) td( )I agg j(k) a:je © nlimﬂ?rsg tl.Jp es Vé Ic t Table 2 shows an example of measurements of rules in
elong 1o class/ = & and move 1o the Lontinue-side at . _ Using both measurements faf =1 and C = 0,

each Judgment node satisfying that all the attribute value\ﬁe can extract associative contrast rules

are equal to 1 from the pointing nod&’ (value). On the In order to obtain they? value of the ruies we consider

other handMa(k), My (k), Me(k), Ma(k) and ME(].C) are- ¢ anges of the connection of Pointing nodes in each gener-

the number of tuples at each Judgment node satisfying th% ion. For example, if the connection & is changed from

the attribute values are equal to 1 or missing valuks ( A _'1, node to ‘A’ 1’ node as shown in Fig. 3, we are
1= 3= e

value)_. Using these valuegy values, that is, the number able to calculate the support Gl — 1), (As—1)A (A —1)
of available tuples for the rule measurements calculation argnd(A 1) A (As=1) A (As=1) in the next examination
3= 4= 5= .

calculated as follows: In Fig. 3 (b), Y, (k), Y,(k) andY, (k) are the numbers of
(8) tuples belonging to classand moving to the Continue-side
at each Judgment node satisfying that all the attribute values
where, z is a position of the Judgment node. For examplegre equal to 1 from the Pointing noda. M, (k), M, (k)
Nqa(k) is obtained asVy(k) = Ny — (Ma(k) — Ya(k)). and M,.(k) are also calculated at the same time. Then, the
Rule measurements are calculated using the above numy values like N, (k), N,(k) and N,.(k) are obtained using
bers. For example, in the case Blule : (41 =1) A (A2=  (8). When we calculate thg? value of the ruleX —Y in
1) — (A3=1) A (A4=1), the measurements fér=Fk are  the incomplete database, we can use’healue of X UY
Yy(k) in;tead of N in (1). o,0 and v in (1) are calculatgd by
Na(k)’ usingY values andN values. The operation changing the
connections of the Pointing node can be repeated like a chain
Ya(k) operation in each generation. A consequent of the rule can
Yy (k) — (Ny(k) — Ng(k)) be the antecedent of another rule using this operation.

Nac(k) = NT - (Mx(k) - Yx(k))

support(Rule(c—p)) =

con fidence(Rule(c—y)) =



3.5 Extraction of Rules Table 3: Averaged number of extracted rules (30 trials).
In every generation, the examinations are done from missing rate (%)

1 € ID and P; node. Examinations of attribute values GNP-based Method 34500.5 23526.4 125’9.8 5;8.1
start from each Pointing node as described above. After | (interesting rules) | (614.4) | (528.2) | (379.4) | (147.8)
all the tuples in the database are examined, measurements (Unexpected rules)|  (0.0) | (400.6) | (397.6) | (331.2)
of candidate rules of every Pointing node are calculated Sr']r:grzgt‘;rf;“rrﬁles) S(Sgig) %gf;‘é) g?g_'g) égé:g)
and the interestingness of the rules are judged by given | (Unexpected rules)|  (0.0) | (382.2) | (384.7)| (340.4)
conditions. When an important rule is extracted, the overlap | Random network | 1416.9 | 1117.2 | 785.2 | 491.0
of the attributes is checked and it is also checked whether gu‘;zrf;é'gtgéur'jlse)s) (2?3'3)) 83;:3 g?g:g; gég:%
the important rule is new or not, i.e., whether it is in the

pool or not. The extracted important rules are stored in a

rule pool all together through the evolutionary process. Fig.

4 shows the flow of the rule extraction. Fitness for usingon fidence threshold is defined by
3.6 Genetic Operations and Fitness Fy™ = 3 {10 x Jeonf(r)(c—1) — conf(r)c—o)]
Individuals are replaced with new ones by a selection +(nx(r) = 1) + (ny(r) = 1) + anew(r)} (11)

rulg n each generation [5]. The |'n'd|V|duaIs are ranked bXNhere,R: set of suffixes of extracted rules satisfying (4), (5)
their fithesses and upper 1/3 individuals are selected. The . o i .

. . : S and (6) or (7) in the individualgon f () (c—): con fidence
number 1/3 is determined experimentally, which is not SO%f rule r in C =k
sensitive to the results. After that, they are reproduced three -
times for the next generation, then the following three kinds .
of genetic operators are executed to them; crossover witi* Expe”mental Results
the probability of P., mutation-1 with the probability of Experiments were executed using artificial incomplete
P,,1 (changes the connection of nodes) and mutation-2 witllata sets by the following viewpoints.
the probability of P, (changes the function of Judgment , Evaluation of the performance of the associative con-
nodes). The operators are executed for the gene of Judgment a5t ryle extraction from the incomplete database.
nodes. All the connections of the Pointing nodes are changed , Eygjuation of the mischief for the rule measurements
randomly in order to extract new rules efficiently.=1/5, by missing values.

Pry =1/3 and Py =1/5 s an effectual setting and was " <o the same dataset nantell P,,,, used in [5].
used in the experiments in Section 4. Information of the

) . SNP,,, has 100 attributes and 270 instances and has
extracted rules like frequency of the appearances of attributes "~ <™ - . .
. . . no missing data. The original data is The Mapping 500K
in the rules can be used for genetic operations. The mor . )
! : . . apMap Genotype Data Set (Affimetrix) This database
concrete explanation of the operations are described in [7], . : ) . _
. S ) . ontains Single Nucleotide Polymorphism (SNP) informa-
Fitness of the individual can be defined depending on th )
. . ion of 270 people. 100 SNPs were picked up at random
problems. The capacity for extraction of new rules shoul
. . . . . and constructed the datased P,,,,,. Support values of 100
be considered. Following functions were used in Section 4 -
Fitness for associative contrast rule mining usigd SNPs are between 0.1 and 0.6. The original data has 4 class
. ! 9 R labels: YRI, JPT, CHB and CEU. Datasets including artificial
threshold is defined by

missing values were generated randomly fr&wV P,,,,

F§(2 _ Z{X?cq)(r) +10(nx(r) — 1) using given missing rates, i.e., 2%, 5% and 10%. For every
R B missing rate, 30 incomplete data sets were generated and
+10(ny (r) — 1) + anew(r)} (9) hamedSNPy(i), SNPs(i), and SN Pio(i) (i=1,...,30),

respectively. In addition, we made a complete dataset having
where, R: set of suffixes of extracted rules satisfying (2), 200 attributes named a&&N P.om200 based on the above.

(3), (4) and (5) in the individualx?._,)(r): x* value of The population size for evolutionary rule accumulation
rule r in C'=1. nx(r),ny(r): the number of attributes in  mechanisms is 120. The number of Pointing nodes and Judg-
the antecedent and in the consequent of ryleespectively. ment nodes in each individual are 10 and 100, respectively.
amew(r): additional constant defined by The number of changing the connections of the Pointing
o (rule 7 is new) nodes in each generation is 5. The condition of termination

Qnew(r) =14 Y ) (10)  is 500 generations for evolution. All algorithms were coded

{0 (otherwise). in C. Experiments were done on a 1.80GHz Intel(R) Core2

Constants are set up empirically?.._, (r), nx(r), ny () Duo CPU with 2GB RAM.

ando‘new(r) are concerned V\_/ith the importance, complexity Ihttp://iwww.affymetrix.com/support/technical/sample_data/
and novelty of ruler, respectively. 500k_hapmap_genotype_data.affx
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Fig. 5: Averaged number of extracted contrast rules.

the method can extract rules based yhvalues from the
First of all, the contrast rule mining in th&N P.,,, dense incomplete database. The number of extracted rules

were evaluated. Instances were divided into 2 classes 4&nds to decrease by increasing the missing rate, this can
follows; C'=1 in the case of YRI or JPT (135 instances), be caused by the decrease of tNevalue in (1). In this

C =0 in the case of CHB or CEU (135 instances). This€Xperimentjnteresting rulewas defined as the rule extracted
class division has no scientific meaning, only intention wadrom SN P, and satisfying additional conditions, that is,
to make a dataset for the estimation use. The associative (X — Y)c=1y > 10.0, support(X — Y)c=1) >

contrast rules defined by (2), (3), (4) and (5) were extracted)-1 and support(X — Y)c=o) = 0.1. The number of
SUPPmin =0.08, x2,;, =6.63, X2,0. =1.0, 1 < nx(r) <4, interesting rules itk N P..p, is 642. It is found that 95% of

1 < ny(r) < 4 anda,,.., = 150 were used. In order to obtain theinteresting rulesare covered in each rule extraction using
the whole identified rules in th&NP..,, satisfying the GNP-based method. In additiaamexpected rulavas defined
given conditions, 10000 independent rule extractions werds the rule excluded from the rule extraction S .
done and obtained 4248 identified rules. A percentage of the number ainexpected rulesends to
Fig. 5 (a) shows the averaged number of extracted ruleécrease by the missing values.
over 30 data sets in the rule pool versus number of genera- Fig. 7 (a) shows the scatter diagram of values of
tions for the evolutionG N P-based, Ring and Random de- ~ extracted rules inC' =1 in the original data case and in
note the methods described in Section 3. This demonstratéze 5% missing rate case. Plots show ffevalues of all
that the evolutionary rule accumulation based methods calfie rules obtained in the two rule extractions. 69% of the
extract most of the contrast rules within 100 generationsiules extracted in the 5% missing rate case are found in the
Fig. 5 (b) shows the same experiment in the case of usingule pool of the original data case. It is found that most of
SN P,oma0o. In this experimentsuppmi, = 0.1 was used. the rules having high? value in the original data set are
Ring tends to converge in early generations. also extracted in the artificial incomplete data set using 5%
Fig. 6 (a) shows the averaged number of extracted rulegissing rate. Fig. 7 (b) shows the scatter diagram for the
over 30 data sets. Associative contrast rules were extractdd% missing rate case. It shows the weak correlation of the
from SNP.,,, and SNP,,(i) (m = 2,5, i =1,...,30), x? values of the rules compared with Fig. 7 (a). 43% of the
respectively. 0% denotes usisgV Py,. 2% and 5% denote rules extracted in the 10% missing rate case are found in the
the missing rates. Fig. 6 (b) shows a sample of run-time iriule pool of the original data case. In this experimeyit,
the same experiment as Fig. 6 (a). It shows that the mos@lues were used for the both classes as one of the conditions
of the contrast rules were extracted within 10 seconds. I0f interesting rules. This result suggests that 10% missing
this experiment, 500 generations were set as the termin&ite cause the different feature of rule extraction from the
condition, however, users can set the maximum calculatiofriginal data set in a detailed analysis.
time instead and quit the rule extraction. Next, the associative contrast rule extraction between
Table 3 shows the averaged number of total associative N P.,,, and SNP,,(i) (m=2,5,10, i=1,...,30) were
contrast rules obtained at the final generation. It is found tha#xamined based on (6) and (7) to evaluate the mischief for
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the rule measurements by the missing rate. This experiment
demonstrates the relationships between the missing rates and
reliability of rule extraction.SN P,,,, is set at clas&'=1
and SN P, (i) is set atC'=0. If many rules are extracted,
then the missing values affects for the rule measurements,
becauseSN P, (i) have different features fron$ N P.,,.
This experiment was executed using GNP-based method.
0 = 0.03, 0.05, 0.10 and 0.15 for (6) and (7) were used.
The maximum number of extracted rules in the pool was set
as 5000 and we quit the rule extraction by this condition.
1<nx(r)<4, 1< ny(r)<4 and ., =30 were used.

Table 4 shows the total number of extracted rules at 500
generation. -’ describes that the number of extracted rule
is more than 5000. In this experiment, a huge number of
candidate rules are examined, however, only a small number
of contrast rules are extracted in many cases. The associative
contrast rule mining method can be used for the difference
detection between two data sets.

5. Conclusions

A method for associative contrast rule mining from in-
complete databases has been demonstrated using a graph-
based evolutionary method. An incomplete database includeg]
missing data in some instances, however, the method can
extract rules satisfying given conditions. The performances[4]
of the associative contrast rule extraction have been eval-
uated using artificial incomplete data sets in the medical
field. The results show that the method has a potential tol5]
realize association analysis. In addition, the evaluation of
the mischief for the rule measurements by missing values is
demonstrated. We are studying applications of the method®!
to information processing in the medical science field.
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