A combined algorithm for analyzing structural controllability and observability of complex networks
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Abstract—In this paper a combined algorithm for analyzing structural controllability and observability of complex networks is presented. The algorithm addresses the two fundamental properties to guarantee structural controllability of a system: the absence of dilations and the accessibility of all nodes. The first problem is reformulated as a Maximum Matching search and it is addressed via the Hopcroft-Karp algorithm; the second problem is solved via a new wiring algorithm. Both algorithms can be combined to efficiently determine the number of required controllers and observers as well as the new required connections in order to guarantee controllability and observability in real complex networks. An application to a Twitter social network with over 100,000 nodes illustrates the proposed algorithms.
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1. Introduction

Classical dynamical system theory is based on the characterization of systems via time-evolution models (e.g. difference or differential equations) [18], [24]. Such characterization can be employed to perform two fundamental and dual tasks in dynamical system theory: on the one hand, the estimation of system’s internal state from the measurement of accessible system outputs, defining the so-called observation problem; on the other hand, the modification of system’s internal state via the injection of appropriate system inputs, defining the so-called control problem [6]. These problems have been thoroughly studied in the literature so that observability and controllability conditions are well defined, specially for linear systems [3], [8].

The study of complex systems composed by many interconnected elements can be addressed by analyzing the underlying network (or graph) which characterizes these interconnections [1]. Such network gathers some fundamental structural system properties which in general do not depend on the specific system parameter values. In general, both node dynamics and their connectivity are relevant in complex systems control [4], [5], [22]; here in this paper we focus on structural aspects to provide a fundamental reference information for a detailed controllability analysis.

Along this line, structural controllability theory has been developed [14], [15], [20], [21] in order to characterize the implications of system internal connectivity in its state space controllability. The existing results can be formalized via either matrix algebraic structural properties or graph theoretical properties. Parallel results have also been obtained for the dual structural observability problem [16], [23]. Supported by this duality, the exposition of results in this paper will mainly refer to the controllability problem.

System structural controllability becomes determined by both its internal connection structure and the set of inputs defined in such system. Given the network underlying the system connectivity structure and a set of inputs, a system is structurally controllable if and only if all nodes (or vertices) are accessible from the inputs and the network does not have dilations [14].

The first part of this paper addresses the problem of guaranteeing system structural controllability by making use of a minimum number of input controllers. Graph theoretical tools are mainly employed to find such minimum number of control inputs for avoiding dilations, where the concept of Matching becomes crucial [15], [21]. In addition, the concept of wiring is developed to guarantee accessibility of all nodes preserving such minimum number of control inputs.

The second part of the paper illustrates the application of the proposed algorithms to both the controllability and the (dual) observability problems.

In the following section we summarize some of the basic results concerning system structural controllability.
2. Structural controllability fundamental results

As stated in Section 1, a network is structurally controllable if and only if all nodes are accessible from the inputs and the network has no dilation [15]. We start addressing the analysis of dilations.

2.1 Dilation and Matching

A graph (or network) is defined by $G := (V, E)$, a pair of sets where $V$ is the set of vertices (or nodes) and $E$ the set of edges (or links). Every edge belonging to $E$ is defined as a pair of vertices $(v_i, v_j) \in E$ where $v_i, v_j \in V$. For directed graphs, the pair defining an edge is ordered.

A network has a dilation if we can find a subset $S \subset V$ of the vertices of the graph that verifies:

$$|S| > |T(S)|$$

(1)

where $T(S)$ represents the set of vertices that point to any vertex $v_i \in S$.

On the other hand, a bipartite graph is defined as $G_b := (X, Y, E_b)$ where $X$ and $Y$ are two (potentially) different sets, and $E_b$ is the set of edges linking one element of $X$ with an element of $Y$, i.e $E_b = \{(v_i^X, v_j^Y) : v_i^X \in X, v_j^Y \in Y\}$. Given a set of nodes $S \subseteq Y$, we define $T(S) \subseteq X$ such that $T(S) = \{v_i^X \in X : \exists (v_i^X, v_j^Y) \in E_b: v_j^Y \in S\}$

Graph Theory provides the following result:

Theorem 1 (Hall): A bipartite graph $G_b := (X, Y, E_b)$ has a matching which covers every vertex in $X$ if and only if

$$|T(S)| \geq |S| , \forall S \subseteq Y$$

(2)

Hall’s theorem provides a criterion for bipartite graphs to have a perfect matching, as long as they also verify:

$$|X| = |Y|$$

(3)

This condition on the existence of a perfect matching is condensed in the following corollary:

Corollary 1.1: A bipartite graph $G_b := (X, Y, E_b)$ has a perfect matching if and only if it verifies both (2) and (3).

Given a graph $G := (V, E)$ one can define its associated bipartite graph $G_b := (V^+, V^-, E_b)$ where $V^+ = V^- = V$ and $E_b$ is constructed as follows

$$E_b = \{(v_i^+, v_j^-) : \exists (v_i, v_j) \in E\}$$

Defined this way, $G_b : (V^+, V^-, E_b)$ will obviously verify (3). Therefore, a network has no dilation if and only if it has a perfect matching.

Alternatively, based on the pioneering work of [14], the Maximum Matching (MM) Algorithm is proposed in [15] as a good tool to determine the minimum number of inputs required to guarantee that there are no dilations in a network. Precisely, the number of required inputs would correspond with the number of vertices not matched by an edge in the maximum matching of the network.

2.2 Accessibility and wiring

However, as stated earlier, the matching criterion verifies the condition of no dilation in the network, but not the accessibility condition. The network might present some internal structures that being matched by edges of the maximum matching might not be accessible from the inputs. This happens with matching solutions containing cycles. In these cases, it is necessary to add new connection edges from the calculated inputs to the non-accessible structures; we call this process wiring. Note that this process keeps the number of control inputs unchanged.

In the following Section, a version of the MM Algorithm is proposed and analyzed. In addition, a new wiring algorithm is developed, in order to find the structures matched by the MM that are not accessible from the inputs, and to create the required external edges from the inputs to a node of such structures.

3. The combined MM and wiring algorithm

3.1 The Hopcroft-Karp algorithm

Complex networks are usually formed by a very large amount of nodes (or vertices) and links (or edges). Hence, the time efficiency of the Maximum Matching (MM) detection algorithm is very important when dealing with this type of huge networks. For this purpose, the Hopcroft-Karp algorithm has been selected which runs in $O(\sqrt{VE})$ time [11].

The Hopcroft-Karp algorithm directly deals with non-directed bipartite graphs; nevertheless it can also be applied to general non-bipartite directed graphs, provided an appropriate transformation is previously performed. As mentioned earlier, given the original graph $G := (V, E)$ one can define its associated bipartite graph $G_b := (V^+, V^-, E_b)$ where $V^+ = V^- = V$. Note that the edges in the bipartite graph adjacent to any $v_i^+ \in V^+$ represent the out-links of $v_i \in V$ and the edges adjacent to $v_i^- \in V^-$ represent the in-links of $v_i$.

Given a matching $M_b$ of $G_b$, if $(v_i^+, v_j^-) \in M_b$, then $(v_i, v_j) \in M$ where $M$ is the corresponding matching of $G$. $(v_i^+, v_j^-) \in M_b$ makes nodes $v_i^+, v_j^-$ to be matched on the non-directed bipartite graph $G_b$ while $(v_i, v_j) \in M$ makes $v_j$ to be matched on the directed graph $G$. Therefore, once we compute the Hopcroft-Karp algorithm over $G_b$ and obtain a maximum matching $M_b^*$ (where $*$ stands for maximum), the unmatched nodes of the set $V^-$ will be the unmatched nodes of the matching $M^*$ in $G$.

Following the minimum inputs theorem [15] the unmatched nodes given a maximum matching will be the driver nodes of the network, so a controller node must be linked to each one of these driver nodes.
3.2 The accessibility and wiring algorithms

As stated in section 2.2 it is not enough to obtain the maximum matching \( M^* \) of the graph \( G \) to find the nodes that need to be controlled. Placing the controllers on the unmatched nodes only guarantees the absence of dilations on the graph; hence, it is necessary to additionally perform a search for the inaccessible nodes from the controllers of the network. From section 2.2 it follows that these inaccessible nodes will be placed in the loops of the considered maximum matching \( M^* \) of \( G \). The method proposed here consists then on looking for loops on \( M^* \) in order to determine those which are not accessible from any controller node. As we are dealing with a directed network, looking for loops in the network given by the matching is equivalent to looking for its strongly connected components [19]; thus, it is possible to perform this search by applying the Tarjan algorithm which runs in \( O(|V| + |E|) \) time [13]. Since we are only interested in the strongly connected components of the sub-graph given by \( M^* \) (in which \( |E| = |M^*| \) and \( |V| = |M^*| - 1 \) or \( |V| = |M^*| \) in the case of a perfect matching, where \( |M^*| \) stands for the number of links in the maximum matching), Tarjan’s algorithm will run in \( O(|M^*|) \). Since the computational cost of this search is much lower than the Hopcroft-Karp maximum matching search over the whole graph, the running time of the Tarjan algorithm is almost negligible.

Once the loops of \( M^* \) have been found, an accessibility analysis from the controller nodes must be done. A possible strategy to accomplish this purpose is making a BFS (Breath-First Search [13]) for every found loop. Nevertheless, the BFS algorithm must be modified in order to allow the root and the goal of the search to be sets of nodes instead of single nodes, the root set being the nodes of the loop under analysis and the goal set being the unmatched nodes of the network. In addition, an early termination mechanism has also been implemented since once a controller node is found, accessibility is guaranteed and therefore the search can be finished. Based on these modifications, the original BFS algorithm running time of \( O(|V| + |E|) \) for each loop can be significantly reduced. Note also that this modified BFS algorithm will deal with short depth paths when dealing with complex networks. The small world [25] property of the network guarantees that if the loop is accessible it will likely be at a short distance from a controller node. Furthermore, it has also been proved that in this kind of networks a giant component arises that contains most of the nodes in the network; hence, if the loop is not accessible from any controller node it will probably belong to a small component, resulting also in a very short depth search.

Finally, a wiring process for the discovered inaccessible loops is performed, adding links between a node of each of these loops and a controller node. Putting all the steps together, the search of the nodes that need to be controlled on a graph \( G \) can be summarized in the following four steps:

1) Find the maximum matching \( M^* \) of \( G \) and link a new different controller node to each unmatched node.
2) Find the loops in \( M^* \).
3) Find those loops of \( M^* \) that are not accessible from the controller nodes obtained at step 1.
4) For each found inaccessible loop select a node belonging to it and wire it up to a controller node.

4. Controllability and observability on a real complex network

During the latest years the study of social networks using digital communication records as a proxy for human interactions has enormously grown. Phone calls, texts, or online communications allow researchers to analyze human interaction in unprecedented scales. In order to provide a real world example of controllability in complex networks we have considered the interaction between users in the social site Twitter. First, the data collection process is described and some basic characteristics of the social network are provided. Finally, a controllability (and observability) analysis using the techniques explained in previous sections is performed.

4.1 Data description and network characteristics

Our data-set consists of over 11 million tweets containing interactions between users in the Madrid urban area during February 2012. Interactions can be either mentions (user A mentions B in a message) or re-tweets (user A broadcasts to its followers a message from B). In both cases, the interaction is modeled as a directed link from B to A. This interaction network has been referred previously in the literature as the dynamic network as opposed to the static network where links represent a declared follower-followee relationship. Data have been gathered using Twitter’s Streaming API, which allows for geographic filtering; users need to have authored at least one tweet in the dataset to be considered as a node in the resulting network (i.e., re-tweets not authored in Madrid were discarded).

The resulting network consists of 119,217 nodes, whose degrees distributions are presented in figure 1. Average degree in the network is \( \langle k_{in} \rangle = \langle k_{out} \rangle = 7.83 \). Although both distributions present a certain long tail, this tail is longer for the out degree one. Precisely the maximum out degree is 10,150 while the maximum in degree is 663. The explanation for this difference lies on the limited cognitive capacity of human beings: a person may influence millions of people, but an individual cannot be influenced by the behaviors of millions of people. This reasoning is supported by empirical evidence in primates [7] and more recently in Twitter itself [10]. Apart from an heterogeneous degree, the network exhibits small-world behavior [25]: it presents a high number of triangles (clustering coefficient 0.015, two orders of magnitude more than the equivalent random graph).
Complex networks was performed. Such selected metrics are distributions of the network. From the asymmetry between the in-degree and out-degree satisfy the accessibility condition. This difference comes a greater amount of nodes was required on the wiring stage to commented for controllability. However a significantly big amount of the network [23], obtaining similar results to the above section 3 may provide a different set of controlled nodes for each iteration; since we are interested in estimating the frequency each node shows up in the controlled nodes set, such algorithm has been run up to 40,000 times to guarantee a low estimation variance. Gathering nodes with the same frequency, Figure 2 is obtained. It can be seen that almost all the nodes have a well defined role on the control configuration, since they are either always \( p = 0 \) or never \( p = 1 \) present in the controlled nodes set. An interesting fact can also be observed: the histogram shows high peaks for values of \( p = \frac{2}{3}, p = \frac{3}{4}, p = \frac{4}{5}, p = \frac{5}{6}, p = \frac{3}{4} \). This phenomenon was explained in [23] to be a consequence of the effect of some repetitive microstructures (motifs) that commonly appear on these networks.

A parallel study was made regarding the observability of the network [23], obtaining similar results to the above commented for controllability. However a significantly bigger amount of nodes was required on the wiring stage to satisfy the accessibility condition. This difference comes from the asymmetry between the in-degree and out-degree distributions of the network.

In order to assess the information obtained by the controllability and observability analysis, a cross-correlation analysis of both indices with some usual metrics used in complex networks was performed. Such selected metrics are the PageRank [2], betweenness centrality\(^1\), out/in-degree, and a physics based influence index proposed in [9]. Figure 3 displays the results of this analysis, where one can observe that both controllability and observability are almost totally uncorrelated with all the considered metrics; this means that the information provided by this analysis can complementally shed some new light in the node characterization of complex networks.

5. Concluding remarks

An algorithm for analyzing structural controllability and observability of complex networks has been presented. The algorithm combines a Maximum Matching search and a new wiring algorithm to efficiently determine the number of required controllers and observers as well as the new required connections in the network. The application to a Twitter social network with over 100,000 nodes has illustrated the applicability of the algorithm on a real complex network. The results suggest that these measures (number of required controllers and observers) provide new metrics to characterize the network structural properties.

Acknowledgments

The authors want to acknowledge the financial support of Orange (Spain and France), in the framework of Cátedra Orange at the ETSI Telecomunicación in the Universidad Politécnica de Madrid (UPM), Spain. The work has been also partially supported by projects MTM2010-15102 of Ministerio de Ciencia e Innovación, and Q10 0930-144 of UPM, Spain.

References


\(^1\)Betweenness centrality is a common topological measure in complex networks, defined as the fraction of shortest paths in the network which cross a certain node: classic example is the Anchorage airport in Alaska, which is not a hub (does not have many connections to others), but it is indeed a crucial node in the air traffic network since allows refuel for many America-Asia connections.

and short diameter (estimated \( \langle l \rangle = 4.14 \pm 0.23 \) using 100 random different origins to traverse the graph). Additionally, 21.01% of the relationships are mutual and 96.63% of the nodes belong to a giant connected component. Overall, this network presents general characteristics which are similar to the ones observed in other complex networks [17].
Fig. 1: In-degree and out-degree distributions of the network.

Fig. 2: Frequency of appearance of the nodes on the controller nodes set.


Fig. 3: Cross-correlations between different network metrics.


