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Abstract- This paper presents an effective and fast approach 
for video summarization. Recent years have witnessed very 
large video volume that creates stiff challenge for users to 
quickly browse or retrieve these videos. Video 
summarization techniques help in creating short summary 
clip which is meaningful and able to convey original video. 
In this paper we have proposed a two step simple key frame 
extraction algorithm based on low level features, color and 
motion. In the proposed algorithm, Video is first segmented 
into shots using unsupervised learning approach. The 
algorithm emphasizes on the changes in the motion 
magnitude to identify the key frames from every shot. 
Simulations have been performed on large number of video 
datasets. Generated summary persists the temporal 
continuity and important events of the video. 
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1 Introduction 
 Rapid revolution in digital video has brought many 
applications at home in affordable cost. The volume of 
digital data has been increasing rapidly due to the wide usage 
of multimedia applications in the areas of education, 
entertainment, business, medicines etc. Video summarization 
helps to meet these needs by developing condensed version 
of full length video [1, 2]. 
 Raw video is an unstructured data stream, physically 
consisting of a sequence of video shots. A video shot is 
composed of a number of frames and its visual content can 
be represented by key-frames. Video summarization is 
defined as a collection of key-frames extracted from a video. 
This summary can be a sequence of stationary images or 
moving images (video skims) In general, content-based 
video summarization can be thought as a two-step process. 
The First step is partitioning the video into physical shots, 
called video segmentation or video shot boundary detection. 
The second step is to find these representative frames. Thus, 
video can be organized as video, shot and key frames. 
 In [3] different solutions to video summarization have 
been broadly described. Shot based key frame extraction 
techniques have dragged the huge attention of researcher’s 
community. The principal methodology of shot boundary 
detection is to extract one or more features from the frames 
in a video sequence and then difference between two 

consecutive frames is computed. If the difference is more 
than a certain threshold value, a shot boundary is detected. 
There are number of techniques have been attempted by the 
researchers to segment the video [4]. 
 Color and motion are most important features used for 
video frames. There are different color histograms based 
approaches in which consecutive frames are compared to 
decide the selection of key frames. In [5, 6], HSV color 
space is used to measure interframe difference. HSV color 
space has outperformed RGB color space due to its 
perceptual uniformity. RGB mutual information and joint 
entropy of adjacent two frames have been used in [7]. A 
color histogram is insensitive to camera and object motion. 
Therefore color based key frame selection may not be 
enough to render the visual contents of a shot. Optical flow 
components are extracted and motion function is computed 
between two frames. There are several well known methods 
to compute optical flow among which Lucas & Kanade is 
popular and also faster [8, 9, 10]. In last recent years, 
machine learning based approaches have dragged the 
attention. A machine learning system is developed that learns 
to predict video transitions based on feature information 
derived from frames. In supervised learning, low level 
features are employed to train the system that can predict 
transitions on unseen data [11, 12]. Various unsupervised 
learning approaches have been attempted by the researchers 
to extract key frames and found faster as they do not require 
training [13]. Several keen observations have been inferred 
from these studies: some approaches emphasize only single 
characteristics of video contents like color histogram or 
motion. While some approaches based on clustering selects 
key frames which are nearer to the cluster centers [14, 15]. 
Our proposed approach has been described in section 2. 
Section 3 discusses experimental results. Section 4 concludes 
the paper. 

2  Proposed Approach 
 A good video summary should be compact and 
meaningful hence generating video summary requires detail 
understanding of video structure and it’s semantic. In this 
paper we presented two step video summarization algorithms 
for sports specifically for soccer game. Flowchart of our 
algorithm has been shown in Fig 1, in which first step 
segments the video into shots using clustering approach and 
selection of key frames is performed in second step. 



 

2.1 Feature Extraction 
 Sport videos (soccer) are dominated by ground, 
audiences and players hence we extract the frame transitional 
features in terms of mean of green color and hue. Each frame 
is divided into 4 equal blocks which has been shown in Fig 
2. From these blocks, we pertain only block 2 and 3 for 
extracting these features. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 1 Flow chart of Video Summarization. 

 
Following features are used to segment the video using 
clustering approach. 
 

2.1.1 Dominant color: 
 Game videos are always dominated by the ground and 
soccer game has the maximum contribution of the grass 
filed. We pick up green histogram of the blocks and find the 
mean of green color. 
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2.1.2  Hue: 

HSV color space outperforms RGB color space in 
many applications because of its perceptual uniformity. Hue 
is very important attribute because it represents dominant 
wavelength. We find the mean of hue for every frame of the 
video. 

 

2.2 Video Segmentation 
 Before generating video summary, it is required to 
identify the shot boundary of the video. In soccer games 
there are well known shots (view) like long view, close-up, 
audience etc. Long view is dominated by the ground and also 
indicates that play is on, while close-up shot focuses on 
individual player/ referee. Audience shot may be close or 
long view but it has no dominance of grass ground hence it 
can be easily detected by the color features.  
 

 
 

Fig. 2 Frame is divided into 4 equal regions 
 

 It is quite evident that color features are good descriptors 
to clearly detect the boundaries among the long, close-up and 
audience shots. K-means has been the center choice and also 
faster method to cluster the data. Hue and green color mean 
have been collectively used as a feature for classifying the 
video frames into three classes (long, close-up and audience) 
using k-means. Fig 3 depicts the mean of green and Hue 
component of the various shot. Many segmentation 
approaches rely on strictly defining threshold to declare shot 
transition however in these approaches for different videos it 
becomes necessary to redefine threshold. Clustering 
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approach is advantageous because it eliminates the need of 
statically defining the threshold for shot transition. 

2.3 Summary generation 
 After the video has been segmented, it is required to 
select key frames which are able to convey the original 
video. Games video genre has the intrinsic highly dynamic 
nature hence it possesses frequent and intensive motion. 
Between every two frames, optical flow components are 
computed. Lucas and Kanade is a widely used differential 
method for optical flow estimation in computer vision. It is 
also less sensitive to image noise. 
  

 
   

Field view Close-up Audience view 
Green mean:125.4 Green mean:97.4 Green mean:69.8 
Hue mean:0.2740 Hue mean:0.3498 Hue mean:0.4663 

 
Fig. 3 Field, Close-up, Audience shot with their values 

 
Lucas-Kanade method assumes that displacement of the 
image contents is approximately constant within a 
neighbourhood (window) of the pixel under consideration. 
Velocity vector (Vx, Vy) must satisfy 
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q1, q2,…qn are pixels inside the window, and Ix(qi), Iy(qi), 
It(qi) are the partial derivatives of the image I with respect to 
position x, y, and t evaluated at pixel qi and at the current 
time. It obtains the solution of equation (1) by least square 
method. Finally it computes 
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In the experiments, window size has been kept 3. For the 
group of N+1 frame, N optical fields (F1, F2, .…, Fn) will be 
computed by the algorithm. For every optical field, Motion 
function is computed as follows. 
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Key frame selection algorithm is described below. 

1. Select key frame from the shot if the motion 
magnitude undergoes the change of half or twice 
compared to the magnitude of previous frame. 

2. Select every first frame as a key frame of shot 
transition. 

 
Motion magnitude of the three consecutive frames belonging 
to long filed view has been shown in Fig. 4. Even though all 
these three frames look similar, motion magnitude undergoes 
huge change in (a) and (b). Images from (a) to (c) observe 
change in position of football and various players which 
eventually gives rise to the motion magnitude. 
 

   

(a) (b) (c) 
Magnitude:350.5 Magnitude:2019.2 Magnitude:1838.9 

 
Fig. 4 Long field view with motion magnitude 

 

3 Simulation and results 
 We experimented 9 soccer videos with total length of 
more than 2 hours and 20 minutes. Well known European 
leagues like Barclays premier league, Ligabbva, LaLiga and 
Serie A premier league soccer videos have been used in the 
experimentation. All these video possess varying ground and 
illumination conditions. All video data sets have the 352x288 
resolution at 25 frames/s. Every frame of the video is 
processed to generate the summary. Experimental results 
have been shown in Table I, where Loriginal denotes full video 
length and Lsummary is the summarized video length in 
seconds.  
 

Table I: Video Summarization Performance 
 

Video Loriginal Lsummary Cr (%) Im (%) 
1 600 108 18 9.4
2 600 95 15.8 8.8
3 1500 226 15.1 9
4 840 147 17.5 8.8
5 840 161 19.2 9.4
6 840 141 16.8 9.2
7 1000 147 14.7 9.4
8 915 194 21.2 9.1
9 1310 213 16.3 10

Average 8445 1432  17 9.3 
 



For the comparison between original video and summary we 
have used two parameters: Compression ratio (Cr) and 
informativeness(Im).  Compression ratio is the ratio of 
summary video length Lsummary divided by the original video 
length Loriginal. Informativeness evaluates how many 
objects/events of the original video are included in the 
summary video. Soccer videos are eventful and events like 
replays, yellow card, penalty corner/kick (goal attempts), and 
goal are considered to evaluate the informativeness of video. 
Results in Table I clearly reflect that proposed approach 
provides high compression and imformativeness. 
Informativeness has been shown in the scale of 10. 

4 Conclusion 
 In this paper, we proposed two step automatic video 
summarization method using unsupervised approach for 
large sport archives. Sports videos are dominated by color 
and motion feature. First step of algorithm succeeds to 
segment the different shots of videos based on color features 
using k-means and second step succeeds to select key frames 
using motion feature. Experimental results clearly show that 
our algorithm achieves very good compression and 
informativeness in spite of varying ground and illumination 
conditions of video datasets. On average, we achieved 17% 
compression ratio and 9.3 informative score. Generated 
summary maintains temporal sequence and does not 
deteriorate the enjoyability. In the future, we will extend the 
work to model the events. 
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