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Abstract - Frequent pattern mining is crucial part of association rule mining and other data mining tasks with many practical applications. Current popular algorithms for frequent pattern mining perform differently: some are good for dense databases while the others are ideal for sparse ones. In our previous research, we developed a new frequent pattern mining algorithm named FEM that runs fast on both sparse and dense databases. FEM combines the mining strategies of FP-growth and Eclat and given a user-specified threshold it adapts its mining behaviors to the data characteristics to efficiently find all short and long patterns from different database types. However, for best performance of FEM, an appropriate threshold value used to control the switching between its two mining tasks need to be selected by the user. In this paper, we present DFEM, an improved algorithm of FEM that automatically adopts a runtime dynamic threshold to better fit to the characteristics of the databases. The experimental results show that DFEM outperforms FEM and other popular frequent pattern mining algorithms including Apriori, Eclat, FP-growth on both sparse and dense databases.
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1 Introduction

Frequent pattern mining is a fundamental task in data mining which is used to find many types of relationships among variables in large databases such as associations [1], correlations [2], causality [3], sequential patterns [4], episodes [5] and partial periodicity [6]. Moreover, it helps in data indexing, classification, clustering, and other data mining tasks as well [7]. Thus, frequent pattern mining has become a focused research with numerous practical applications including consumer market-basket analysis, web mining, similarity search of complex structured data, network intrusion detection and many others [7], [8].

The frequent pattern mining problem aims to search for groups of itemsets, subsequences, or substructures that co-occur in a database with their frequency no less than a user-specified minimum support threshold. For example, a set of items (itemset), such as milk and bread that appear frequently together in a database is a frequent itemset or frequent pattern. In a typical transactional database, the number of distinct single items and their combinations are usually very large. For a small minimum support threshold, the number of generated itemsets can be extremely large. Hence, it is a great challenge to design algorithms for mining frequent patterns that scale with memory size and run in reasonable time [9]. For this reason, many methods for mining frequent patterns have been developed in last two decades [7], e.g Apriori [1], Eclat [10], FP-growth [11], direct hashing and pruning (DHP) [12], sampling technique [13], dynamic itemset counting (DIC) [14], AIM [15], mining using diffsets [16], technique to reduce the FP-tree traversal time [18], H-mine [19] and nonordfp [20]. Among those, Apriori, Eclat and FP-growth are the most well-known and widely used. The efficiency of these three algorithms has been demonstrated by many researchers. However, performance of these algorithms is significantly different for different database types. For example, Eclat works well on dense databases [15], [21], [22] while FP-growth runs faster on sparse ones [11], [17], [18], [19], [20], [23]. Therefore, it is difficult to select a suitable algorithm for specific applications. In addition, for commercial database systems like Oracle RDBMS, MS. SQL Server and IBM DBS2 and statistical software like R, SAS and SPSS Clementine which support data mining tasks [24], [25], [26], the characteristics of databases vary depending on their real applications. For the efficiency of these systems and applications of frequent pattern mining, it is essential to have algorithms that work efficiently for most database types.

Contribution: In this paper, we present DFEM, a new frequent pattern mining algorithm that combines the techniques of FP-growth and Eclat and depends on the data characteristics to select an appropriate technique for each subparts of the database to efficiently discover all long and short frequent patterns from sparse and dense databases. DFEM is based on and a major improvement of FEM, our previously developed algorithm [27]. Unlike FEM, it does not need a pre-determined, user specified threshold on when to switch between the two mining strategies. It automatically finds a runtime dynamic threshold to adjust its search behavior based on the characteristics of databases to improve the mining performance, especially when minimum support threshold is low.

In a brief overview, DFEM uses FP-tree to compact the database in memory and recursively mine the frequent patterns from this data structure like the FP-growth approach. During the mining process, if a conditional pattern base [11] is small enough to be better mined using vertical data structure, it is converted to TID bit vectors and
a weight vector. The algorithm then switches from mining FP-trees using FP-growth to mining TID bit vectors using an approach improved from Eclat. The switching decision is based on a threshold \( K \) whose value is measured at runtime from data being processed.

We benchmarked DFEM and six other algorithms including Apriori [1], Eclat [10], FP-growth [11], FP-growth* [18] AIM2 [21], FEM [27]. The experimental results show that DFEM outperforms all of these algorithms for many real sparse and dense datasets. The performance merit of DFEM is obtained by efficiently distributing some subparts of the database to be mined by its FP-tree mining task and the other ones by its TID bit vector mining task.

The rest of this paper is organized as follows. Section 2 provides the background knowledge. The DFEM algorithm is presented in Section 3. Section 4 introduces the discussion are presented in Section 5. The final section summarizes our study and points out some future research directions.

2 Background

In this section, we describe the frequent pattern mining problem and revisit FP-growth and Eclat, the two mining methods from which our proposed algorithm is derived, to analyze their features, strengths and weaknesses.

2.1 Frequent pattern mining problem

The frequent pattern mining problem can be stated as follows: Let \( I = \{i_1, i_2, \ldots, i_d\} \) be the set of all distinct items in the transactional database \( D \). The support of an itemset \( \alpha \) (a set of items) is the percentage of transactions containing \( \alpha \) in \( D \). A \( k \)-itemset \( \alpha \), which consists of \( k \) items from \( I \), is frequent if \( \alpha \)'s support is no fewer than \( \text{minsup} \), where \( \text{minsup} \) is a user-specified minimum support threshold. Given a database \( D \) and a \( \text{minsup} \), the problem statement is to find the complete set of frequent itemsets in \( D \). We use the two terms pattern and itemset as well as database and dataset interchangeably in this paper. For example, given the dataset in Table 1 and \( \text{minsup}=30\% \), the frequent 1-itemsets include \( a, b, c, d \) and \( e \) while \( f \) and \( g \) are infrequent because their support is only 22\%. Similarly, \( ab, ac, ad, ae, bc, bd \) are frequent 2-itemsets and \( abc \) is the only frequent 3-itemset.

<table>
<thead>
<tr>
<th>TID</th>
<th>Items</th>
<th>Sorted frequent items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b,d,a</td>
<td>a,b,d</td>
</tr>
<tr>
<td>2</td>
<td>c,b,d</td>
<td>b,c,d</td>
</tr>
<tr>
<td>3</td>
<td>c,d,a,e</td>
<td>a,c,d,e</td>
</tr>
<tr>
<td>4</td>
<td>d,a,e</td>
<td>a,d,e</td>
</tr>
<tr>
<td>5</td>
<td>c,b,a</td>
<td>a,b,c</td>
</tr>
<tr>
<td>6</td>
<td>c,b,a</td>
<td>a,b,c</td>
</tr>
<tr>
<td>7</td>
<td>f,g</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>b,d,a</td>
<td>a,b,d</td>
</tr>
<tr>
<td>9</td>
<td>c,b,a,e</td>
<td>a,b,c,e</td>
</tr>
</tbody>
</table>

The exponential search space of itemsets makes finding frequent patterns a nontrivial task. Hence, many scientists have been working on developing efficient and scalable algorithms for frequent pattern mining. Most proposed methods are heuristics to trim down the search space in order to make the solution of this problem feasible. Apriori, Eclat and FP-growth are the most popular and widely used algorithms for mining frequent patterns.

2.2 The Eclat algorithm

Eclat is a popular frequent pattern mining algorithm developed by Zaki et al. [10]. It deploys a depth-first search strategy and requires only one database scan. To find frequent \( k \)-itemsets, the TID-lists of frequent (\( k-1 \))-itemsets, the vertical data layout, are intersected and the frequencies of their resulting lists are computed. The support of an itemset can be easily computed without multiple database scans as needed in the Apriori approach. Hence, the I/O cost is reduced considerably. Eclat has been shown to be one of the best algorithms for long patterns and/or dense databases [15], [21], [22]. Although this method takes advantage of the candidate generation approach, its depth-first search order may require more infrequent itemsets generated and tested than Apriori does. As a result, Eclat’s efficiency reduces for sparse databases with short patterns where most itemsets are infrequent.

2.3 The FP-growth algorithm

FP-growth another well-known algorithm proposed by Han et al. [11] for frequent pattern mining. It adopts a data structure called FP-tree to compress and store data in memory. It then constructs conditional FP-trees and recursively mines these trees to find all frequent patterns without the requirement of generating a large number of frequent pattern candidates. FP-growth was shown to outperform previously developed methods including Eclat and Apriori [11], [17], [18], [19], [20]. For some dense databases or mining with low minimum support, the number of frequent patterns is very large. For each frequent \( k \)-itemset, FP-growth creates a conditional FP-tree used to find the frequent (\( k+1 \))-itemsets. Thus, the cost of generating a large number of FP-trees results in the degradation of performance. In such cases, FP-growth does not work as well as Eclat [15], [21], [22].

3 The DFEM algorithm

3.1 Mining frequent patterns based on data characteristics

Studying many real databases and their characteristics [28], [30], we found that most consist of a group of items occurring much more frequently than the others. The ratio of items in this group is smaller for sparse databases and larger for dense ones. Because of their high supports, these items appear in most transactions as well as most frequent patterns discovered from a database. If we remove the less frequent items from all transactions of a database, the
remaining database will have the characteristics of a dense database and the removed part will have the characteristics of a sparse one. Moreover, the FP-tree of the FP-growth algorithm is constructed with the nodes of the most frequent items on the top because items are added into FP-tree in the frequency descending order. During the mining process of FP-growth, conditional FP-trees [11] are recursively constructed from parent trees. Our study shows that the size of these trees will reduce to a level where the conditional FP-trees mostly consist of items with high frequencies and have the characteristics of small dense databases [27]. According to the review of Eclat and FP-growth in Section 2, we propose a mining method that applies Eclat’s strategy for the dense part and FP-growth’s strategy for the sparse part will be more efficient than either Eclat or FP-growth alone.

In our previous study [27], we developed FEM, a frequent pattern mining algorithm based on above observation. FEM combines the mining techniques of Eclat and FP-growth and applies suitable mining strategy for each subpart of database. It has been shown to work better than many popular algorithms including Eclat and FP-growth on both sparse and dense databases by automatically distributing the workload to its two mining tasks where the dense data parts are handled by the mining task inherited and improved from Eclat and the sparse ones are mined using another mining task similar to FP-growth. FEM does this by applying a predefined threshold $K$ reflecting the data specific characteristics to decide when to switch between the two mining tasks.

In this paper, we present, DFEM, a dynamic version of FEM that adopts a dynamic threshold $K$ whose value is calculated at runtime from data being processed to better fit data characteristics. This approach relieves the user from finding the appropriate value of $K$. DFEM performs better than FEM and other popular algorithms, especially when minimum support threshold ($\text{minsup}$) is low.

### 3.2 Overview of the DFEM algorithm

DFEM combines the techniques used in the FP-growth and Eclat algorithms. It uses FP-tree to store the compact database in memory and recursively mines the frequent patterns from this data structure similar to FP-growth. During its mining process, DFEM automatically switches between mining FP-trees using FP-growth to mining TID bit vectors using an approach improved from Eclat. The switching decision is based on a runtime dynamic threshold $K$ measured from data. DFEM consists of the three main tasks:

- **FP-tree construction**: Database is scanned for the first time to find the frequent items and create the header table. A second database scan is conducted to get frequent items of each transaction and insert these items into the FP-tree in their frequency descending order. Figure 1 demonstrates the FP-tree generated from the dataset in Table 1.

- **TID bit vector mining**: This task uses the mining solution of FP-growth where frequent patterns are generated from the conditional FP-trees constructed recursively [11]. However, DFEM is different from FP-growth because only a subset of conditional pattern bases is used to create the conditional FP-trees. The conditional pattern bases whose size are smaller or equal to a threshold $K$ will be transformed into TID bit vectors and a weight vector (see Section 3.4) and mining process switches to the **TID bit vector mining** task. $K$ is computed at runtime using a measurement on data being processed as described in Section 4.

- **UpdateK method**

### 3.3 Algorithmic description

DFEM consists of three main subalgorithms: DFEM, MineFPTree and MineBitVector.

- **DFEM algorithm**: This algorithm (Figure 2) builds the FP-tree, initializes the threshold $K$ using **UpdateK method** (Figure 6) and invokes **MineFPTree** (Figure 3).

- **MineFPTree algorithm**: This algorithm (Figure 3) executes the **FP-tree mining** task. If the condition at Line 13 is not satisfied, **MineBitVector** (Figure 4) will be invoked. Otherwise, **MineFPTree** will recursively mine work in recursive manner to generate frequent patterns from FP-tree data structure. Line 5 and 12 are used to update threshold K using the method described in Section 4.
3.4 Transforming a conditional pattern base into TID bit vectors and a weight vector

This is an important step to enable the mining process using TID bit vectors. During the FP-tree mining stage, thousands or even millions of conditional pattern bases are processed. However, only those whose sizes are considerably small are transformed into TID bit vectors and weight vector. The size of a conditional pattern base is the number of sets in that base, respectively. For each vector \( v_i \) in \( V \) with \( j < i \),

1. Output \( \beta = \text{item of } v_j \cup \text{suffix } v_i \).
2. If \( \text{sup}_j \geq \text{minsup} \) Then add \( u_j \) into \( U \).
3. If all \( u_i \) in \( U \) are identical to \( v_i \).
4. Then \( \text{Call MineBitVector}(U,w,\beta,\text{minsup}) \).

For example, Figure 5-a presents the conditional pattern base of item \( d \) of the FP-tree in Figure 1. If its size does not satisfy the condition for TID bit vector mining, this conditional pattern base is used to create the conditional FP-tree (Figure 5-b). Otherwise, it will be transformed into the TID bit vectors (Figure 5-c) and the weight vector (Figure 5-d) by applying above transformative steps.

Fig. 3 MineFPTree algorithm

MineFPTree algorithm

Input: Conditional FP-Tree \( T \), suffix, minsup
Output: Set of frequent patterns
1. If FP-tree \( T \) contains a single path \( P \)
2. For each combination \( x \) of the items in \( P \)
3. Output \( \beta = x \cup \text{suffix } x \)
4. \( n = \text{the number of outputs } \beta \)
5. Call UpdateK(\( n, I \) )
6. Else
7. For each item \( \alpha \) in the header table of FP-tree \( T \)
8. Output \( \beta = \alpha \cup \text{suffix } \alpha \)
9. Construct \( \alpha \)'s conditional pattern base \( C \)
10. \( n = \text{the number of nodes in } C \)
11. \( \text{Call UpdateK}(n, \text{size}) \)
12. If \( \text{size} > K \) Then
13. Construct \( \alpha \)'s conditional FP-tree \( T' \)
14. Call MineFPTree(\( T',\beta,\text{minsups} \) )
15. Else
16. Transform \( C \) into TID bit vectors \( V \)
17. and weight vector \( w \)
18. Call MineBitVector(\( V,w,\beta,\text{minsups} \) )

Fig. 4 MineBitVector algorithm

MineBitVector algorithm

Input: Bit vectors \( V \), weight vector \( w \), suffix, minsup
Output: Set of frequent patterns
1. Sort \( V \) in support-descending order of their items
2. For each vector \( v_i \) in \( V \)
3. For each vector \( v_j \) in \( V \) with \( j < i \)
4. Output \( \beta = \text{item of } v_j \cup \text{suffix } v_i \)
5. \( u_j = v_j \) AND \( v_i \)
6. \( \text{sup}_j = \text{support of } u_j \) computed using \( w \)
7. If \( \text{sup}_j \geq \text{minsups} \) Then add \( u_j \) into \( U \)
8. If all \( u_i \) in \( U \) are identical to \( v_j \).
9. Then \( \text{Call MineBitVector}(U,w,\beta,\text{minsups}) \).

Fig. 5 TID Bit vectors and weight vector transformed from conditional pattern base of item \( d \)

### 4 Computing a dynamic K in DFEM

DFEM is developed to automatically determine a good threshold \( K \) that controls the switching between two mining tasks. This is the main difference between DFEM and FEM. In FEM, the value of \( K \) is predefined and users need to manually specify a fixed value of \( K \) for FEM to perform well on a certain database [27]. In contrast, DFEM estimates the near-optimal dynamic value of \( K \) at runtime.

#### 4.1 Studying impact of varying K on FEM

We arrive with our approach in DFEM by studying and analyzing impact of varying \( K \) on FEM. When \( K \) increases starting from 0, the mining time of FEM and the number of frequent patterns found solely by the FP-tree mining task reduce because more conditional pattern bases satisfy the switching condition. FEM will perform best when \( K \) is equal to a value that presents the best cut off between sparse and dense portions of the database handled by the FP-tree mining and the TID bit vector mining tasks respectively. For \( K \), larger than this best \( K \), a portion of sparse data is shifted to TID bit vector mining which reduces the benefits of FP-tree mining and results in unchanged or
increasing the running time of FEM. Table 2 presents the impact of varying \( K \) on FEM for the Kosarak dataset [28].

### Table 2

<table>
<thead>
<tr>
<th>Thres. ( K_i )</th>
<th>Mining time (second)</th>
<th># frequent patterns by MineFPTree ( ( P_i ))</th>
<th>Ratio ( R_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3341</td>
<td>2776266097</td>
<td>N/A</td>
</tr>
<tr>
<td>32</td>
<td>2939</td>
<td>1316339769</td>
<td>2.1</td>
</tr>
<tr>
<td>64</td>
<td>2146</td>
<td>206479285</td>
<td>6.4</td>
</tr>
<tr>
<td>96</td>
<td>1664</td>
<td>26795140</td>
<td>7.7</td>
</tr>
<tr>
<td>128</td>
<td>1206</td>
<td>2413815</td>
<td>11.1</td>
</tr>
<tr>
<td>160</td>
<td>1005</td>
<td>407051</td>
<td>5.9</td>
</tr>
<tr>
<td>192</td>
<td>934</td>
<td>86575</td>
<td>4.7</td>
</tr>
<tr>
<td>224</td>
<td>871</td>
<td>63876</td>
<td>1.4</td>
</tr>
<tr>
<td>256</td>
<td>870</td>
<td>58304</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Let \( \{ K_0, K_1, \ldots, K_N \} \) be the set of all values of \( K \) where \( K_i = K_{i-1} + 32 ; P_i \) is the number of frequent patterns generated by the FP-tree mining task when \( K_i \) is applied; and \( R_i \) is the ratio indicating the difference between \( P_i \) and \( P_{i-1} \). \( R_i \) is computed as \( R_i = P_i / P_{i-1} \) \((i=1, \ldots, N)\). According to the above observation and our extensive tests on many datasets from a well-known repository [28], the best \( K_i \) is the one satisfying the condition \( R_i < 2 \Rightarrow (\exists R_j \geq 2, \forall j > i) \). In other words, FEM will perform best at the smallest \( K_i \) where increasing \( K \) does not result in a sharp drop in the number of frequent patterns found by the FP-tree mining task. In Table 2, this condition is satisfied for \( K_i = 224 \).

### 4.2 Automatically computing \( K \) in DFEM

It is challenging to apply the above approach to automatically find the best \( K \) because this value of \( K \) can only be specified when the mining process completes and all \( P_i \) and \( R_i \) are computed. Hence, a practical method to predict a near-optimal value of \( K_i \) based on all \( P_i \)'s estimated dynamically at runtime is developed in DFEM as described in the UpdateK algorithm in Figure 6.

#### UpdateK algorithm

**Input:** NewPatterns and Size

**Output:** updated value of threshold \( K \)

1. If UpdateK is called for the first time then
2. Create an array \( P \) with \( N \) elements
3. Initialize all \( P_i \) to zero
4. For \( i = 0 \) to \( N-1 \)
5. If Size \( > i \cdot \text{Step} \) then \( P_i = P_i + \text{NewPatterns} \)
6. Else Exit Loop
7. \( K = 0 \)
8. For \( i = N-1 \) to 1
9. If \( R_i \geq 2 \) then \( K = (i+1) \cdot \text{Step} \) and Exit Loop

Fig. 6 The UpdateK algorithm

In this algorithm, an array \( P \) with \( N \) elements is created and updated for every conditional pattern base processed in MineTree (Section 3.3) where \( N \) is the number of \( K_i \) being considered. Then, the best \( K \) is computed by finding the smallest \( K_i \) satisfying the condition in Section 4.1. We choose default values of \( N = 9 \) and \( \text{Step} = 32 \) where \( \text{Step} \) is the distance between \( K_i \) and \( K_{i-1} \) so that the best \( K \) is in the range 0-256 which is found the best range in our studies and allows only small conditional pattern base is transformed to in TID bit vectors (Section 3.4). For \( \text{Step} = 32 \), the maximum size of TID bit vectors limited by \( K \) is a multiple of 32 (4 bytes) has better memory utilization. This distance also guarantees that applying the condition in Section 4.1 helps to specify a near-optimal of \( K \). In Figure 6, \( \text{NewPatterns} \) indicates the number of new frequent patterns and is equal to the number of items in conditional pattern base \( C \); \( \text{Size} \) is the size of \( C \).

### 5 Experiments and performance study

We benchmark DFEM, FEM and five popular frequent pattern mining algorithms. DFEM is then studied in-depth to show how well it adapts to data characteristics.

#### 5.1 Experimental setup

**Software:** Seven algorithms in our experiments includes DFEM, Apriori [1], Eclat [10], FP-growth [11], FP-growth* [18], AIM2 [21] and FEM [27]. DFEM and FEM are implemented using the optimizing techniques introduced in [27]. The state-of-the-art implementations of other five algorithms are obtained from [28] and [29].

**Hardware:** The seven algorithms tested on a machine with dual AMD Opteron 2427 processors, 2.2GHz, 24GB memory and 160 GB hard drive running CentOS 5.3, a Linux-based distribution. We used g++ for compilation.

**Databases:** Five real datasets with various characteristics (Table 3) used in our benchmark were obtained from the Frequent Itemset Mining Implementations Repository [28], a well-known repository for frequent pattern mining.

#### Table 3

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Type</th>
<th># Items</th>
<th>Average Length</th>
<th># Transactions</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chess</td>
<td>Dense</td>
<td>76</td>
<td>37</td>
<td>3196</td>
<td>0.31</td>
</tr>
<tr>
<td>Mushroom</td>
<td>Dense</td>
<td>119</td>
<td>23</td>
<td>8124</td>
<td>0.56</td>
</tr>
<tr>
<td>Accidents</td>
<td>Moderate</td>
<td>468</td>
<td>33.8</td>
<td>340183</td>
<td>33.8</td>
</tr>
<tr>
<td>Retail</td>
<td>Sparse</td>
<td>16470</td>
<td>10.3</td>
<td>88126</td>
<td>3.79</td>
</tr>
<tr>
<td>Kosarak</td>
<td>Sparse</td>
<td>41271</td>
<td>8.1</td>
<td>990002</td>
<td>32.3</td>
</tr>
</tbody>
</table>

#### 5.2 Performance comparison

The experimental results (Figure 7) show that DFEM runs stably and outperforms the popular algorithms for all tested sparse and dense dataset, while the other algorithms behave differently for different datasets. DFEM also performs better than FEM, our previous developed algorithm because DFEM adapts better to data characteristics. Apriori runs slowest on three datasets Chess, Accidents, Kosarak but it does better than FP-growth* for Mushroom as well as Eclat, FP-growth* and AIM2 for Retails dataset. Eclat works better than the others except AIM2, FEM and DFEM on the dense datasets. However, for the sparse datasets such as Retail and Kosarak, Eclat runs slower than most of the others. Compared to Eclat, two algorithms FP-growth, FP-growth* run faster for the dense datasets but slower for the sparse ones. AIM2, a variant of Eclat, performs well for some sparse and dense datasets but worse for the other ones. This experiment demonstrates the time efficiency of DFEM for both sparse and dense datasets.
5.3 Analyzing performance merits of DFEM

To provide insight into the performance merits of DFEM, the mining time of the FP-Tree mining task and the TID bit vector mining task were measured separately to observe the time distribution of each mining task in total mining time. The experimental results on five selected datasets are reported in Table 4. We found that DFEM distributes mining workload to its two mining tasks dynamically depending on data specific. From these results, TID bit vector mining is responsible for over 90% of the mining time for the dense datasets like Chess and Mushroom because the shape of the FP-tree of dense datasets is usually compact and most conditional pattern bases satisfy the condition to switch from FP-Tree mining to TID bit vector mining. In contrast, for the sparse datasets like Retail and Kosarak, FP-Tree mining is responsible for 90% - 99% of the mining time because many large FP-trees are generated and most of them do not satisfy the switching condition. For the Accidents dataset whose density is moderate, the mining time distribution of DFEM is balanced between the two mining tasks. It must be noted that the mining time distribution does not indicate the amount of work. In fact, the TID bit vector mining task using faster bitwise operations and more cache-friendly data layout will process larger amounts of data than FP-Tree mining does in a same unit of time.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Type</th>
<th>Minimum support (%)</th>
<th>FP-Tree mining time (%)</th>
<th>TID bit vector mining time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chess</td>
<td>Dense</td>
<td>40</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>Mushroom</td>
<td>Dense</td>
<td>2.5</td>
<td>3.5</td>
<td>96.5</td>
</tr>
<tr>
<td>Accidents</td>
<td>Moderate</td>
<td>5</td>
<td>55</td>
<td>45</td>
</tr>
<tr>
<td>Retail</td>
<td>Sparse</td>
<td>0.011</td>
<td>92</td>
<td>8</td>
</tr>
<tr>
<td>Kosarak</td>
<td>Sparse</td>
<td>0.09</td>
<td>95.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

In addition, the mining time distribution changes when the minimum support varies (Figure 8). As the minimum support is set to lower levels, more small conditional FP-trees are generated and hold the condition to switch from FP-tree mining to TID bit vector mining which makes the mining time percentage of TID bit vector mining increases as the minimum support is reduced.

Fig. 8 Mining time distribution of DFEM for Accidents dataset

In conclusion, DFEM have the ability to switch between strategies at runtime by distributing the mining
workload to the appropriate strategy that best fit the data characteristics.

6 Conclusion and future work

In this paper, we present DFEM, a new algorithm for frequent pattern mining that can adapt its mining behavior to data characteristics to efficiently find all frequent patterns from both sparse and dense databases. Compared to FEM, our previously developed algorithm for this mining task, DFEM can automatically specify a good runtime threshold K used to switch between the two mining tasks. The experimental results show that DFEM significantly improve the performance of mining frequent patterns and outperforms other well-known algorithms for different database types. In future work, we will study parallel approaches for implementing FEM and DFEM on parallel and distributed systems because memory limitation and computational time are the major obstacles to deploying any sequential frequent pattern mining algorithm on very large scale databases.
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