Improved Particle Filtering Based on Biogeography-based Optimization for UGV Navigation
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Abstract—The main challenge with particle filtering is particle degeneracy and the accurate estimation cannot be achieved generally because of serious impoverishment problem, although resampling operation could solve degeneracy to a certain extent. In this paper, we propose an improved particle filtering approach based on biogeography-based optimization (BBO) algorithm, called BBO-PF, for state estimation of nonlinear and non-Gaussian dynamic system. The novel BBO-PF significantly reduces the degeneracy. The experimental results obtained by applying the BBO-PF to estimate the trajectory of unmanned ground vehicle validate the performance of our approach.
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1. Introduction

The location of unmanned ground vehicle (UGV) determined according to various types of measurements is critical to UGV navigation. In fact, a variety of location algorithms have considerable difference in accuracy, robustness, and computational efficiency. Particle filtering, which is a method based on random samplings, has advantage of being applied to nonlinear and non-Gaussian dynamic systems. But there exist particle degeneracy and difficulty of selecting proposal distribution. To solve particle impoverishment problem, researchers have presented a lot of algorithms such as unscented Kalman particle filter (UKPF)[1] and Gaussian mixture sum particle filter (GMSPF)[2]. Many improved algorithms based on intelligent optimizations are also proposed to solve sample impoverishment problem, including particle swarm optimization-based particle filter (PSO-PF)[3], annealing particle filter (APF)[4], genetic particle filter (GPF)[5], evolutionary particle filter (EPF)[5], and so on. They are used to tackle the difficulty of selecting proposal distribution. Additionally, there are other hybrid algorithms such as MCMC particle filter, kernel smoothing particle filter, rejection particle filter.[6] In this paper, we propose an improved particle filtering approach based on biogeography-based optimization (BBO) algorithm, called BBO-PF, for state estimation of nonlinear and non-Gaussian dynamic system. Based on the concept of resampling, particles with high weights have move probability to be propagated, and in the BBO-PF, some particles will join in the refining process after calculating the weight of particles, which means that those particles will move to the region with high weights. This process can be regarded as migration to the habitat with high suitability of BBO algorithm. Although the BBO operation increases the computing complexity of algorithm, the optimized weights may make the proposal distribution more closed to the posterior distribution and overcome the degeneracy of particles. The proposed BBO-PF algorithm is compared to other several filtering algorithms. The experimental results show that the BBO-PF has better performance due to their lower means and variances.

2. Problem Description

The state and measurement models of the UGV location are built in this section. Our intelligent vehicle platform THIV-I developed by Tsinghua University, the location of various sensors is shown in Fig.1. The position system consists of many on-board sensors, including four ABS speed sensors and steering angle sensors, global position system (GPS), inertia measurement unit (IMU), and environment perception sensor such as lidar and camera, which provide the data of landmark. The information of speed and steering angle can obtained through the CAN bus of the vehicle itself. Meanwhile, the encoders on the rear transmission shafts can be used to obtain the accurate travelled distance during a sample period. The GPS/IMU integrated navigation system working on RTK differential mode provides accurate position reference for performance comparison of different algorithms.

2.1 System model

In this paper, the origin of the vehicle body coordinate frame locates at the center of the rear axle, i.e., the installation position of the IMU, whose position is $P_k(x_k, y_k)$ at the time of $t_k$, and the heading angle is $\phi_k$. In 2D environment, the UGV’s pose can be expressed by the state vector $\chi_k = (x_k, y_k, \phi_k)$. The position relation of UGV is shown in Fig. 2. In this figure, $H$ represents a half of distance between two rear wheels, while $L$ indicates the distance between a front axle and a rear axle of UGV.
2.2 Observation model

The system of autonomous vehicle utilizes odometer and the IMU to achieve the estimation of basic position and orientation. In order to overcome the error accumulation caused by the relative positioning system, the system applies the 64-line HDL lidar, which is mounted in the anterior part of middle top of UGV, and the relative position relations with respect to UGV is shown in Fig.3.

Then the relationship that the rear axle center transforms to the lidar centre is described by:

$$
x_L = x_c + a \cos(\phi) + b \cos(\phi + \pi/2)$$
$$y_L = y_c + a \sin(\phi) + b \sin(\phi + \pi/2)$$

(4)

The corresponding measurement equation is given by:

$$z_k = h(X, x_k, y_k) = \left[ \sqrt{(x_k - x_L)^2 + (y_k - y_L)^2} \right] + \nu_k$$

(5)

In this formula, $z$ indicates the measurement vector, i.e., the coordinates of landmark, $\{x_k, y_k\}$ represents the location of landmark identified by the 3D lidar, and $\nu_k$ is the measurement noise.

3. BBO-PF state estimation algorithm

3.1 Biogeography-based optimization

According to the island migration model of biogeography, Dan Simon proposed biogeography-based optimization (BBO) in 2008[7]. BBO is an evolutionary algorithm (EA) motivated by the optimality perspective of natural biogeography. Suppose that we have a global optimization problem and a population of candidate solutions, which can be represented by vectors of integers, each integer in the solution vector is considered to be a suitability index variable (SIV). The population consists of $NP = n$ solution vectors. Each individual is considered as a habitat with a habitat suitability index (HSI), which is similar to the fitness of EAs, PSO, etc to evaluate individual effectiveness. A good solution means to be an island with a high HSI, and a poor
solution indicates an island with a low HSI. The high HSI solutions tend to share their features with low HSI solutions. The low HSI solutions accept a lot of new features from the high HSI solutions.

Just as species migrate back and forth between islands, BBO operates by sharing information between individuals in a population of candidate solutions. In BBO, each individual has its own immigration rate $\lambda$ and emigration rate $\mu$. A good solution has higher $\mu$ and lower $\lambda$. The immigration rate and the emigration rate are functions of the number of species in the habitat. They can be calculated as follows:

$$\mu_k = \frac{E_k}{n} \quad (6)$$

$$\lambda_k = I \left( 1 - \frac{k}{n} \right) \quad (7)$$

where $I$ denotes the maximum possible immigration rate, $E$ the maximum possible emigration rate, $k$ the number of species of the $k$th individual, and $n$ the maximum number of species[8].

There are two main operators, the migration and the mutation, in BBO. During migrating, each solution shares the information probabilistically between habitats through the emigration rate $\lambda_i$ and immigration rate $\mu_i$. We use the immigration rate to probabilistically decide whether or not to modify each suitability index variable (SIV) in that solution. If a given solution $H_i$ is selected to be modified, then we use the emigration rates of the other solutions to probabilistically migrate a randomly selected SIV to solution $H_i$. The migration process can be given by[9]:

1) Initialize the BBO parameters, including the maximum species count $n$, the maximum migration rates $E$ and $I$, and the mutation rate $\mu$.
2) Initialize the random parameter of habitat.
3) For each habitat, HIS is mapped as the number and mobility $(\lambda_k, \mu_k)$ of species $k$.
4) Utilize the immigration rate and emigration rate to restore the habitat, and then recalculate each HIS.
5) For each habitat, refresh the probability distribution of species, update the species according to mutation operator, and then recalculate the fitness.
6) End the algorithm cycle according to the termination condition.

The BBO algorithm can be described below[9].

The BBO is also a species optimization algorithm. It is not related to the problems of regeneration and producing next generation, compared to both GA and evolutionary strategy optimization algorithms. There is also a remarkable difference between ACO and BBO. ACO produces a new set of solutions at each of iterations, while BBO maintains the solution set to the next iteration and adjusts the solution space according to the migration probability. BBO has more in common with PSO and DE. Compared to PSO and DE, BBO directly updates by the migration of the solution. Thus, the solutions of BBO algorithm can share properties (suitability index variable, SIVs) with each other. BBO mainly consists of the two processes, including species migration and species variation[6], [7], [8], [9].

3.2 Adaptive particle filtering algorithm based on BBO

The main disadvantage of PF is the so-called particle impoverishment problem, which is the main reason to take
resampling. This problem appears as the likelihood \( p(y_k|x_k^t) \) is very narrow or likelihood lies in the tail of the proposal distribution \( q(x_t|x_t^{(n)},y_{1:t}) \). As the observation is more accurate and the prior distribution is much broader than the likelihood (shown in Fig.5), only a few particles have weights of significant importance, which directly leads to the particle impoverishment problem.

\[
F(k) = -\frac{1}{2}\kappa_1(x_k - \hat{x}_k)Q^{-1}(x_k - \hat{x}_k)^T - \frac{1}{2}\kappa_2(y_k - \hat{y}_k)Q^{-1}(y_k - \hat{y}_k)^T
\]

The BBO-PF algorithm can be summarized below:

1. Initialization the particles \( X = \left\{ x^{(i)}_0, \omega_0^{(i)} \right\}_{i=1}^N \) from posterior distribution \( p(x_0) \) with associated \( \omega_0^{(i)} = \frac{1}{N} \)
2. Initialize the BBO parameters, including the maximum species count \( n \), the maximum migration rates \( E \) and \( I \), and the mutation rate
3. For time steps \( t = 1, 2, \ldots, T \)
4. Importance Sampling: for \( i = 1, \ldots, N \), draw samples from the importance proposal distribution as follows: \( \tilde{x}^{(i)}_t \sim q(x_t|x^{(n)}_{i-1}, y_{1:t}) \)
   1) Consider each particle as a species of universal habitat.
   2) For each habitat, HIS is mapped as the number and mobility \( (\lambda_k, \mu_k) \) of species \( k \). Calculate and determine whether HIS can satisfy the supervision condition.
   3) If HIS dose not satisfy the condition of importance distribution
   4) Utilize the immigration rate and emigration rate to restore the habitat, and then recalculate each HIS.
   4) For each habitat, refresh the probability distribution of species, update the species according to mutation operator, then recalculate the fitness.
5. Weight update: evaluate the importance weights with (11).
   End if
6. End the algorithm cycle according to the termination condition.
5. Normalize the importance weights: \( \omega^{(i)}_t = \frac{\omega^{(i)}_t}{\sum_{i=1}^N \omega^{(i)}_t} \)
6. Output the statics of the particles.
7. Re-sampling: generate \( N \) new particles \( x^{(i)}_t \) from the set \( \left\{ \tilde{x}^{(i)}_t \right\}_{i=1}^N \) according to the importance weights \( \left\{ \omega^{(i)}_t \right\}_{i=1}^N \)

Repeat Step 3 to 7.

The BBO moves all particles towards the particles with the best fitness where is the region of having the maximum weight particles. As the best fitness value reaches a certain threshold, the optimal sampling process terminates.

4. Experimental results

To verify the effectiveness and efficiency of the proposed BBO-PF algorithm, this paper carried out experiments on urban road. Ideal two-dimensional environments were chosen as the test sites. In addition, the traffic signs stood on both sides of the road as the landmarks that were detected by the lidar. At first, we measured the accurate position of those landmarks using Span/DGPS integrated navigation system from Novatel. At the same time, the exact location of UGV was recorded during our experiment, i.e., \( \chi(x_{ref}, y_{ref}, \theta_{ref}) \), in order to compare the state estimation results of various algorithms with such an exact location of UGV. The BBO-PF algorithm proposed in this paper was compared to both standard particle filtering (PF) and unscented particle filtering (UPF). The ideal reference trajectory provided by SPAN integrated navigation system and the estimation results are shown in Fig.6. Fig.7 and Fig.8 give
the comparison of eastward and northward errors, respectively. The experimental results indicated that the estimation accuracy of the proposed BBO-PF algorithm was greatly improved, compared to that of PF and UPF algorithms. The statistical distribution of position errors is shown in Fig.9 and Fig.10, respectively.

Fig. 6: Comparison of reference trajectory with estimation using PF, UPF, and BBO-PF.

Fig. 7: Eastward deviation comparison.

Fig. 8: Northward deviation comparison.

Fig. 9: Distribution of eastward error.

Fig. 10: Distribution of northward error.

5. Conclusions

Particle filtering (PF) is sequential Monte Carlo methods based on the particle representation of probability density. It can be applied to nonlinear/non-Gaussian system and generalizes Kalman filtering. One of the main disadvantages of PF is the particle impoverishment problem, which is caused directly by the resampling process of the algorithm. We propose a BBO optimization algorithm to weight the likelihood and the prior for balancing the contribution of prior and likelihood to the posterior estimation. Our experimental results show that the BBO-PF algorithm can effectively improve the location accuracy of UGVs. In addition, due to
the inherent characteristics of BBO algorithm, its efficiency is higher than other intelligent optimization algorithms such as PSO in solving high-dimensional optimization problems, which has provided a guarantee for real-time application of BBO-PF.
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