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Abstract - The transition to the new generation power grid, or “smart grid”, requires novel ways of using and analyzing data collected from the grid infrastructure. Fundamental functionalities like demand response (DR), that the smart grid needs, rely heavily on the ability of the energy providers and distributors to forecast the load behavior of appliances under different DR strategies. This paper presents a new model of aggregated water heater load, based on dynamic Bayesian networks (DBNs). The model has been validated against simulated data from an open source distribution simulation software (GridLAB-D). The results presented in this paper demonstrate that the DBN model accurately tracks the load profile curves of aggregated water heaters under different testing scenarios.
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1 Introduction

New advances in power and energy technologies have recently accentuated the need for revision of the current power grid operation to ensure reliability and performance. The next generation power grid, known as the “smart grid”, provides a new framework that includes the new technology deployments and addresses the issues of system state uncertainty and deregulation [1]. Demand response (DR), distributed generation (DG) and distributed energy storage (DES) are basic strategies applied during the smart grid operation. They formulate a new power grid paradigm that incorporates distributed architecture instead of the traditional centralized one, as well as dynamic response to real time changes of the power grid state. The organizations and corporations involved in the power generation, transmission and distribution will be required to have the necessary analysis and planning tools for a successful transition to smart grid operation.

The demand response feature is enabled by allowing devices and appliances to modulate their operation in response to an event causing a change of state of the voltage and frequency of the grid, energy prices, or a number of other factors. The Federal Energy Regulatory Commission (FERC) in [2] specifies different types of DR programs including dynamic pricing without enabling technology, dynamic pricing with enabling technology, direct load control and interruptive tariffs. A simple overview of DR strategies can be found in [3]. Multiple utility companies have expressed interest in assessing the impact that DR can have to their operations. Results of DR studies using empirical data are presented in [4] and [5]. The dynamic behaviour of the smart grid stems from the new perception of the grid as a network with real-time communication of its components. The DR strategies support the required network response flexibility, however it is essential that their application preserves and enhances the grid reliability. Reliability studies under DR operation [6] and [7] have used the DC Optimal Power Flow (OPF) model to access the impact of DR programs. A general impact of DR, DES and the penetration of renewable energy resources to the smart grid reliability is analysed in [8].

There is a prominent need for analysis tools that can be used by utilities and other power grid management participants, to forecast the DR effect on the power grid operation. Load forecasting is an important component of this analysis, where load is the power sink of an appliance or device. There are different types of load forecasting, depending on the time horizon of the forecast. There have been certain critical factors determined that affect such forecasts [9]. The forecasting methodologies range from statistical methods, like regression and time series analysis, to artificial intelligence and data mining methods, like neural networks, fuzzy logic and support vector machines. Efforts have been recently made for analytical modelling of aggregated loads [10]-[12].

This paper presents a novel approach of forecasting aggregated end-use water heater load in residential areas. This approach entails a Dynamic Bayesian Network (DBN) for modelling of the aggregated load behaviour. The developed model successfully and accurately emulates the behaviour of the aggregated water heater load due to two factors. First, the DBN structure enables modelling of the dynamic physical system behaviour. Second, end-use load information data have been used for training of the network. Currently the DBN has been trained and tested using simulated data produced by simulation software (GridLAB-D). This DBN model can provide the basis for an accurate and flexible tool that is deployed for the analysis of DR strategies. It is easier and faster to use compared to
GridLAB-D and also provides a larger degree of flexibility since it can be retrained using different data sets.

This paper is organized as follows. In Section 2, an overview of the DBN principles of operation and application examples are given. Section 2 also includes a brief description of the software which was used to generate the training and testing data for the DBN analysed in this paper. In Section 3, a detailed description of the DBN model, as applied to the problem of water heater load aggregation, is given. The results illustrating the performance of the DBN model can be found in Section 4. Finally, Section 5 includes the conclusions of this research and future work.

2 Dynamic Bayesian network principles

Bayesian networks are a widely used machine learning methodology with diverse areas of application like medical diagnosis, sensor modeling and reliability analysis [13]. Studies of dynamic Bayesian networks are relatively more recent and aim in modeling a constantly changing system. In this section, a description of the basic structure and principles of operation of DBNs is presented. Additionally, the simulation software that provided the training and testing data is described.

2.1 Dynamic Bayesian networks

A Bayesian network (BN) or belief network is a probabilistic graphical model. In a BN, nodes represent random variables and directed arcs represent conditional dependencies. Every random variable has an associated conditional probability table which contains the probabilities of the variable being assigned to specific values or states based on the values of parent variables. These probabilities are commonly derived from collected data or prior knowledge. Once a BN has been constructed, the values of certain variables can be set based on evidence or observations. The posterior probabilities of the query variables can then be computed given the set of evidence variables as knowledge. Inferencing refers to the propagation of the evidence through the network followed by computation of the updated probabilities of the query variables.

For temporal analysis, a dynamic Bayesian network may be used to model the stochastic evolution of a set of variables over time. In a DBN, discrete time is introduced and conditional distributions are related to parent variable values of the previous time point. Since current events cause future events, but not vice-versa, directed arcs always flow forward in one direction in a DBN. For many applications, the graphical representation of a DBN often takes the form of a first-order Markov or hidden Markov model. DBNs have been used in a variety of applications in areas such as speech recognition [14], distributed sensor networks [15], and computational biology [16].

In developing a BN or DBN model, domain expertise is invaluable in a number of modeling steps. First and foremost, the structure of the BN in terms of the variables and conditional dependencies rely heavily on expert input. The structure of a BN should resemble the logical or physical topology of the system or process that it is modeling. BN structure learning algorithms including score- and-search-based and constraint-based methods are also available to automatically generate BN structures from training data, but it has been found that such algorithms are most effective in verifying a manually-constructed BN rather than constructing a BN from scratch. Expert input is also important in defining variable states, as they should represent the specific conditions of logical or physical entities in the BN. With respect to the conditional probability tables, we have found that BN parameter learning algorithms such as maximum likelihood estimation and expectation-maximization are mostly effective in learning probabilities. After parameter learning, however, we typically have experts verify that the learned probabilities appear reasonable.

2.2 GridLAB-D simulation

The DBN training and testing data were produced by the simulation software, GridLAB-D. GridLAB-D is an agent-based, open-source, power grid simulation tool developed at Pacific Northwest National Laboratory (PNNL) for the Department of Energy (DOE) to simulate the complexities of the smart grid from the substation to the end-use load [17]. This allows users to develop models to simulate the behaviors of individual end-use loads and their interactions with the power system, including voltage effects, weather dependencies, control functions, consumer demand and a number of other inputs which affect the behavior of the end-use loads.

To simulate the behavior of a water heater, a multi-state load model is available [18], [19]. This model uses multiple states and state transition rules to describe the power demand at any given time in the simulation [20]. The physical processes within the water heater, such as thermostat set point, water temperature, consumer hot water usage, and thermodynamic heat flow equations are described by state models. These are combined to create a simulation which can simulate the power demand of thousands of individual water heater “agents”, each with individualized characteristics and parameters. While this is highly advantageous for studying the effects of a thermostat setback or direct load control program on consumers, as the drop in water temperature can be tracked on an individual level, the simulations can be time- and labor-intensive.

3 Aggregated model

This section discusses how dynamic Bayesian networks, discussed in Section 2.1, can be used to model the aggregated behavior of water heaters with regards to power
consumption. First the dynamic Bayesian network model is presented, followed by a demonstration of its use for aggregated water heater end-use load forecasting.

3.1 Dynamic Bayesian network model

The structure of the dynamic Bayesian network model developed for this research is based on expert opinion. The expert opinion was used to define the relationships between a set of variables that influence the load energy consumption due to water heater operation in residential areas. These variables represent time, weather and appliance specific factors. It has been indicated by the GridLAB-D simulation that these factors are the most influential for the water heater load consumption and similar facts regarding most influential factors were pointed out in [9]. Specifically, the variables used to build the DBN are time of day (ToD), season, outside air temperature, solar radiation, water heater efficiency, water heater temperature set point, hot water usage and load consumption. The dynamic behavior of the DBN is established by using two time slices in the network structure as shown in Fig. 1. The data are extracted at 5-minute intervals from GridLAB-D, therefore the two-time slice DBN has the ability to capture the dynamic behavior of the simulation at a minimum temporal resolution of 5 minutes.

The variable relationships of the DBN model described above can be easily explained and make intuitive sense. First, regarding the time factors, it has been observed that during specific times of the day the water heater load power demand is greater. For example, the average person tends to use the shower in the morning hours, resulting in higher water usage and therefore higher water heater energy consumption at that time compared to the consumption at noon. The time of day also naturally relates to the variations observed in the outside air temperature and solar radiation. Seasonality also has an effect on the power demand since during the winter months, for example, if a water heater is located in unconditioned garage, then the lower air temperature leads to greater thermal energy loss across the insulation jacket, resulting in greater energy consumption. Seasonality also naturally relates to the variations observed in the outside air temperature and solar radiation. Finally, the appliance related variables, like water heater efficiency and thermostat set point have an intuitive relation to the load power demand. Lower efficiency water heaters will lose more heat into the ambient air, and over time consume more energy to maintain the temperature of the water as compared to a more efficient water heater. Also, the higher the thermostat set point, the more energy is consumed to maintain the temperature of the water due to the greater temperature gradient across the insulation jacket.

The network variables that relate to the first time slice are denoted with the numeric 1 of the node name, while the ones that relate to the second time slice with the numeric 2 of the node name, as shown in Fig. 1. The water heater efficiency and thermostat set point variables only appear in the first time slice, since they remain constant over time, during steady state operation. The time of day variable, belonging to the first time slice, has been observed to have an impact on the variables of the second time slice. This relationship is modeled by adding the appropriate arcs on the network as shown in Fig. 1.

3.2 Model usage example

Determining and validating a network structure that models aggregated water heater load behavior with adequate accuracy is not a trivial task. Multiple training and testing scenarios have been considered for the evaluation of the DBN model. However, once the model has been established, it provides the user with a very flexible tool for analysis and planning.

An example of its use is demonstrated in Fig. 1. The nodes of the trained network that are circled with a solid contour are the nodes to which evidences are set. The node circled with a dotted contour is the query node. In this example, the DBN querying process is used to determine the load demand, given the time of day, season, outside temperature, solar radiation, thermostat set point, efficiency and hot water usage. The querying node for the load is at the second time slice, while the evidence nodes are at the first time slice. This captures the notion that the distribution of a variable at a present time can be queried based on the values or distributions of variables at a time in the past.

Another example of using this DBN is presented in Fig. 2, in which case information related to the hot water usage needs to be derived. The nodes where evidence is set (circled with a solid contour) are time of day, season, outside temperature, solar radiation, thermostat set point, efficiency and load of the first time slice. The querying node is the hot water usage in the second time slice. In this example, similar to the aforementioned example, the evidences can be set in the form of a distribution if there is not enough information about the actual value. Also, the querying result provides the user with a distribution which is useful in accounting for forecasting errors. These two examples demonstrate the flexibility of usage that the trained DBN provides.

4 Results

In this section a description of the training and testing data is presented. The testing results of the trained DBN are compared to the simulated data under different scenarios of the water heater operation. Two different forecasting methods, soft and hard forecasting are considered based on the resulting probability distribution of the query node.
Fig. 1. Two-time slice Dynamic Bayesian Network model of aggregated water heater load. Example 1, querying load node circled with a dotted contour, using evidence information of nodes circled with solid contours.

Fig. 2. Two-time slice Dynamic Bayesian Network model of aggregated water heater load. Example 2, querying water usage node circled with a dotted contour, using evidence information of nodes circled with solid contours.
4.1 Simulation data: DBN training and testing

The GridLAB-D simulation environment was used to produce the training and testing data. The simulation was of a residential neighborhood of 1000 houses. Each house had a Heating, Ventilation and Air Conditioning (HVAC) system simulated such that the inside house temperature was maintained at a reasonable level. Other characteristics, such as end-use load usage, cooling and heating set points, and thermal insulation were randomly varied across the population of homes to create a distribution of home parameters and characteristics representative of “real” building stock.

The training data were produced by running the simulation for the winter season, from December to March approximately, excluding a week in February whose data would be used for the testing dataset. This training range of data has been empirically proven to provide adequate training for the DBN. The DBN was trained using different training scenarios with the thermostat set point, efficiency and hot water usage varying between the scenarios. The water heater set point range considered was 110 to 135 °F. The water heater efficiency was set to low, medium or high, used to represent the relative amount of insulation around the thermal jacket of the water heater. Schedules (ToD) for the hot water usage were created from End-Use Load and Consumer Assessment Program (ELCAP) residential load data, while incorporating Energy Information Administration (EIA) website data on average hot water consumption in the U.S. [21],[22]. The hot water usage was set to either low or high, affecting the relative magnitude of the water flows, and was used to represent residences with low-flow rate fixtures versus older, high-flow fixtures. The simulation used a typical meteorological year (TMY) weather file that provides the outside air temperature and solar radiation information [23]. The load demand ranged from 0 to 1400 kW, approximately, between different scenarios and Time of Day.

It is a well-known fact that the discretization of the variables has a big impact on the accuracy of the querying results of the DBN [24]. The discretization method was decided based on expert opinion and experimentation with the DBN. The expert’s opinion helped identify the variables with the highest sensitivity and those variables were discretized at a finer resolution. For example, the time of day is a variable with high sensitivity so it was discretized at an hourly basis. The load power demand is also an influential variable so it was uniformly discretized every 100kW. The hot water usage variable discretization is coarse, since it was only set to high or low, even if it is a highly sensitive variable. The reason for this discrepancy is that real world data do not usually contain hot water usage information with high accuracy. Future implementation of this work will involve training and testing with real world data. It is therefore appropriate to keep in consideration the realistic availability of data for a smooth transition to the real world application.

4.2 Results

The DBN was tested using GridLAB-D simulated data for a week in February that were not included in the training set. The testing of the DBN accuracy was performed by querying the load variable of the second time slice, similarly to the first example presented in Section 3.2. This example is a good indication of how a utility company would use this tool to do end-use load forecasting of an aggregated water heater load. The query results over the time period of a day, in comparison to the actual simulated data, are plotted in Fig. 3-6. The results presented in Fig. 3 correspond to a high hot water usage case and low efficiency, while the results presented in Fig. 4 correspond to low hot water usage and high efficiency. In both cases the water heater set point is set to 115 °F. Equivalently, the results in Fig. 5 and Fig. 6 present the same comparison of high water usage/low efficiency versus low water usage/high efficiency, but with the water heater set point at 130 °F. The GridLAB-D hourly average load demand data are compared to a hard and soft load demand forecasting. The hard forecasted data are obtained by selecting the load variable value that was assigned the highest probability of occurrence by the querying process. The soft forecasted data are obtained by evaluating an average of the possible load demand values weighted by their assigned probabilities.

![Fig. 3. Simulated vs. forecasted hourly averaged daily load profile curves. Simulation parameters: winter season, 115 °F set point, low efficiency, high water usage.](image-url)
In Fig. 3 the load demand is much higher at any time in the day compared to Fig. 4, since the simulated testing data are that of a neighborhood having low efficiency water heaters and high hot water usage. Equivalently, the same statement can be made when comparing the load demand profile presented in Fig. 5 versus Fig. 6. As demonstrated by the results, the load demand additionally depends on the water heater set point. A higher set point results in higher load energy consumption as shown by comparing Fig. 3 and Fig. 5.

Both hard and soft forecasting accurately track the GridLAB-D load profile curve. It can be observed that the soft forecasting tracks the load curve variations slightly better than the hard forecasting. The average forecasting error is approximately in the order of 50kW. These results demonstrate that the DBN has been trained adequately for load forecasting of different simulated test scenarios.

5 Conclusions and future work

It has been shown that DBNs can be successfully used to model the aggregated water heater load demand, tracking the simulated data load profile curve closely. Therefore, this research provides a first indication that DBNs constitute a powerful modeling tool as applied in the area of power engineering and the smart grid. It provides the flexibility needed for energy consumption analysis and could potentially be used for the assessment of the impact of DR programs on the grid operation. It can be used to ingest a high volume of data for training under different scenarios of operation without having to modify its structure. The DBN modeling approach’s main advantage over other machine learning and data mining methodologies is that it models the physical relationship between the actual system variables. The authors are now working on applying the model presented in this paper to real world data. It is expected the new results will
demonstrate the value of applying DBNs for load forecasting even further.
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