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Abstract - Microarray analysis are becoming a powerful words, even though thousands of genes are usually
tool for clinical diagnosis, as they have the pé@nto  investigated, only a very small number of theseegen
discover gene expression patterns that are charati®  show a correlation with the phenotype in questidrus, in
for a particular disease. This problem has receivedorder to analyze gene expression profiles correfahture
increased attention in the context of cancer reskear selection (also called gene selection) is crucal the
especially in tumor classification. Various featsedection  classification process. Methods used for data rémhycor
methods and classifier design strategies also Hasen  more specifically for feature selection in the @otof
used and compared. Feature selection is an impbpagr  microarray data analysis, can be classified into tajor
processing method for any classification proceste@ing  groups: filter and wrapper model approaches [28].
a useful gene subset as a classifier not only desa® the In the filter model approach a filtering pess
computational time and cost, but also increasegprecedes the actual classification process. Fdr &sature
classification accuracy. In this study, we applitte a weight value is calculated, and features withtelbet
correlation-based feature selection method (CFSjiciv  weight values are chosen to represent the origiatd set.
evaluates a subset of features by consideringrtthi@idual However, the filter approach does not account for
predictive ability of each feature along with thegdee of interactions between features. The wrapper model
redundancy between them as a filter approach, &neet approach depends on feature addition or deletion to
wrappers (J48, Random Forest and Random Trees) toompose subset features, and uses evaluationdanetth
implement feature selection; selected gene subsete a learning algorithm to estimate the subset featuréis
used to evaluate the performance of classificationkind of approach is similar to an optimalgorithm that
Experimental results show that by employing theppsed  searches
method fewer gene subsets are need to be selemted for optimal results in a dimension space. The weapp
achieve better classification accuracy. approach usually conducts a subset search witbgtimal
algorithm, and then a classification algorithm &ed to
Key Words: Microarrays, Hybrid Method, Filter Method, evaluate the subset.
Wrapper Method, Correlation Based Feature Selection Several machine learning algorithms haveaaly
been applied to classifying tumors using microamlaya.
: Voting machines and self-organising maps (SOM) were
1 Introduction used to analyse acute leukemia [10]. Support vector
DNA microarray technology allows simukmus machines (SVMs) were applied to multi-class cancer
monitoring and measuring of thousands of gene sspe  diagnosis by [21]. Hierarchical clustering was used
activation levels in a single experiment. This walbgy is  analyse colon tumor [1]. The best classificatiosuits are
currently used in medical diagnosis and gene aisalys reported by Li et al.[17] and Antonov et al. [2]i &t al
Many microarray research projects focus on clusgeri [17]. employed a rule discovery method and Antomov
analysis and classification accuracy. In clusteeinglysis, al.[2] =~ maximal  margin  linear  programming
the purpose of clustering is to analyze the geneps that (MAMA).Given the nature of cancer microarray data,
show a correlated pattern of the gene expressi(ﬂ]ajﬂaj which usually consists of a few hundred samplesh wit
provide insight into gene interactions and function thousands of genes as features, the analysis hde to
Research on classification accuracy is aimed adipgian ~ carried out carefully. Work in such a high dimemsib
efficient model for predicting the class membership space is extremely difficult if not impossible. One
data, produce a correct label on training data, gredict  straightforward approach to select relevant gesethé
the label for any unknown data correctly. application of standard parametric tests such ag-tast
Typically, gene expression data possess &h hid24][25] and a nonparametric test such as the Wdoo
dimension and a small sample size, which makeingpest score test[24][3]. Wilks’s Lambda score was projlobg
and training of general classification methodsidift. In  [13] to access the discriminatory power of indiatiu
general, only a relatively small number of generesgion  genes. A new procedure [2] was designed to detecipg
data out of the total number of genes investigateslvs a  of genes that are strongly associated with a paaic
significant correlation with a certain phenotypa.dther  cancer type.



In this paper we have applied two general appraachesubset selection can be seen as a search throeigipdice
of feature subset selection, more specifically,ppex and of feature subsets. One major problenfilbérs that score
filter approaches and then created a new modekcall individual features is the selection of a threshojdwhich
hybrid model by combining the characteristicstaf two  to discardfeatures Although all the features will be given
specified models for gene selection. We comparedjéime a score by the filter algorithm, it is not clearwhdo
selection performance of the filter model, wrappeydel determine the optimal threshold for the data. Oswristic
and hybrid model. Wrappers and filters differ inahthey  approach (the so called - 1 rule) in microarray cancer
evaluate feature subsets. Filter approaches remowanalysis chooses the top — 1 genes to start the
irrelevant features according to general charasttesi of  analysis[16].Golub et al. [11khose 50 genes most closely
the data. Wrapper approaches, by contrast, appbhim@a  correlated with leukemia subtypes. Neverthelessking
learning algorithms to feature subsets and useserosgenes by filters does present an overall picturethef
validation to evaluate the score of feature subddtsst  microarray data.
methods of gene selection for microarray data amaly In generalfilters are much faster thawrappers[31].
focus on filter approaches, although there are & fe However, as far as the final classification accurés
publications on applying wrapper approaches[14]] [29 concernedwrappersnormally provide better results. The
[28]. Nevertheless, in theory, wrappers should j®v general argument is that the classifier that velldwilt
more accurate classification results than filtedb][ from the feature subset should provide a bettémagt of
Wrappers use classifiers to estimate the usefulmdss accuracy than a separate measure that may havdisetye
feature subsets. The use of “tailor-made” featwlessts different classification bias. The main disadvaptaof
should provide a better classification accuracy floe  wrapper approaches is that during the feature selection
corresponding classifiers, since the features atected process, the classifier must be repeatedly catiexValuate
according to their contribution to the classifioati a subset. For some computationally expensive dlgos
accuracy of the classifiers. The disadvantage @& thsuch as SVMs or artificial neural networks, wragpean
wrapper approach is its computational requiremenérw be impractical.
combined with sophisticated algorithms such as sripp
vector machines. _ 2.2  The choice of filter algorithms and

As a filter approach, correlation-based tdea .
selection (CFS) was proposed bjll[12]. The rationale classifiers
behln_d this algorlthm_ is “a good feature_ subsatrie that 221 Correlation-based feature selection
contains features highly correlated with the clagst S
uncorrelated with each other.” It has been shownlai ~CFS evaluates a subset of features by considetiag t
[12] that CFS gave comparable results to the wrapper arigdividual predictive ability of each feature alongth the
executes many times faster. degree of redundancy between them [12].

To evaluate and compare the proposed method to e krce

other feature selection methods, we used two dieation e e == = L
algorithm namely, the K-nearest neighbour (KNN) and . o
Support Vector Machine (SVM) to evaluate the seléct where CF& is the score of a feature subSatontainingk
features, and to establish the influence on claasibn  features, rcf is the average feature to class correlation (f
accuracy. The results indicate that in terms ofrthmber €95), and rff is the average feature to feature correlation.
of genes that need to be selected and classificatiolhe distinction between normal filter algorithmsda@FS
accuracy of the proposed method is superior to rothds that while normal filters provide scores for ledeature
methods in the literature. The rest of this paparganised independently, CFS presents a heuristic “merit” aof
as follows. We begin with a brief overview introshug the ~ feature subset and reports the best subset it finds
methods presented in Section 2. The experimental
framework and settings are described in SectidBe8tion 222 Support Vector Machines (SVYMs)
4 consists of the results and a theoretical disonss

) . ! SVMs are
thereof. Finally, the conclusion and future work is
presented in Section 5.

relatively new types of classification
algorithms. An SVM expects a training data set with
positive and negative classes as an input (i.einaryp
labelled training data set). It then creates a di@ci
2 Related Methods boundary (the maximal-margin separating boundary)
2.1 Feature subset selection between the two classes and selects the most ntleva
_ _ ) ) examples involved in the decision process (the adled
~We now define the basic notions used in the papegypport vectors). The construction of the lineauriztary is
Given a microarray cancer data §&twhich containsn  giways possible as long as the data is linearlarsege. If
samples from different cancer types or subtypeshaxe s js not the case, SVMs can use kernels, whiokiige a

to build a mathematical model which can map thepesn  nonlinear mapping to a higher dimensional featyrece.
to their classes. Each sample Inagenes as its features. The dot product has the following formula:

The assumption here is that not all genes measweal ’ d

microarray are related to cancer classificatiorm&agenes K {x, .J") - ("C i e l) (2)

are irrelevant and some are redundant from the imach wherex andy are the vectors of the gene expression data.
learning point of view. It is well-known that theclusion  The parameted is an integer which decides the rough

of irrelevant and redundant information may harmshape of a separator. In the case whkieequals to 1, a
performance of some machine learning algorithmatue



linear classification algorithm is generated, amdhie case
whered is more than 1, a nonlinear classification alganith
is generated. In this paper, whdnis equals to 1, it is
called the SVM dot product, whethis equals to 2, it is

is an algorithm used to generate a decision tree.
Developed by J. Ross Quinlan [21], ID3 is basedhmn
Concept Learning System (CLS) algorithm [19].

J48 is an improved version of ID3 algarithit

called the SVM quadratic dot product and widda equals
to 3, it is called the SVM cubic dot product. Thresial
basis kernel is as follows,

|7.)_,v| ] (3)

K (x, }J) — exp[ oo

contains several improvements, including: choosamg
appropriate attribute selection measure, handliamihg
data with missing attribute values, handling atités with
differing costs, and handling continuous attribuf2s].
Random forest is another classifier that consistsany
decision trees. It outputs the class that is theenaf the

wherec is the median of the Euclidean distances betweerflasses output by individual trees [6][8].
the members and non-members of the class. The main

advantages of SVMs are that they are robust tdeositl
converge quickly, and find the optimal decision hdary
if the data is separable [7]. Another advantagthas the

3 Experimental procedure

The experiments were performed with the Weka

input space can be mapped into an arbitrary higinachine learning package [26].We used the following
dimensional working space where the linear decisiorihree general strategies to identify predictivefess.

boundary can be drawn. This mapping allows for &igh

order interactions between the examples and canfiald

correlations between examples. SVMs are also ver

flexible as they allow for a big variety of kerrfehctions.
Sequential minimal optimization (SMO) [2G§ used in

this paper to train an SVM. SVMs have been shown t
work well for high dimensionaicroarray data sets [10].

However, due to the high computational cost itas very

3.1 Selecting genesusing CFS

\é) Choose a search algorithm.

b) Perform the search, keeping track of the bebbteiu
gncountered according to CFS.

¢) Output the best subset encountered.

practical to use the wrapper method to select géoes -2 Selecting genesusing awrapper method
SVMs, as will be shown in our experimental results a) Choose a machine learning algorithm to evaltage

section.

2.2.3 k-nearest Neighbour

score of a feature subset.
b) Choose a search algorithm.
c) Perform the search, keeping track of the bebtetu

Thek-nn classification algorithm is a simple algorithm €ncountered.

based on a distance metric between the testinglearapd
the training samples. The main idea of the metkpdiven
a testing samplg, and a set of training tupldscontaining

d) Output the best subset encountered.
The search algorithm we used was best-first with
forward selection, which starts with the empty&fegenes.

pairs in the form oft{, ci) whereti's are the expression In this paper we report accuracy estimates forstfiass

values of gené andci is the class label of geneFind k

training sample with the most similar expressiofusa

built from the best subset found during the sea@@hce
the best subset has been determined, then a ®Eassif

betweert ands, according to a distance measure. The clas§valuates the performance of the subset selected.

label with the highest votes among thiaining sample is
assigned tcs. The main advantage d&fnn is it has the

ability to model very complex target functions by a

collection of less complex approximations. It issydo

program and understand. No training or optimizatisn

required for this algorithm. It is robust to noitaining
data.

224
Trees

Decision Trees- J48, Random Forest, Random

In decision tree structures, leaves
features that lead to those classifications. Thare
advantages with decision tree algorithms: theyeasily
converted to a set of production rules, they cassify
both categorical and numerical data, and thereiseed
to have a priori assumptions about the nature efdtta.
However multiple output attributes are not allowied
decision tree and algorithms are unstable. Slighiations
in the training data can result it different attrid
selections at each choice point within the trees &ffect

can be significant since attribute choices affetit a

descendent sub-trees [27]. ID3 (lterative Dichot@Emi3)

represe
classifications and branches represent conjunctiohs

4 TheProposed Hybrid Method

In this study, we hybrid the filter and wrappeodel
methods to select feature genes in microarrays, used
two different classification algorithms to evaluatke
performance of the proposed method[18]. Figure diatie
the process of the hybrid filter and wrapper mddature
selection method.

For example, let a microarray data set hE¥ayene
numbers( 10 feature numbers which can be represented by
n%l f2 £3 14 f5 f6 f7 18 f9 f10). If only 5 genesf{, 12, f4, f7
andfl0) conform to the CFS selection, only these 5 gene
(f1 f2 f4 f7 f10) are used for the wrapper procedure to
implement the selection process. However, whemguisie
filter model selection, the feature number coulddauced
dramatically. In order to remove more effectively
unwanted features, we used wrappers namely, J48,
Random Forest and Random Trees after the initial f
model selection to select features again, and #pgied
KNN and SVM algorithm to measure the classification
performance.



experiments with 12533 gene expression levels.

/ Input data set / Classification occurs between Malignant Pleural
Mesothelioma (MPM) and Adenocarcinoma (ADCA) of
l' the lung. In tissue samples there are 31 MPM ardl 15
Calculate each gene score by filter ADCA.
model method and select fixed numb ers Note that in these datasets, the samples in eask ©
of genes generally small, and unevenly distributed. Thigyetiher
!’ with the large number of classes makes the claasidin

Selected gene subset by wrapp er
model methods

1 §

Obiain classification accuracy

task more complex. The original gene expression dat
continuous values. We pre-processed the data $ogese
has zero mean value and unit variance. We alsoetiizsed
the data into categorical data to reduce noise.

We discretized the observations of each gene
expression variable using the respectige (standard
deviation) and (mean) for this gene’s samples: any data
larger than pt+ o/2 were transformed to state 1; any data
between pt+ 6/2 and p- 6/2 were transformed to state O;
any data smaller than 4c/2 were transformed to state -1.
These three states correspond to the over expnessio
baseline, and under-expression of genes.

Termination
condition satisfied?

5.2 Parameter Settings

Figurel. Hybrid filter and wrapper model feature We used Weka, a well known comprehensivésébo
selection method for machine learning and data mining [4], as ourinma
experimental platform. We evaluated the performanice
5 Experimental Results and feature selection methods in Weka environment with
) classifiers, using 10-fold Cross Validation .
Comparison To evaluate the performance of the proposethoul,

In this section, we perform comprehensivethe selected feature subsets were evaluated bydkcfoss

experiments to compare the CFS-J48, CFS—Randonsﬂ:ore\f’;gdgtézg \(/lgl_ifc(i);?i)o;mwlg\lslzt?(njlg\i/r\Mth(i:slasstsL:gsrs. FK-

and CFS-Random Tree selection algorithm with CR8&rfi During K-fold cross-validation, the data was sefta
algorithm and the wrapper algorithms (J48, Randone$t into 10 parts 1, D2 , K, D10}, and training and testing

and Random Tree) on three different datasets using . ;
different classifiers SYM and KNN. was carried out a total of 10 times. When any part, n

. e =1, 2, K, 10 is processed as a test set, the Stparts will
5.1 Datasets description and pre-processing be training sets. Following 10 times of trainingldasting,

To evaluate the usefulness of the CFS-J48, CFSLO classification accuracies are produced, ancieeages
Random Forest and CFS-Random approaches, we carriefl these 10 accuracies are used as the clasoficati
out experiments on three datasets of gene expressi@ccuracy for the data set. We assumed that thenebta
profiles. The datasets and their characteristice arclassification accuracy is an adaptive functiorele.
summarized in Table 1. The data is taken from
http://sdmc.lit.org.sg/GEDatasets/Datasets.html 5.3 Resultsand Comparison
* The Colon tumor dataset consists of 62 microarray
experiments collected from colon-cancer patientsh wi :
2000 gene expression levels. Among them,40 tumo

biopsies are from tumors and 22 (normal) biopsies a = . - .
: using feature selection algorithms. The resultef10-fold
from healthy parts of the colons of the same p&ien CV accuracy for the two classifiers are shown bid.

* The Leukemia dataset consists of 72 microarrax After foat lecti th lected feat asb
experiments with 7129 gene expression levels. Tlagses er feature seleclion, the selected fealure <sbse
were evaluated using two common classification

for distinguishing: Acute Myeloid Leukemia (AML) dn algorithms SVM and KNN using 10-fold CV method,

Acute Lymphoblastlc Leukemia (ALL). The complete Table 2 and Table 3 show the accuracies achievettheoy
dataset contains 25 AML and 47 ALL samples. ) . \

, , filter (CFS with a best-first search), wrapper (JB&, RT
* The Lung cancer dataset involves 181 microarray using best-first search) and hybrid model (wrappethod

We started experiment by evaluating performance
ccuracies of both the classifiers, SVM and KNNtba
hree datasets using 10-fold Cross Validation (@ithout

Table 1. Cancer related human gene expression datasets

Dataset # of genes # of samples #of classes | # of positive samples | # of negative samples
Leukemia 7129 72 2 47(ALL) 25(AML)
Lung Cancer 12533 181 2 31(MPM) 150(ADCA)
Colon Cancer 2000 62 2 22 40




Table 2. KNN Accuracy performance of three microarray data setsfor the Filter, Wrapper and Hybrid feature
selection method.

KNN (Statnikov et al)[22] Filter Wrapper Hybrid
Dataset CFS J48 RF RT CFS+J48 | CFS+RF | CFS+RT
Colon 87.10 95.16 82.26 82.26 85.48 87.10 82.266
Leukemia 83.57 98.61 93.06 88.89 90.28 95.83 98.6/1 94.44
Lung Cancer 99.45 99.45 99.45 96.13 99.45 99.4% 98.43

Table 3. SVM Accuracy performance of three microarray data setsfor the Filter, Wrapper and Hybrid feature
selection method.

Filter Wrapper Hybrid SVM (NO FS)
Dataset CFs | 348 | RF | RT | CFs+J48 | CFs+RE | crserT | AkBdietal | Statnikov et
[23] al[22]
Colon Cancer | 75.48 | 87.10| 79.03 75.81  89.03 87.10 85.48 85.48
Leukemia | 87.22| 91.671 9583 9028 9583 97.20 93.06 98.61 5007.
Lung Cancer | 95.45| 99.45 97.4% 96.13 100 9924  98.34 87.67

and CFS in conjunction with a best-first searctgtdee  (a) when considering the design of diagnostic toolsneh
selection methods individually. In Table 2, the having a small set of probes is often desirable;

classification accuracy is evaluated by KNN andable 3 (b) to help understand the results from other gene

by SVM. _ selection approaches that return many genes, $o as
* The experimental results show that the accuracy of understand which ones of those genes have thestarge
microarray data which had feature selection impletet signal to noise ratio and could be used as suresgat
was better than without feature selection. Comggafilter for complex processes involving many correlated

and wrapper selection methods, the accuracy of the

i genes.
wrapper model was better than for the filter modet] the A best first search with forward direction, seachbe
number of selected feature was smaller for the peap space of attribute subsets by greedy

model than for the filter model which can be obsédrv
from Table 4.

* The J48, Random Forest (RF) and Random Tree (RT) Tabled. Number of feature sdlected for thethree

wrapper models differ from the filter model in thitis microarray datasets using Filter, Wrapper and Hybrid
dependent on a classifier and evaluates the comidrinef feature sdlection |Lnethod.

hilclimbing augmented with a backtracking facility.

feature subsets using 10-fold CV internally. Thepper _ Hybrid
model can identify interaction amongst all features Filter Wrapper
simultaneously. However, how many gene subsetsa

y. o Y gene sub a5 Dataset CFs | w8 | RF | RT | CFS | CFS | CPs
necessary to identify cancer categories is stifjuastion +J48 | +RF | RT
under debate [21]. Colon 26 3 4l 3 2 9 5

Cancer

» But filter selection does not reduce the number agf Leukemia 81 2 2 4 2 3 3
features very much; hence another method is ne&aled Lung 161 2 o o 2 2 2
reduce the number of features further. In ordesdtect Cancer

more effective feature subsets, we used wrapperetsod
namely, J48, Random Forest(RF) and Random Tree(R
algorithms after implementing the filter approach.

T‘Sable 5. 10-fold crossvalidation accuracy (%) with all
features

« Again, we can observed from Table 2 and Table 8 tha Dataset SVM Accuracy | KNN Accuracy
the proposed method effectively increases classiin L eukemia 68.06 80.56
accuracy and selects a smaller number of featureesst Lung Cancer 76.24 02.82
Durmg- the wrapper phase of the proposed method, W& lon Cancer 80.65 8226
have implemented the same wrapper model and thi

method returns very small sets of genes compared
alternative variable selection methods, while retej
predictive performance. Our method of gene seleatiil
not return sets of genes that are highly correjatedause
they are redundant. This method will be most usefaler
two scenarios:

T‘Phe experiment showed that the combination of dw@tis
tree wrapper model with a correlation based fittethod
achieves a better performance than CFS or singipper
model.

Compared to previous works, it should be cditet



without using feature selection Statnikov et al.Fgve

obtained 83.57% accuracy for Leukemia dataset usinglardin,

KNN classifier. Whereas, our result is 80.56% witho
using selection method, 98.61% using CFS filter,79%
average classification performance of all threeppeas
and 96.29%
method.

For multi class SVM with no feature selectighey
obtained 2.50% error in Leukemia data classificatmd
2.39% by Akadi et al.,[5]. On the other hand wiihay
SVM classifier the rate of error of our result sIGFS
was 2.72%, 7.41% average error of all three wrapped
4.67% average error of all three hybrid filter nwath. For
Colon dataset, our result obtained for hybrid fil@&FS-
J48, CFS-RF and CFS-RT were better than Akadi. §5pl
For Lung dataset, we obtained 100% result for J&pper
and CFS-J48 hybrid filter and almost 98% for resthe
methods. Whereas Akadi et al.,[5] obtained only68%
classification accuracy in their work.

We believe that our results will motivate mor
microarray practitioners to use wrappers and hyhsithg

average accuracy using proposed hybrig]

A. Statnikov, C.F. Aliferis, I. Tsamardinod).
S. Levy, “A comprehensive evaluation of
multicategory classification methods for microarggne
expression cancer diagnosis,” Bioinformatics, Val,
2005, No. 5, pp 631-643.

A. E. Akadi, A. Amine, A. E. Ouardighi,
D.Aboutajdine, , “Feature selection for Genomitadby
combining filter and wrapper approaches”, INFOCMP
Journal of computer science,2009, vol. 8, no. 428pg36.

[6] Breiman Leo, Cutler Adele,, “Random Forest”,
Machine Learning Conferenétaperfor ECE591Q,2010,
25 Apr.

[71 Brown, M. P. S., W. N. Grundy, D. Lin, N.
Cristianini, C. W. Sugnet, T. S. Furey, M. Ares, &md
D.Haussler., Knowledge-based Analysis of Microarra
Gene Expression Data by Using Support Vector
Machines,. Proc. Natl. Acad. Sci. USA.,1999, 972-267.

[8] Diaz-Uriarte R, Alvarez de Andres S,, “ Gene
selection and classification of microarray datangsi

[4]

CFS as their analysis tools. These machine learningandom forest’BMC Bioinformatics2006,7:3.

algorithms are implemented in WEKA, a publicly
available open-source software package. This sodtwan
be used both by experienced and novice users. WEA6A
been already applied in a number of bioinformasitalies
as reviewed elsewhere [9].

6 Conclusion

In this paper, we hybrid the filter and wpap model
methods for microarray classification to implemeamt
feature selection process, and then used KNN arid 8V
evaluate the classification performance. Experialent
results showed that the proposed method simplifiede

selection and the total number of parameters neede

effectively, thereby obtaining a higher -classifioat
accuracy compared to other feature selection msthidue
classification accuracy obtained by the proposethoue
was comparatively higher than other methods fothatte
test problems. In the future, the proposed metlaodassist
in further research where feature selection needbet
implemented. It can potentially be applied to peohs$ in
other areas as well.
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