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Abstract - A knowledgeable person, in old times, hasbeen  are some other crucial factors affecting it. Wipentable
regarded as a saint who knows everything without stepping  devices have become prevalent, in a short time gdoema
out of house. Current technologies provide us with the  specific, on-demand call for knowledge is a mandaktés
ability of acquiring knowledge as one saint did before.  brings the need for making newer knowledge disgpver
Today, overloading of information always results in the  methods developed, which will be quick, to-the-pand
quest for efficiently taking possession of useful information.  will require little effort from the user. Such arpectation
With the advent of pervasive computing, information  simply means that knowledge discovery process shioel
gathering is happening in real time. It has become possible  context-centric. It has been well-known that by
that a collaborative knowledge network is constructed by ~ monitoring and analyzing user behavior a detailedgnal
utilizing little resource, but accurate under a carefully  profile can be built, which however, often becorvesy
established environment. In this paper, we propose a new  general and devoid of contextual bearing. Thib@m is
architecture, knowledge advantage machine (KaM), that  overcome merging ontology and domain knowledge. A
helps people to construct a knowledge network. And we  user ontology is regarded as speculations on ciseap
would like to apply aterm, "call it once", into a novel type  relationships among user’s particular domain taxeyno

of knowledge discovery method. A typical User of KaM  To provide an on-demand information, this domain
machine covers only one particular domain. The Domain  taxonomy with information can be investigated legdio
information consists of a user defined ontology, a set of  providing one particular knowledge of a particuleser’'s
user collection of knowledge unit, we called them JANs,  particular interest. In this paper, we are propgsa new
and some necessary tools to facilitate the knowledge  architecture which is suitable for building ugp user
discovery process. The "call it once” modd transformsthe  context centric knowledge network. The architeztis
traditional knowledge discovery process to a few basic named as Knowledge Advantage Machine (KaM). The
simple steps (three steps). KaM is aimed in effectively helping people tofind
the right information with lesser effort. The pape
organized as follows. The section 2 narrates previ
research in this line. The section 3 focuses orctireept

of the KaM Machine and Vijjana model. The sectfoar

. is about the current approach in constructing a ceetext

1 Introduction centric mode. The section 5 concludes the work.

The internet has indeed changed the habiteople
searching of knowledge. We often talk on how Geayl 2 Related research
Facebook has changed our life. In reality however, In the last two decades, people have spent an
knowledge itself is not provided by search engin®sly a  onormous of time and effort in the science and

conso_lidated body of related information is prodde technologies of knowledge discovery. Gruber's 1928k
following a feyv key \{vorc_ls. AS a seque;l, too much [1] on the techniques of developing ontology hasobee a
uncategorized information is delivered, causingtags of  ¢|aqgjc research. It was demonstrated that ontatag be
time .and frustration in f|nd|ng'a typical set ofdwledge. treated as agreements on knowledge sharing leading
For instance, people, who intent to learngmmming reusable knowledge component and knowledge based
on smart phones, may expect a body of knowledggeices. In 1995 Chen and Ng [2] proposed two new

dit:‘ferentt:)from Ithose who are trying.to bu%/ a n'fmplda.d algorithms on knowledge discovery using weight dext
This obviously ~amounts to saying that knowledge ' \owledge relationships measuring similarities i

discovery is not some straight forward discipling®re  poveen. In 2005, the concept of semantic desktop
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emerged which illustrated the technology for pesason
workspace and semantics-enabled desktop [3]. 06,20

universities to collaborate on the same proposdl.oA
them spend a great amount of time in discussingraév

semantic desktop 2.0 discussed about how to organizinnovative ideas that utilize some theories abttthérom

personal user's resources relying on datdg4]. In
2008, people began to explore semantic web fromilenob
device perspectives [5]. In 1995, proposal [6] wesle to
build up profiles by monitoring user webpag
browsing history. Starting from 1999, techmguon
building personal profile started to categeriz
information with abstract structure. Proposalg¢oerate
user interest listing [7, 8], and methods of orgamy
information in to hierarchically evolving informati
evolved. Some
introduced. Based on user feedbacks Researchdm] [9,
tried to define what circumstances the user isaimj to
categorize the user interests in to concepts amohsfo
hierarchy. The use of Open Directory Project [BE]
source ontology, and using the traditional vectpace
modeling methodologies were delivered [12].

3 KaM concept and the Vijjana model

leads on context awareness weref this new idea.

biological phenomenology in the technology of commoy

All these phenomena appear in our daily life. Redess
from biological sciences summarize their findingsoia
formative theory system, which benefit distributed
computing in many areas, such as resource utbizatbad
balancing and also clustering. The innovative ideas
proposed by Jim are not new in biological scienbes,it

is an adventure in computing. So Jim spends some ti
with other professors in discussing the adventuraatsre

In this scenario, there is augrof
people involved. One is Jim and the other is higsvookers.
The knowledge units reside in Jim’s research ogtplis
not enough to solve the problem. So he communiceites
people within and outside his domain. When domain i
expanded into much more detailed areas, there nfight
some crossing area shared within the domains. Ween
define the ontology for these domains, the ontolsiggred
between them can be reasoned in both directiorsa e
discussion conducted between Jim and other prafesso

In this paper, we proposed our knowledge discoveryshould cover the resources referenced in the common
approach called the “Knowledge advantage Machine'ontology. From the KaM perspective, we can see fiteat
which focuses on binding ontology pattern from userdomain information is crucial for KaM. It coversetlfiirst

activities and discovering knowledge based on asetext.

and the second requirements of knowledge advantage.

“Knowledge advantage Machine" term is derived fromMeanwhile it calls for information which needs t@ b

“Mechanical advantage". The first two words, “Knedge
Advantage", is stressing the knowledge importahtehe
industrial era, the mechanical advantage helpeglpdo
promote productivity in utilizing different mechaal tools.
When time changed to the current era--the inforomadira,
the fast accelerating information processing powet
only forced people to learn more but also requedple
to alter unuseful information. The last word “mine

relates to architecture. KaM consists of many comepits
which work collaboratively. To address the contawiare
capacity, we would emphasize that our "KaM" shdugd
applied only on one domain at one time. Here is @

introduced the KaM.

1. One KaM should be defined within a particulamain,
enriching itself with domain information.

2. Within one domain, it can contain more than Ka#/.

3. One KaM should reside in only one domain, bain
interactively communicate with other KaM residing any
other domain.

4. Ontology information of one KaM constitutes tganf

ontology of the domain it resides in.

corrected and also targeted. The ontology inforomagind
agents provide the basis for satisfying the third
requirement. It should be effectively reaching teguired
information in a real time manner. The efficiency
requirement calls for all resources easy to disiisty and
categorize. Meanwhile this architecture should
applicable for all resources. Based on this featueebring
in the idea of JAN which is an abstract object dtirthe
general resources. It provides an abstract layevelthe
resources to achieve the uniqueness for diffeusets
share on the same resources. The JAN object israotesd
according to the IEEE LOM (learning object metajlata
standard. To better organizing JAN, we use the &Reso
Oriented Architecture (ROA) architecture as theouvese
infrastructure for the whole model. The ROA arctiitiee
not only allows us to neglect the issue causedebgurce
duplication, it also eliminates the issues causerebource
control. All operations supported in our ROA
implementation are stateless, which support ouribliged
architecture when the knowledge network data storag
expands in an exponential speed. Also the ROA resou

be

5. One KaM consists of at least one agent working o naming strategy provides us a more effective way in

knowledge residing in it.

Here is a scenario to illustrate the aforesaid KaMperspective,

architecture: The schedules for Jim on Tuesdayastiym
depending upon the research Jim carrying on. kMeitsg
one proposal for a certain science/technology fundHe
communicates with professors via email

consistency checking and resource organizatiormhkrser
they would leverage knowledge more
effectively, which demands that the KaM be awareissr
context. In our approach, we defined the context by
analyzing user ontology pattern. The user ontology

in otherconstruction process is relying on calculating knitly



between wuser's JAN and taxonomies
universal ontology. The foundation for this caldida is
based on the phrases extracted from both the sounee
developed our own key phrase extraction algorittime,

VKE algorithm [13] which combines the statistical
Once user

information and heuristic rules together.
ontology is constructed, we applied two methoddetect
the user context. First is the timeline model, adicy to
the distribution of user activities along the timel we
selected the taxonomy with the highest probabédgyuser
context. Second is to monitor user behavior anccigda

the transition model upon user's interest score. We
the conditional
probability of taxonomy, with which the user may be

predicted user's context based on

moving on.

3.1 Vijjana mode

Vijjana is the detailed implementation of Kaldncept.
It works for one domain with ontology informatiomch
facilitates with agents running on it on the puepas
acquiring knowledge. The vijjana model is defirzed

Vijjana-X ={J, T, R, dA, 0A, cA, VA, sA, rA, &},

where X = the Domain name;

J= the collection of knowledge units called Jans in
the Vijjana-X;

T = the Taxonomy used for classification of Jans

[ knowledge units ];

R=the domain Specific Relations;

da = the Discovery Agent which find relevant
Jans; = the Organizing Agent which
interlinks the Jans based on R;

ca = the Consistency / Completeness Agent;
v, = the Visualization Agent,

sa = the Search Agent,

ra = the Rating Agent,

Ca = the Collaboration Agent.

In the Vijjana model, the discovery agenf)(tielps
user to gain new knowledge units through perfornkay

refereed fronperspective or any global views and display them in

several structured format such as radial view. eBam all
of the above, we will present the KaM architectwi¢h

the Figure 1.
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Figure 1: KaM Architecture

4. Our Implementation

4.1 Implementation: The hierarchy
structure

Being different from other resources, knowkedg
usually is regarded as an abstract object. To iieterpret
that, people classify knowledge into different gatées,
which enrich knowledge unit with a hierarchy of
information. Some resource websites, like openctiiry
[11], already provides users a large amount of Kkadge
units with well classified ontology information néchy.
This Meta information is based on the assumption of
Resource-Oriented Architecture (ROA) [12] and also
addressing a simple resource retrieval problem.oAls
according to the Web 3.0 standard, knowledge umitia
type of information, should be retrieved with seti@n
relation, which to some extent, is extracted from
information hierarchy.

4.2  Construct: User knowledge abstraction
layer

The basic knowledge unit in the Vijana, JAMN,

feature extraction and comparison between universaébstracted from one of the text objects, like d

ontology. Organizing Agent {0 and Consistency Agent
(ca) are responsible for finding the right user taxogyao
place the knowledge unit. Visualization Agenta)(v
construct the knowledge network from a users peison

webpage, email and other information into a resathat
can be reusable in the ROA architecture. By théniiein of
LOM, it contains important fields such as, annatadi
references and also categories. These segmentathatfon



are helpful when dealing with knowledge alteration
recommendation. However this information should bet
identical from different user's perspective. Then@ations
should not be simply a key word list generated by \dijjana
Key phrase extraction (VKE) algorithm; the referesicare
also not a static list referencing other JANs; amareover,

4.3.1 Construct: User ontology

To construct user profile with ontology infaation, we
used the Open Directory Project (ODP) as our refad

ontology. The ODP is regarded as the largest taxgno

store for web directory. The taxonomies are orgathin

one JAN may be mapped to more than more categoriedlierarchy structure. In [12], authors concludedt thialy

Generally, a JAN is a representation of knowledgi¢ foom a

user. It contains meta information describing #gsaurce, a
conceptual meaning which is defined and adjustedthey
user. In another words, a JAN is only meaningfubwtit is

combined with user ontology information. So we neeHave
a user knowledge abstraction layer, which congi§t3ANSs,

and which are unique for different users

4.3 User profile based on ontology
Practically,
domains. For instance, Professor Jim smith (agétian 3)
has his domain in academic study. Besides thisJd®has
domains in personal life and others categoriese@am
the KaM definition, one KaM resides only in one dom
For a particular domain, it owns ontology whichide$ its
resource classification and relationship among thdare
the ontology information is not only the generalize
classification cited from universal ontology, alds
enriched with personal preference. Considering thiuser
profile augmented with user ontology is necessay.
typical user profile contains two parts. One is tiser's
preferences and the other is the user's behavies.riihe
prior part is mostly the user ontology, generalifesm
user's behavior history that records which web pige

the first three levels of the taxonomy as referenadl

promote the ontology hit accuracy. In Vijjana framoek,

we would also use the taxonomies in the first tHesels
as our concept set. For a taxonomy used in theetsaV
ontology, we will train it with a collection of daments.
For each trainable document, we preprocess it
stemming algorithm and extract phrases form it gigior
VKE algorithm. And then merge all key phrases iote
vector in which each key phrase is distinct. In MWE

algorithm, phrases are evaluated by its entropyevadtere

a user always crosses over multiplewe used the phrase entropy value as its weight.enAth

new JAN is brought into vision, its reference doemtn
also needs to go through the stemming processhankiety
phrase extraction process. Once we have thesedutorg,

by

new vectors are generated from JAN's document and
taxonomy vectors, and we need to apply the cosine

similarity method to determine which taxonomy theNJ
should reside in. Another issue of the methodtisoses
the user preference since its weight is same asrottee
taxonomy. Considering from user perspective, thavieed
of JAN should be verified by user to strengthenwiesv of
the user. Before we apply the cosine similaritgréhis a
normalization process to ensure the weight value
between 0 and 1. This step ensures that the fiosihe
value is between -1 to 1, where its absolute velaser to

user browsed or what document the user read. Fhem t 1 stands for a higher similarity. For each wordbisth

content of the information object, an agent canegalize
the classification and¢onverge them into user preferences.

When a new information object comes in, the i®
Vijjana framework will find a suitable category fdr to
reside in. This process is transformed into quetpsn
user's profile and the return result reflects tlagdegory
information. In Vijjana model, the T set definesesk

vectors, its weight wis calculated using following
formula:

T

'}l_"_r'—ﬁ

iy = y; H-'
V Lwi=0 i

(1)

concepts as taxonomies. For each JAN, its original The cosine similarity of vectors can be expressed a

resource content is extracted using VKE and a aiity
test is performed along all user taxonomies to rd@tes
which is the most matched concept. If there is oiocept
in, which requires the probability should be ovée t
threshold probability, then a consecutive similatist is

cosine(t;, jan;] = E Wig * Wip

performed on the universal ontology. Based on [15],where, w indicates the weight of term k appears in the
taxonomy i and y indicates the weight of term k appears

approximately 3,000 terms will cover all generahcepts
for a specific domain. A user, using finite taxonesncan
cover all domains he/she crosses over.

in the new JAN j. For term that doesn't appearithee

vector, the weight should be 0. The highest sintylar

taxonomy should be selected as part of user ongolog



4.3.2 User behavior model

Another part of user profile is the user's debr
model. For a finite number of taxonomy, we can tarts
finite
activities. From the top level ontology, the rulee more
generalized compared to detailed rules derived fthen
lower level. Also the next state in transition caso be
predicted using a statistical
instance, for a user who has a strong interegpants may
more likely to spend more time in reading sportsvie
rather than financial news after finishing his gaihores.
So the transition on switching from work to newsriere
likely to choose the sports news as the end st
behavior model is used in context awareness asalisi
order to evaluate the interest, we keep an inteseste
taxonomy hit number as its interest score.
taxonomy, the interest score is calculated with

N total_hit_number

I Where (3)

taronoriy _size

the k stands for the taxonomy i, and taxonomy size és th

number of JANs in this taxonomy. Using the Intesasire

we can construct the relationship between taxonsmie

This is explained in the following section.

4.4 Context awareness

As illustrated above, a user behavior mode¢hésbase
for the context awareness. To detect which contextuser
resides in, the basic method can fall into two gaties:
timeline and knowledge hits statistics. Before aiphg
our context awareness method, we need first todefhat
is a context. From its semantic meaning, a corgbgtld
stand for: where is the user. In the KaM concept, we can
define the context as the ontology the user resideso
that the context is defined with a main taxonomyttees
current state and sevemlb-taxonomy as thgossible next
state. Context = {Current, {Next}}.

441 Timeline context awar eness

In the Vijjana model, a JAN is contributed ttne user.
For each one, Vijjana records it with a timestanspita
submission time and revision time. On daily bafis,a
particular user, if in certain time period there @
distinguishable increase of JAN submission or fewigor
certain taxonomy, then we can mark this time pevidtth
this taxonomy and correspondingly pick it as usesistext
for this time slot.

rules to describe the transition between ruse

probability model. r Fo

Forheac

Using this method, one day is divided into two pds,
user active period and inactive period. The basie twnit
can be set as one hour. The inactive period is timts
without any user activity. In opposite, user hatvdies
during the active period. For a certain long enotigte
phase like one week or month, the user activity ban
categorized by these two periods. For the usemweacti
period, we can cluster the taxonomy if we alreadgwk
taxonomies the user owns. Based on the user assivir
taxonomies, we can calculate the probability fochea
taxonomy on time phases, Rti(hg), and then choose the
highest one as the user's context. We can seé&dhisthe
Figure 2

Timeline Model (One Day)
Current time frame

Al

The new JAN

is analyzed to

be added into

Al Or Data Mining

Document
or web page

Figure2: The TimeLine model

4.4.2 Interest Driven Context Awareness

Another context awareness model has concerrthe
taxonomy interest;l. For each concept, it has an interest
score calculated. For all concepts, statisticallgche
concept has factorial a value which is between emne

to stand to support for its hit probability.
1y
Bl = - (4]
te Z Ig i

By this interest score, we also can calculate the
probability of certain transition to happen, whiih a
conditional probability of user moving from one ¢d&omy
to another one, Pyl{{tyior). The taxonomy with the largest
probability stands for (more likely) user may beving on,
as the above example illustrated in user behaviodah
According to the conditional probability, we formed
priority queue which stores the possible taxonomae&ed
by their probabilities. The next state of contexselected
from this queue. Meanwhile happened transition will
update the interest score and consequentially apeht
Generally, for a small knowledge network with low



average hit number, the update operation wouldb®ot 4.5.2 Knowledge discovery: Community

costly. However when treating with knowledge netkyor

the update should be done only when reaching hit Since people in the same community share the same
percentage threshold, like 5%, which controls thelate  ontology, so we can use the collaborative filterii@f)

frequency. technique to recommend JANs to users. Recall & th
KaM model, in order to eliminate the problems for
professor Jim's knowlecge network organizing and consistence checking, we appliedRO&
' oy architecture which required all items should bequely
/" Teaghing | Dua Miing¥Daa Mg (57%) identified. For an original resource, it is absteacin to
Re(se"'{f/“ 3?5 _ JAN to add into user's knowledge network, which is
i unique in the whole knowledge network. So here atc
Py ol 'f@ eilol ) directly apply the CF technology upon the JANs. rEhare
/ two methods for solving this problem. First, also a
D rudimentary one- is to use the JAN's referencing th
-~ Docment original resource as item. The other is using keywo
or web page replace the JAN as the comparison item. For th&t fir
method, we can construct the user-item matrix, iictv
Figure3: Interest driven model item's value is the hit number of the JAN. Heris:it

4.5 Knowledge discovery process

in user;'s KN (5)

hitnumber; if item 1 appears
Ul =
0 Otherwise

One user, at any time context point, shoukldes in
only one context. As defined before, the contextvigtes

the current taxonomy and next possible set of taxoes. Once we have this matrix, we can use the satjus
For each user, his/her ontology shares part ofitiieersal  cosine similarity to compare two JANs. The JANshwit
ontology. By this feature, we can regard users whare  highest similarity should catch the user's eye. Har

the same ontology as a community. FoTstance, gecond method, we use the keyword to replace the S&
Professors doing research in computer science ghoukhe yser-item matrix is formed as in the following

share th_e ontology on computer science. FF” theexpression. Here the keyword stands for a set disJA
communities, all share the universal ontology. Taliso which use this keyword as index
leads to our knowledge discovery process into eetstep '

procedure. We call this procedure set@all'it once". The

discovery first happens locally in the user conteRen 1 if keyword i appears
expands to communities where the user resideseisdame Ul = in user;’s KN (6)
ontology, and then finally explores the universkdud. 0 Otherwise

The knowledge discovery can be initiated by a user
certain context, or by an agent during context chifitg.

No matter in which way it goes, it is performeddueries

upon taxonomy. A typical query is constituted byea of

phrases.

We calculated the similarity between the two keyago
and recommend were JANs indexed by the highest
similarity keyword for the user.

451 Knowledge discovery: Local 45.3 Knowledge discovery: Universal

The local search is confined in user taxonomies.
Within one taxonomy range, we can use phrase nmagchi
on taxonomy vocabulary. If it appears in the taxugo
vocabulary (keyword set), all JANs related to tkegword
are returned, ordered by its weight. Otherwise heed to
look up its synonyms and process the searchingeproe
again.

Since the second step of “call it once” hagpesmed on
community ontology which is also a part of the @ngal
one, the final step is to search along with ontploghich
the community ontology relates to. These relatigmshre
defined in the universal ontology and the seardrisady
out of user's context. So here the query is witlamyt user
preference. For each related ontology, we perforraed
local search on all its taxonomies and returned sJAbl a
compensation of result from local search and conityun
search. The overall discovery process can be viesdtie
Figure. 4
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Figure4: Thewhole discovery process

5 Concluson

In this paper, we discussed the knowledge oty
problem coming with the current enormity offormation
overhead we encounter in web searching. To addnéss
problem, we proposed the idea of the KaM, whica mew
architecture designed to help people to effectivetyieve

knowledge with ease and contextual support frontgpee

Inside the KaM, we created user ontology by usinug t

well defined user context awareness models, ona is

"timeline" model and the other is the "user intedssren”
model. And then, we applied a novel knowledge discp
approach: "Call it once" to retrieve any desiredwledge.

This approach transformed the discovery sequenues i

three basic steps: local, community and univer$ale
whole architecture is founded upon the ROA archite;
which ensured a high utilization of available rases.
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