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Abstract - Testing is an important process that can 
assure the quality and the correct functionality of the 
multi agent systems (MAS). Multiple testing methods in 
agent-oriented software engineering (AOSE) have been 
introduced in recent years. Although the quality of the 
system is dependent on the quality of the applied test 
method, very little attention has been paid to evaluating 
these testing methods. As a result, it is difficult to select a 
sufficient method for testing an agent-based system. 
Additionally, there are no means to determine what the 
advantages and drawbacks of each method are. This 
paper proposes a framework for evaluating and 
comparing the testing methods in AOSE. This framework 
addresses major divisions of a testing method. The 
framework is then used to evaluate some prominent 
testing methods, have been proposed so far. A subset of 
these testing methods, which cover more criteria in the 
proposed framework, is presented. 
 
Keywords: Agent-Oriented Software Engineering, 
Testing Methods, Evaluation Framework, Comparing the 
Test Methods. 
 

1 Introduction 
 
        Agent-Oriented Software Engineering (AOSE), is 
concerned with how to specify, design, implement, verify 
(including testing and debugging), and maintain agent 
systems [36]. The objective of AOSE is to efficiently and 
effectively develop high-quality agent-based software 
products. Nowadays, intelligent agent-based systems are 
applied to many domains including robotics, network 
security, traffic control, and ecommerce. Therefore, the 
owners and the operators of these systems need 
guarantees over quality and correct functionality of them 
[11]. This calls for suitable software engineering 
frameworks, including testing techniques, to provide 
high-quality software development processes and 
products [23].  
 
    During the last decade, many methodologies have been 
proposed for developing agent-based systems but current 
state of AOSE paradigm reports relative lack of industrial 
acceptance [1]. Furthermore, the application of these 
methodologies is still limited due to their lack of maturity 
and standardization. Testing is one of the most urgent 
activities that are often disregarded in most agent-
oriented methodologies [7]; mainly because they focus on 
analysis and design activities, and relegate the 

implementation and testing to the traditional techniques 
[20]. Software testing is one of the most important phases 
in software engineering, and plays a pivotal role in 
software quality assurance. 
 
    Under ideal situations, with minimal testing efforts, 
integration of reliable software agents should produce 
high-quality agent-based systems. In reality, however, 
many agent-based software characteristics, such as 
autonomy, pro-activity, mutual relationships of these 
agents and relationships with the environment impose 
great difficulties on achieving this goal and make 
traditional techniques inefficient. 
  
    To thoroughly understand the difficulties and key 
issues in testing and maintaining the agent-based 
software, and thereby to apply adequate methods, this 
paper focuses on the following questions: 
 

1. What are the key characteristics of agent-based 
systems that distinguish them from other systems 
(merely according to testing)? 

2. How can agent oriented software testing methods 
verify these characteristics? 

 
    In order to answer these questions, the testing issues 
are characterized by proposing a framework to evaluate 
the existing testing methods. We consider the methods 
employed by agent-oriented methodologies (there are 
also several methodologies that do not include testing in 
their process models [7]) and the methods that are not 
related to any specific methodology (e.g. [9]). Comparing 
prominent agent-oriented testing methods and evaluating 
their strengths and weaknesses, play an important role in 
improving their performance. This can also contribute to 
applying appropriate testing methods or combinations of 
various methods and techniques. Within the last few 
years many frameworks have been proposed for 
evaluating AOSE methodologies, e.g. [17], [35]. These 
frameworks merely check if the testing process is 
mentioned in the methodologies or not. There is no work 
on verifying the quality of the testing methods in AOSE 
methodologies. Yet, comparing methods is often difficult, 
because they might address different aspects or differ in 
their terminology. For instance, some methods verify the 
static structure of the agent systems [4], [23], while the 
others verify the dynamic behavior [9]; some focus on the 
Agent Level of the systems while some consider that the 
agents are reliable and focus on the Society Level of the 



systems. Comparing is also problematic with some 
methods that are influenced by a specific methodology 
(e.g. Tropos, MaSE and Prometheus). 

 
    This paper is organized as follows. Section 2 describes 
our proposed framework for comparing and evaluating 
AOSE testing methods. In Section 3 the framework is 
applied in order to compare the existing multi-agent 
testing methods and finally Section 4 concludes the 
paper. 
 
2 The Evaluation Framework 
 
        In [11], six testing method were evaluated. The 
evaluation criteria are divided into two test levels and 
their test types (white box and black box). In this paper, a 
comprehensive framework of evaluating and comparing 
agent-oriented testing methods is proposed. This 
framework offers a well-defined, structured set of aspects 
that an agent-oriented testing method should include. The 
first major division of the framework is based on the 
framework suggested by [2]. This study extends and 
modifies this framework to address the properties of a 
comprehensive testing method in AOSE. The other major 
divisions that are being inspired by [3] and [35] are not 
specifically related to AOSE and could be considered in 
other software engineering paradigms, e.g. object 
oriented and procedural. We refer to a testing method as 
the entire set of these major divisions: 
 

• Multi-agent systems test basics 
• Test process 
• Test techniques 
• Test pragmatism 

 
    Each of these four major divisions includes their 
specific criteria that will be explained in the following.  
The proposed framework is illustrated in figure 1. 
 
    We emphasize that these four divisions, are in fact four 
different views of the whole test method, and can 
overlap; i.e. some of the criteria may be present in 
different divisions, having different names but the same 
identity. 
 
2.1 Multi Agent Systems Test Basics 

 
        Multi-agent systems testing are normally divided 
into multi layers [9], [11] and [29]. According to the V-
model [31], the Test Levels are: testing agents as 
individual units of the MAS, testing the integration of 
collaborator agents and testing the whole system. 
Dynamic Testing (will be discussed in 2.3) should be 
used in the first layer, in order to verify the behavior of an 
agent. Much of this testing would require another agent to 
trigger an event inside the agent to be tested, such as a 
message from another agent, or an event from the 
environment [9]. Furthermore, Static Testing (will be 
discussed in 2.3) should be used for validation in the first 
layer. 
 

    We have changed the general V-model by adding a 
layer called "Agent Acceptance Test" after testing the 
functionality of an agent in the first layer. This test layer 
is concerned with the essential properties of agents such 
as Autonomy, Pro-activity and Sociability. Testing agents, 
according to these properties, is the most challenging task 
which makes the traditional testing methods insufficient. 
 
    Two main issues in Integration Level testing of an 
agent-based system are to be considered: (i) data models 
define the contents and format of the interactions in the 
control protocol and (ii) as agent-based systems are built 
under a distributed environment, which will then inherit 
all issues of the distributed systems, such as race 
conditions and deadlocks. 
 

  

Figure 1 - Multi Agent Systems Test Evaluation Framework. 
 
    Agents are different from objects and interaction is 
based on communication language and protocols, rather 
than invoking the functions of each other. In addition, the 
agent-based systems include agents that autonomously 
pursue their individual goals and access resources and 
services of the environment. Therefore, deadlock 
detection techniques must differ from other distributed 
systems. A set of errors that could occur in unit level and 
integration level of agent-based system are presented in 
[28]. 
 
    After the end of the System Level testing, the 
functionality of the whole system could be assured. 
Furthermore, Performance Testing is needed to verify 
that all of the worst case performance targets have been 
met (according to the resource constraints within the 
system, e.g., time, CPU and memory). Since these 
systems are also non-deterministic [11], this kind of 
testing will be challenging too. Within the last layer, 
Validation should be performed to find out whether the 
system has met the stakeholders requirements or not. 
  
    Testing types (e.g. functional, nonfunctional and 
regression) are independent of a particular test level. In 



the Generic Testing division, the evaluation is about the 
existence of test types in the test levels. For instance, 
since agents are work flexibly in a dynamic environment 
without continuous direct supervision [11], and may 
change through the time, regression testing (for parts that 
have been changed) and progressive testing (for parts that 
have been added) must be performed in the integration 
level. 
 
    The last important factor in testing is how to define 
Quality Metrics in AOSE. Well-established metrics and 
measures, aligned with project objectives, will enable the 
tester to track and report the test and quality results. A 
lack of metrics and measurements leads to subjective 
assessments of quality and testing [3]. Not only metrics 
and measurements are crucial, but also baselines (An 
acceptable result), are required to verify the actual quality 
of the system under test, against the expected quality. 
Although these metrics are different from traditional 
software metrics, only few studies have addressed the 
issues of AOSE metrics.  

2.2 Test Process 
 
        We should investigate the way that any testing 
method looks at the Test Process in the AOSE. If the 
method does not consist of phases then it more looks like 
an activity, rather than a process, and may delay testing 
until the end of implementation. According to ISTQB 
framework1

• Planning and control 

 [3], a test process consists of the following 
activities: 

• Analysis and design 
• Implementation and execution 
• Evaluating exit criteria and reporting 
• Test closure activities 

    For any particular testing method, Test Process criteria 
involve clarifying what activities of a software testing 
process are mentioned within the agent-based system 
lifecycle. 
 
    Test Planning sets a framework for deriving Test 
Cases2

• Identifying and refining the test conditions for 
each test objective. 

 and Test Conditions from the Test Basis. The test 
basis may include requirements specifications, design 
specifications, quality risks, and some other items. In the 
Test Control, the test method compares actual progress 
against the plan. The Test Objectives are a major 
deliverable. The Test Analysis and Design involves the 
following sub-activities: 

• Creating test cases that exercise the identified 
test conditions. 

• Creating Test Oracles (will be discussed in 2.3). 

                                                           
1  International Software Testing Quality Board 
2  The comprehensive definitions of the aforementioned testing 
terms can be found in [12]. 

    Test Implementation includes all the remaining tasks 
necessary to execute the test cases. In this activity, the 
test method should run a Single Test Procedure and log 
the Test Results. The Evaluation of Exit Criteria and 
reporting of results is a test management activity. 
Delivering test work products (e.g. error reports, test 
plan, etc.) is one of the Test Closure Activities that, a test 
method could have. 
 
2.3 Test Techniques 
 
        There are two kinds of Testing Techniques that 
presented in the first level of the test techniques division 
[3]: (i) static testing (i.e. testing the system without 
running it) and (ii) dynamic testing (i.e. testing the 
system during its runtime). The test techniques are 
applied in the test types (presented in 2.1). 
 
    A sufficient testing method should cover both the static 
and the dynamic testing techniques. The input of the 
static testing could be the AOSE Artifacts that get 
developed in the agent-oriented methodologies [11]. 
Static and dynamic testing inputs are illustrated in figure 
2. The Model checking approaches seem to be more 
acceptable static techniques, (because of having less 
complexity and better traceability [19]), since these 
methods propose that testing could be in some way based 
on the models of the system, which are abstractions of the 
actual system, and can be used for automated generation 
of test cases. Static testing has also the potential to lead to 
more accurate requirements Verification. 
 

 
 

Figure 2- Input Artifacts for Static and Dynamic Testing. 
 
    On the other hand, dynamic testing is needed for 
validating the behavior of agents and the MAS as a 
whole. White box testing and black box testing are two 
common dynamic testing. White box testing can be 
performed in a traditional way, while there are some 
problems with the black box testing: It is very hard to 
find a test oracle (i.e. a source to determine expected 
results to compare with the actual result of the software 
under test [12]) for black box testing because of self-
adaptation, learning and the autonomy of agents and 
successive tests with the same test data may give different 
results [28]. 
 
2.4 Test Pragmatism 
 
        In this division, we examine the practical aspects of 
using a test method within an agent oriented 
methodology. If the method is independent from a 



particular methodology, then it becomes more applicable. 
Some methods that are evaluated in section 3 are 
proposed for specific agent architectures and agent-
oriented methodologies.  On the other hand, the methods 
that are proposed within AOSE methodologies seem 
more reliable. The main reason of the limited 
applicability of testing methods is that they are very 
challenging and expensive since it is quite complicated to 
automate them [6]. 
 
    A sufficient testing method should propose a 
supporting tool and an automatic test case generator to 
reduce the time required for testing [27], and have 
visualization techniques, to become more acceptable. 
 
    These methods could also be evaluated on the 
mathematical sophistication level (e.g. exploiting the 
Petri Nets) and knowledge (e.g. BDI architecture and 
Formal methods) required to fully exploit the method. 
This consideration could enable an AOSE methodology 
to adopt a test method, better within its process.  
 

2.5 Metric 
 
        In order to rank the properties examined in the 
evaluation process, we propose a scale of 1 to 3 as 
follows: 
 
1: Indicates that the test method does not address the 
property. 
 
2: Indicates that the test method refers to the property but 
not enough details are provided. 
 
3: Indicates that the method addresses the property with a 
particular technique. 
 
    We emphasize that these numbers are not representing 
the quality of each property. They only indicate the 
existence of a property in the relevant methods; albeit 
with an exception for the Test Pragmatism that will be 
explained in section 3. 
 

 
Table 1 – The Evaluation of the Test Methods in AOSE 
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Test Methods  

[29] 3-layer 3 1 1 1 1 1 3 1 3 1 1 3 3 1 1 2 2 1 1 3 3 1 1 1 
[18] Automated BDI 1 1 1 1 1 1 1 3 1 1 1 3 1 1 2 3 3 1 3 1 1 3 3 3 
[32,33] Conversation 

Verification 3 1 1 1 1 3 3 1 1 1 1 3 3 1 1 3 3 2 3 3 1 3 3 3 

[27] Design artifacts 3 1 1 1 1 3 1 3 1 2 1 3 1 1 2 3 3 3 3 3 3 3 3 3 
[22] Evolutionary Testing 2 2 1 1 1 3 1 3 1 1 3 3 1 2 3 3 3 3 1 3 3 3 1 3 

[23] Goal-Oriented 3 1 1 1 1 3 3 3 3 3 1 3 3 3 3 3 3 3 3 1 2 3 2 2 
[13] INGENIAS 3 1 1 1 1 3 1 3 2 1 1 3 2 1 2 2 2 1 3 3 1 3 1 1 

[8] JAT 3 1 1 1 1 3 1 1 1 1 1 3 1 1 2 3 3 2 1 3 3 3 1 2 
[15] MadKit 3 1 1 1 1 3 1 3 3 1 1 3 3 3 1 1 3 1 1 3 3 3 1 1 
[6] MAZBD 3 1 1 1 1 2 1 2 1 1 1 3 1 2 2 2 3 1 1 3 2 3 1 3 

[9] Mock Agent 3 1 1 1 1 1 1 1 1 1 1 3 1 1 2 2 3 2 1 3 3 3 1 2 
[19] Model-based Deadlock 

detection 1 1 1 1 1 1 3 1 1 1 1 1 3 1 3 3 3 2 3 3 2 3 2 2 

[24,25] Ontology-Based 3 1 1 1 1 3 1 1 1 1 2 3 2 1 2 3 3 1 1 3 3 3 1 3 
[26] Prometheus 1 1 1 1 1 3 1 3 1 1 1 3 1 1 2 2 2 2 1 3 1 3 3 1 

[30] Regression Testing 3 1 1 1 1 3 1 1 1 1 1 3 1 3 1 2 1 1 1 3 3 1 1 1 
[10] SEAUnit 3 1 1 1 1 3 1 3 2 2 1 3 3 2 1 1 2 1 3 3 3 3 1 1 
[34] SUNIT 3 1 1 1 1 3 1 3 1 2 1 3 2 2 2 2 3 2 3 3 2 3 2 3 

[28] Test Agent 3 1 1 1 1 3 3 2 1 1 3 3 3 3 1 2 3 1 3 3 3 2 1 2 
[4] Verifying by model 

checking 1 1 1 1 1 1 1 3 1 1 1 3 2 1 1 1 3 2 3 1 2 3 2 1 

[16] XP 3 1 1 1 1 3 1 2 1 1 1 3 1 1 1 2 2 1 1 3 1 2 1 2 
[21] Zeus 3 1 1 1 1 3 1 3 1 1 3 3 2 2 2 1 3 3 3 3 2 3 1 1 



3 The Evaluation of Testing Methods 
in AOSE 
 
        In this section we evaluate the selected testing 
methods found in literature for the AOSE approach, 
according to the framework presented in Section 2. The 
evaluation and the points that each method has gained, 
are presented in Table 1.  
 
    In the first division of the framework, we evaluate that 
which testing layers are covered in the method. Then, the 
test types employed in each test layer are checked, and 
finally we verify the existence of any metrics and 
measurements proposed in the method. We rank the MAS 
test basics of each method (discussed in 2.1), according to 
the metrics presented in 2.5. 
 
    For the purpose of ranking the test process criteria, we 
emphasize that whenever a method does not explicitly 
mention the testing activities (discussed in 2.2), we rank 
it based on a personal analysis that may not necessarily 
reflect the original intentions of the proposers, and that 
sometimes has to sharpen shades. 
 
    Whether a method performs during the development 
phase without running the system or not, we simply gave 
the static testing criterion the ranks of 3 and 1, 
respectively. We use the same ranking scheme for the 
dynamic testing criterion, to indicate if a method 
performs on the running agent-based system. 
 
    Based on the tool support, automatic test case 
generation, visualization and knowledge level that may 
be suggested by a method, we evaluate the pragmatics 
aspect of a method (discussed in 2.4). Furthermore, we 
investigate whether the method proposed particular 
domain of applicability or development methodology to 
use the method, or we can use the method within variant 
methodologies. The only exception here is that the given 
points indicate the quality of each property in addition to 
its existence. 
 
    Due to lack of space we will not discuss the 
justification of each given point to a relevant method, 
which we leave to future work for the selected methods. 
As illustrated in Table 1, there is no single best method to 
achieve the highest score in all criteria. Therefore, in 
order to choose a comprehensive method for testing in 
AOSE, that includes sufficient essential properties, we 
have to combine several existing methods. 
 
    As it is not possible to join all methods, we need to 
find the smallest subset of all interesting methods. 
Interesting are all methods that are not worse than any 
other method in all criteria. We use an approach called 
Skyline [5] to find the subset of interesting methods. 
Table 2 illustrates the skyline of the evaluated methods, 
ordered by the total points that each method has gained.  
Any method left out of this skyline is dominated by at 
least one method presented in the skyline and can be 
disregarded in the combination of methods. 

    The size of the skyline is still large. It shows that most 
of the proposed testing methods in AOSE, present an 
approach suitable for at least one group of the MAS 
developers. Furthermore, the large size of the skyline 
emphasizes the lack of a comprehensive testing method 
in AOSE. From the Skyline, we can now make our final 
decision, thereby weighing our personal preferences for 
testing criteria. 
 

Table 2 – The Skyline of the Test Methods in AOSE 

The Test Method Total Point 
[23] Goal-Oriented 57 
[27] Design artifacts 52 

[22] Evolutionary Testing 51 
[34] SUNIT 50 

[28] Test Agent 50 
[32,33] Conversation Verification 49 

[21] Zeus 48 
[15] MadKit 46 

[10] SEAUnit 46 
[24,25] Ontology-Based 45 

[19] Model-based DL detection 44 
[13] INGENIAS 43 

[29] 3-layer 40 

 
4 Conclusion 
        In this paper, we investigate the essential aspects 
that an agent-oriented test method should include. The 
proposed framework in section 2 divides these aspects 
into the four major divisions: MASs test basics, test 
process, test techniques and pragmatism. All these criteria 
are explained in section 2. Section 3 demonstrates the use 
of the proposed framework by performing an evaluation 
of some prominent testing methods. We conclude that 
there is no method that covers all criteria. As a result, in 
order to find a sufficient test method we have to combine 
several different methods. The selected subset of testing 
methods is presented in Table 2. The combination of 
these methods fulfills most considered criteria. However, 
there are some criteria which are disregarded by most of 
the methods, e.g. the agent acceptance testing. 
Furthermore, the evaluation demonstrates low points in 
the performance test, the metrics and measurements and 
the test process. In our future work, we plan to devise a 
method to promote the testing process in AOSE, by 
dominating the uncovered criteria and performing a 
standard testing process, proposed by ISTQB.     
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