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Abstract - This study focuses on query based learning in multi-

agent systems which include both data management operations and 

coordination activities. The study is oriented on agent based and 

database systems with model driven approach (MDA) which provides 

arrangement of data within a multi-agent system by letting filter with 

query based learning which supports the decision mechanism within 

the system. It uses the similarity measure on maximum entropy 

approach, which is often to find out interesting and meaningful 

patterns from databases. At the same time, it may generate a variety 

of rules, such as classification rules, throughout to learning rules of 

the query based learning process. 
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1 Introduction 

  The query based learning system considers the multi 

agent system’s dynamic knowledge base to realize the 

learning process. In particular, query based learning modeled 

with system behavior under dynamic conditions with MDA. 

Model driven approach includes many features of an object 

oriented programming notation: classes, associations, 

attributes, methods, primitives and enumerations. It contains 

sketch, design, analysis of testing and program models. MDA 

usually uses modeling programming languages which include 

object oriented approaches like the UML (Unified Modeling 

Language). The query based learning algorithm brings a new 

opportunity for agent learning methodology, which is how to 

build systems, how to obtain decision rules and how to make 

decisions in multi agent systems.  

 Some examples of Model driven approach (MDA) used 

with query structures in some studies are below. Usually, 

modeling of the main characteristics of events and functions 

represented in an object dimension display the interrelation 

attributes in more detail. Various studies consider the simple 

operation of the query mechanisms within multi-agent systems 

with a MDA (Song et al. 2006, Philippi, 2006) [1,2]. Some 

studies include the query operation mostly used in choosing 

related information in web environment such as query based 

access issue on web environments [3], [4], [5]. Also some 

Web database application studies include the query based 

access with data preparation and type recognition approaches 

with SQL with relational database within query interfaces and 

query schemes (author, title, subject for amazon.com) using 

the data mining approach [6-14].  Modeling of the intelligent 

query answering mechanism suggested in multi agent systems 

[15]. Some studies discussed query processing in agent 

systems with peer to peer network architecture structure 

[16,17]. Also, query mechanism discussed in some 

architectures such as distance learning[18], query agent and 

answer structure[19], processing and mapping theory 

processes given in the database within the agent structure[20], 

NZDIS project and agent based distributed information 

systems architecture[21].  

 For the studies carried out with the model driven 

approach where the agent were represented with model 

driven. The studies discussed the relationship between 

components and connector structures with a goal driven 

approach [22]. Dynamic features such as architectural goal 

structure and change replacements, interfaces and behavioral 

specifications were also discussed. The architecture of the 

autonomous agent was examined and presented related classes 

and interface by describing the agent structure in grid service 

and generally mentioned the query structure among these 

relationships [23], [24], [25]. Static and dynamic modeling 

components of the agent based information systems applied in 

the probabilistic model [26].  

 The model driven approach in the agent-based 

simulation applied on elements, organization, agents’ 

environment timers, environment space, tasks, goals, 

organization groups, interaction, and protocol specification. 

Meta-model and agent behavior of the agent systems 

expressed in the model driven approach [27]. The model 

driven architecture analyzed within the ontology structure, 

discussed the meta model with UML structure and defined the 

model transformation with the model driven approach and 

studied on UML [28, 29, 30]. MDA and query structure 

analyzed agent oriented design and implementation in general 

via using within UML [31]. The sensor network with query 

processing is suggested [32].  Mostly, realized studies have 

considered the query structure not the query based learning 

mechanism used in MDA.  

 In this paper, Section 2 discusses agent based query 

process; section 3 introduces the agent-based query learning 

system; section 4 suggests the query-based algorithm; section 

5 describes query based learning application and section 6 

represents the paper’s conclusion.  

2 Agent Based Query Process 

 The distributed problem solving approach is an ideal 

solution for multi agent based learning system for information 

coordination and integration in heterogeneous, distributed and 



dynamic environments. However agents’ their information 

sources and interrelationships are highly dynamic, inadequate 

in their network environments. This study focuses on dynamic 

data management operations and coordination activities 

among peers and their databases with query based learning 

system in a multi agent system. In particularly, this paper 

proposes an agent-based cooperative information system 

architecture consisting of multi agents, which cooperate with 

each other to resolve information retrieval and integration 

problems which presents a query based learning mechanism in 

multi-agent systems with a model driven approach (MDA).  

 

 Query process checks the whole data for try to find goal 

key conditions. Briefly, the query is analyzed to extract its key 

phrases and query type (e.g. what, where, when, how, how 

much) and consider the attributes, relations and selected 

condition situations. Generally in SQL accomplished the 

Table 1 situation.  

 

Table 1 General SQL conditions 

 
 

 

Figure 1. Structure diagram of agent based query system 

Query based learning mechanism (QLM) system ensures 

arrangement of data within a multi-agent system by letting 

them filter with query process for the decision mechanism 

within the system. Figure 1 represents a conceptual map, 

which includes the correspondence to semantic associations 

and relationships among agent based query process, plan and 

belief structures, which are given in multi-agent structure. 

Each class includes an attribute and data. The relations 

between each other functional structure is shown in UML. The 

main characteristic of the system is a learning mechanism, 

which is able to evaluate and interpret the automatic SQL 

query especially the query process, has realized within this 

structure and the related results. Each task is considered as 

being an autonomous entity corresponding to a goal or to a 

sub-goal in hierarchical structure. The agent class realizes 

query process with support class such as reason and plan. It 

gives detail information about system structure.  
 

3 Agent Based Query Learning System 

Query based learning is a part of machine learning which 

optimizes the performance criterion using current and past 

situation data. The model defined up to some parameters, and 

learning is the execution and optimizes the parameters of the 

model using the past experience. The suggested model able 

descriptive to gain knowledge from data, derivative to obtain 

rule from knowledgebase with query then predict future 

decisions. When interface realizes the query process, consider 

the following requirements.  In order to identify and use the 

characteristics relevant to the task to be taken into outline in 

the interface level components are: information and resources; 

control parameters and activations. Information and resources 

includes detail information about task, cases, attributes with 

name, goal, index and hierarchy framework. The dynamic 

knowledge base presents with input and output interface. 

Control parameters aim to check and detect some failures in 

the system with temporal constraints, error toleration and 

functional limits.  During the realization of the query based 

learning, system realizes some activation such as querying, 

reasoning, collaborating, planning and acting (Fig. 2). 

 

Suggested learning mechanism used system’s static and 

dynamic variables. Especially, dynamic variables are 

continuously changeable. If system adapt dynamic situation 

easily, it will reflect to system ability. Learning activity used 

the query-plan and reason activity process with system 

resource and control variables. 

 

 
       Figure 2. Interaction of learning activity 

 

Information gain is measured and evaluated by entropy. 

The system’s feature has the highest gain in entropy, which is 

chosen as the first splitting feature. This method is robust with 

regard to noisy data and is capable of learning discrete valued 

functions. However, it does not handle continuous-valued 



function and missing values. Moreover, an over fitting 

problem does not exist for this algorithm.  The suggested 

system learns the knowledge obtained as a result of query as a 

rule or task. The system fulfils not only the task but also the 

learning process. Learning process is acquired and the data 

from the external transition is processed by the agent system 

of the defined aim during the activities.  

 

Query based learning mechanism consist of knowledge 

processing, query processing and query optimization. In the 

whole multi agent system, some situations as an agent, 

interaction and environment, which will be, affect the system’s 

learning situation. Here, things that facilitate the factor’s 

perceiving of the environment can be listed as predictability, 

accessibility, dynamics, variability and the current states of the 

resources. Especially agent numbers, abilities and goals are 

related to the system’s learning ability directly. Also, 

environmental factors that dynamic, diversity and resource 

perceived the resource from environment.  

 

 
Figure 3. Query Based Learning Mechanism 

 

The operation of Query Learning Mechanism is given in 

Figure 3. The figure explains the database of each agent, the 

Query operation applied to these databases and operation of 

query learning mechanism in connection with query 

optimization and database as a result of this operation. This 

mechanism creates the rule knowledge to be used by the 

system through combining the information obtained from 

database, query optimization and realizing the query process 

with SQL.  

Query based learning mechanism consist of four main 

step. These are knowledge processing, query processing, 

query based learning and query optimization. 

 

3.1 Knowledge Processing  

Knowledge gathering, storage and classification process 

is realized in this stage. The criteria and keywords to be used 

in evaluating the received data are defined in this stage. This 

stage can also be called pre-query. The keywords, concepts, 

attribute and relationship knowledge to be analyzed by the 

agent are determined in this stage before query. 

 

Therefore, the followings are fulfilled in knowledge 

processing: 

• Goal definition 

• Data selection 

• Data preparation 

 

knowledge can be included in the  query process in evaluation 

from the beginning of the problem understanding to the end 

when the result inferred by the predictive model is presented 

to the users while used in practice. It is necessary to 

understand the project objectives and requirements and then 

convert them into a data mining problem definition. In the 

proposed process model QBLS, a domain knowledge base is 

used especially for the results post-processing and for the 

missing input values pre-processing in the Use of the Model 

phase. Some features included in the final model may not be 

directly provided by users but can be inferred by the domain 

knowledge base. 

 

In general the external domain knowledge base assists to 

deal with the vague queries in use of the model phase and with 

eliminating the illogical outcomes in post processing. 

 

3.2 Query Processing 

 Query processing includes the query parsing, relational 

structure and reviewing the query variables. Also it is called as 

a preparation stage for query based learning. Query parser 

process translates an input query into a stream of events 

represented as integers and the XML elements symbolized as 

knowledgebase. At the same time, the query parser checks the 

validity of the query and then translates it into an internal form 

usually a relational calculus expression, or related item 

equivalent.  Relational database uses the set of mathematical 

terms and SQL terminology, which are roughly equivalent to 

SQL database terminology. The query variable process 

behavior reviews in the Table 2. 



Table 2 the SELECT statement  

 
 

3.3 Query Based Learning 

 The agent performs two types of query in the process of 

defining keywords, concepts or attributes during knowledge 

processing. The first is external query, which is realized 

among the agents, while the second is the internal query, 

where the agent scans the knowledge within itself. During 

these query processes, the SQL approach is applied. 

3.4 Query Optimization 

Query optimization consists of similarity measure, 

diagnosis, rank matched cases and associated rules distance 

matrix processes. Obtained final results classified and made 

storage then sent to agent knowledge and rule base system. 

Then the query results are sent to main system then system 

evaluate for the next decision position. Query based learning 

and optimization explained in Section 4 in detail.  

 

4 Query Based Learning Algorithm  

In this research in the dynamic agent based query based 

learning structure aimed with interactions among the agents to 

research in the multi agent system and cooperation and 

particularly the negotiation during the making decision with 

interactions. In learning algorithm entropy based weight and 

feature selection preferred and evaluated in the suggested 

system. When query based feature selection realized actively, 

query-learning process could be efficient. Query based feature 

selection is developed for the numeric prediction task as well 

as the classification prediction task. Query feature selection is 

compared and evaluated the query keyword and database 

attributes.  

 

In particularly, entropy used for feature selection and 

query based learning.  
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It is a measure of uncertainty in information formulated 

in terms of probability theory. Entropy measure as weighting 

calculation method is used which weight includes the 

parameter that describes how much different alternatives 

approach one another in respect to a certain attribute. The 

greater the value of the entropy, the smaller the entropy 

weight, then the smaller the different alternatives in this 

specific attribute, and the less information the specific 

attribute provides, and the less important this attribute 

becomes in decision making process(in Table 3). 

 

Table 3. Entropy based Feature Selection Algorithm 

 
 

In Table 3 represents the whole set and A attribute 

consider the entropy method then evaluate the index value for 

each data. Then feature selection is realized with this 

algorithm.  

 

In Table 4 realizes the query based learning process with 

performance index. Similarity measure, distance matrix and 

ranking process are used for evaluate the efficiency of query 

based learning process. Rule base data obtained from entropy 

based classification. Then results are evaluated with similarity 

measure.  

 

Mean absolute error is used to measure similarity of 

query values; sometimes the square root is taken to give it the 

same dimensions as the predicted value itself. Mean absolute 

error averages the magnitude of the individual errors without 

taking account of their sign. 

Mean absolute error= n

... anpna1p1 −++−

                        (2) 

 

Mean absolute error averages the level of the individual errors 

without taking account of their sign.  

Especially distance matrix measures the relative of 

among data then assigns the rules. Distance based matrix 

occurs from terms which can represent each others distance 

value that it is determine the data relation the other say, 

include the next rule base. 

 



Table 4. Query Based Learning Algorithm 
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In here A1  represents the training set and A2 represents 

the test set., Ξ stands for number of and ∆ for the 

symmetrical difference between the two sets. This distance 

formula gives to the similarity weight value of distance 

elements. Consequently, for two elements that, the distance 

value is 1, the highest possible value, whereas for two genes 

sharing exactly the same set of the sets, the distance value is 

0, the lowest possible value. All possible binary pairs of genes 

from the dataset are considered, and the distances between 

their sets are calculated, resulting in a distance matrix. 

Second, this matrix is processed with a clustering algorithm, 

in which the leaves correspond to input elements. The 

relevance of each term associated to each class is then 

calculated using formula 3. 

 

The user-oriented learning system is proposed namely 

the Query Based Learning System (QBLS), which is based on 

a data centric model with extensions to provide support for 

user interaction. The proposed algorithm is evaluated in terms 

of selected features and the learning accuracy. 

 

5 Application 

In this section iris.dat set used that features used in query 

based learning[33]. The data report four characteristics (sepal 

width, sepal length, petal width and petal length) of three 

species of Iris flower. All measurements are lengths in cms. 

Feature selection based algorithm applied to iris dataset and 

evaluated the entropy based weight values in Table 5. Then 

the distance matrix applied the whole dataset and class 

distribution and percentage values are listed in Table6.  

Table 5. Iris feature’s entropy based weights 

 
 

Table 6. Each features class numbers and percentages 

 
 

Table 7. Each features Learning Efficiency and Query Based 

Learning Result 

 
Table 8. Each features classification efficiency 

 



Then query based algorithm (in Table 2) applied and obtained 

the Table 5 and 6. In Table 7 shows the learning efficiency 

values and query based learning results. Table 8 represents the 

each features classification efficiency.  

 

6 Conclusion   

This study contributes to new prospect for agent learning 

methodology, which is consider the query based system model 

and obtaining learning rules for making decision on a great 

extent on the use of information from objective reality with 

query based learning in multi agent systems with model driven 

approach.  

 

Query based learning mechanism focus on the modeling 

of autonomous intelligent behavior, which activities, supports 

and/or executes the state changes.  The following steps are 

based modeling the suggested system: 

Step 1 Explore environment: The environment of the system 

is explored to enrich and extend the queried knowledge such 

that new experience is build up. 

Step 2 Query knowledge: Obtained explored environment then 

query based algorithm used and converted to the learning 

rules.  

Step 3. Learn results: Learning rules evaluated with decision 

makers experience and take new decisions for the system.  

 

7 References  

[1] Song, E., Yin, S., Ray, I., “Using UML to model 

relational database operations”, Computer Standards & 

Interfaces Volume 29, Issue 3, March 2007, Pages 343-354 

 

[2] Philippi, S., “Automatic code generation from high-

level Petri-Nets for model driven systems engineering”, The 

Jpurnal of System and Software 79(2006) 1444-1455. 

 

[3] He, B., Chang, K.C., Han, J.,”Discovering Complex 

Matching across Web Query Interfaces: A Correlation Mining 

Approach”, Proceedings of the tenth ACM SIGKDD 

international conference on Knowledge discovery and data 

mining, KDD’04, August 22-25, 2004, Seattle, Washington, 

USA. 

 

[4] Jim, T., Suciu D., “Dynamically Distributed Query 

Evaluation”, Proceedings of the twentieth ACM SIGMOD-

SIGACT-SIGART symposium on Principles of database 

systems, Santa Barbara, California, United States, Pg: 28 – 39, 

2001ISBN:1-58113-361-8 

 

[5] Hsu, C., Knoblock, C.A., “Learning Database 

Abstractions for Query Reformulation”, in Proceedings of the 

AAAI Workshop on Knowledge Discovery in Databases, 

Washington, D.C., 1993. 

 

[6] Juve, G., Francoeur, H., Gordon, L., Jhatakia, S., 

Sharma, N., “Creating A Virtual Fault Database Using 

Ontologies”, American Geophysical Union, Fall Meeting 

2003, abstract #ED41B-1169, 12/2003.  

[7] Cybenko, G., Berk, V., Crespi, V., Gray, R., Jiang, 

G., “An overview of Process Query Systems”, Proceedings of 

SPIE Defense and Security Symposium, 12-16 April 2004, 

Orlando, Florida, USA. 

 

[8] Deshpande, A., Guestrin, C., Hong, W., Madden, S., 

“Exploiting Correlated Attributes in Acquisitional Query 

Processing”, Intel Research, IRB-TR-04-008, Jun. 2, 2004. 

 

[9] Bernstein, P.A., Goodman, N., Wong, E., Reeve, 

C.L., Rothnie, J.B.,“Query Processing in a System for 

Distributed Databases (SDD-1)”, ACM Transactions on 

Database Systems, Vol.6, No.4, December 1981, pg. 602-625. 

 

[10] Genet, B., Hinze, A., “Open Issues in Semantic 

Query Optimization in Related DBMS”, IV. Working paper 

series (University of Waikato. Dept. of Computer Science); 

2004/10. 

 

[11] Tatarinov, I., Ives, Z., Madhavan, J., Halevy A., 

Suciu, D., Dalvi, N., Dong, X.L., Kadiyska, Y., Miklau, G., 

Mork, P., “The Piazza Peer Data Management Project”, 

SIGMOD Rec., 32(3):47–52, 2003. 

 

[12] Harren, M., Hellerstein, J.M., Huebsch, R., Lao, 

B.T., Shenker, S., Stoica, I., “Complex Queries in DHT-based 

Peer-to-Peer Networks“,International Workshop on Peer-to-

Peer Systems (IPTPS), IEEE, Cambridge, MA, USA, mar, 

2002,"http://www.cs.rice.edu/Conferences/IPTPS02 

 

[13] Idreos, S., Tryfonopoulos, C., Koubarakis, M., 

Drougas, Y., “Query Processing in Super-Peer Networks with 

Languages Based on Information Retrieval: the P2P-DIET 

Approach”, In Proceedings of the International Workshop on 

Peer-to-Peer Computing and DataBases (P2PDB 2004), 

Heraklion Greece, March 2004. 

 

[14] Ben Necib, C., Freytag, J.C., “Query Processing 

Using Ontologies”, Proceedings of the 17th Conference on 

Advanced Information Systems Engineering (CAISE'05), 

Porto, Portugal, 2005/06 

 

[15] Turgay, S., Yaman, F., “Intelligent Query 

Answering Mechanism in Multi Agent Systems“ chapter in 

“Encyclopedia of Artificial Intelligence”, Editors: Juan R. 

Rabuñal, Julián Dorado and Alejandro Pazos, Dept. of 

Information & Communications Technologies,  University of 

A Coruña, Spain, Idea Publishing group (Information Science 

Reference, May 2008). 

 

[16] Hoschek, W., “Query Processing in Containers 

Hosting Virtual Peer-to-Peer Nodes”, Int'l. Conf. on 



Information Systems and Databases (ISDB 2002), Tokyo, 

Japan, September 2002. 

 

[17] McClean, S., Scotney, B., Rutjes, H., Hartkamp, J., 

“Metadata with a MISSION: Using Metadat to Query 

Distributed Statistical Meta-Information Systems”, 2003 

Dublin Core Conference: Supporting Communities of 

Discourse and Practice-Metadata Research&Applications, 

DC-2003, 28 September-2 October 2003, Seattle, Washington 

USA. 

 

[18] Turgay, S., “A Multi-agent system approach for 

distance learning architecture”, The Turkish Online Journal of 

Educational Technology-TOJET October 2005 ISSN: 1303-

6521 Volume 4, Issue 4, Article 3. 

 

[19] Doherthy, P., Szalas ,A., Lukaszewicz, W. 

“Approximate Databases and Query Techniques for Agents 

with Heterogeneous Ontologies and Perceptive Capabilities”, 

Proceedings on the 9th International Conference on Principles 

of Knowledge Representation and Reasoning, 2004. 

 

[20] Doherty, P., Lukaszewicz, W., Szalas, A., 

“Approximate Databases and Query Techniques for Agents 

with Heterogeneous Perceptual Capabilities”, Proceedings on 

the 7th International Conference on Information Fusion, 2004.    

 

[21] Purvia, M., Cranefield, S., Bush, G., Carter, D., 

“The NZDIS Project: an Agent-Based Distributed Information 

Systems Architecture”, in Proceedings of the Hawaii 

International Conference on System Sciences, January 4-7, 

2000, Maui, Hawaii. 

 

[22] Jiao, W., Mei, H., “Automated adaptations to 

dynamic  software architectures by using autonomous agents”, 

Engineering Applications of Artificial Intelligence 17(2004), 

749-770. 

 

[23] Chunlin, L., Layuan, L., “Agent framework to 

support the computational grid”, The Journal of Systems and 

Software 70(2004) 177-187. 

 

[24] Araragi, T., Attie, P., Keidar, I., Kogure, K., 

Luchangco, V., Lynch, N., Mano, K., “On Formal Modeling 

of Agent Computations”, FAABS2000, LNAI 1871, pp. 48-

62, 2001, Springer-Verlag, Berlin Heidelberg 2001. 

[25] Kirby, J., “Model-driven Agile Development of Reactive 

Multi-Agent Systems“, in Proceedings, 30 th Annual 

International Computer Software and Applications Conference 

(COMPSAC 2006) September 2006, Chicago, IL, USA. 

 

[26] Pavlin, G., Oude P., Maris, M., Hood, T., 

“Distributed Perception Networks : An Architecture for 

Information Fusion Systems Based on Causal Probabilistic 

Models”, International Conference on Multisensor Fusion and 

Integration for Intelligent Systems, Heidelberg, Germany, 

2006. 

 

[27] Zhu, H., Shan, L., “Caste-Centric Modelling of 

Multi-Agent Systems: The CAMCE Modelling Language and 

Automated Tools”, in Beydeda, S. and Gruhn, V. (eds) 

Model-driven Software Development, Research and Practice 

in Software Engineering, Vol.II, Springer, 2005, pp57-89. 

 

[28] Sansores, C., Pavon, J., “Agent-Based Simulation 

Replication: A Model Driven Architecture Approach”, A. 

Gelbukh, A. de Albornoz and H. Terashima (Eds): MICAI 

2005, LNAI 3789, pp.244-253, 2005. 

 

[29] Cranefield, S., Pan, J., “Bridging and Gap Between 

the Model-Driven Architecture and Ontology Engineering”, 

The Information Science, Discussion Paper Series, University 

of Otago, Department of Information Science, Number 

2005/12, December 2005, ISSN 1172-6024. 

 

[30] Grassi, V., Mirandola, R., Sabetta, A., “Filling the 

gap between design and performance/reliability models of 

component-based systems: A  model driven approach”, The 

Journal of Systems and Software xxx (2006) xxx. 

 

[31] Amor, M., Fuentes, L., Vallecillo, A., “Bridging the 

Gap Between Agent-Oriented Design and Implementation 

Using MDA”, AOSE 2004, LNCS 3382, pp.93-108, 2005, 

Springer-Verlag, Berlin Heidelberg 2005 

 

[32] Xia, P., Chrysanthis, P.K., Labrinidis, A., 

“Similarity-Aware Query Processing in Sensor Networks”, in 

Proc. of the 14th International Workshop on Parallel and 

Distributed Real-Time Systems (WPDRTS'06), 

April 2006, Rhodes, Greece. 

 

[33]The data originally appeared in Fisher, R. A. (1936). 

"The Use of Multiple Measurements in Axonomic Problems," 

Annals of Eugenics 7, 179-188. 


