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Abstract - One of the most pressing problems of the post
genomic era is identifying protein functions. Clustering
Protein-Protein-Interaction networks is a systems biological
approach to this problem. Traditional Graph Clustering
Methods are crisp, and allow only membership of each node
in at most one cluster. However, most real world networks
contain overlapping clusters. Recently the need for scalable,
accurate and efficient overlapping graph clustering methods
has been recognized and various soft (overlapping) graph
clustering methods have been proposed. In this paper, an
efficient, novel, and fast overlapping clustering method is
proposed based on purifying and filtering the coupling matrix
(PFC). PFC is tested on PPI networks. The experimental
results show that PFC method outperforms many existing
methods by a few orders of magnitude in terms of average
statistical (hypergeometrical)  confidence  regarding
biological enrichment of the identified clusters.
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1 Introduction

Homology based approaches have been the traalitio

bioinformatics approach to the problem of proteimdtion
identification. Variations of tools like BLAST [1dnd Clustal
[2] and concepts like COGs (Clusters of orthologGusups)
[3] have been applied to infer the function of atpm or the
encoding gene from the known a closely related gene
protein in a closely related species. Although wesgful, this
approach has some serious limitations. For manieims no
characterized homologs exist. Furthermore, formsdoet

Graph

n

A Systems Biology Approach to the problem aims at
identifying functional modules (groups of closelyoperating
and physically interacting cellular components theliieve a
common biological function) or protein complexes by
identifying network communities (groups of densely
connected nodes in PPI networks). This involvestehling of
PPI-networks as a main step. Once communities etectkd,

a hypergeometrical p-value is computed for eachktetuand
each biological function to evaluate the biologioalevance

of the clusters. Research on network clustering fbegsed

for the most part on crisp clustering. However, ynaeal
world functional modules overlap. The present paper
introduces a new simple soft clustering methodwbich the
biological enrichment of the identified clustereseto have

in average somewhat better confidence values tharerd
soft clustering methods.

2 PreviousWork

Examples for crisp clustering methods include HE [
RNSC [5] and SPC [6]. More recently, soft or ovpding
network clustering methods have evolved. The ingae of
soft clustering methods was first discussed in ffi§ same
group of authors also developed one of the firktdostering
algorithms for soft clustering, Clique Percolatibtethod or
CPM [8]. An implementation of CPM , called CFindét is
available online. The CPM approach is basicallyedasn the
“defective cliques” idea and has received some much
deserved attention. Another soft clustering toolCisinese
Whisper [10] with origins in Natural Language Presiag.
According to its author, CW can be seen as a sbeage of
the Random Walks based method Markov-Chain-Clugieri
(MCL) [11] with an aggressive pruning strategy.

Recently, some authors [12, 13] have proposed and

always determine function, and the closest hitrretd by implemented betweenness based [14] Clustering (N&hod,
heuristic oriented sequence alignment tools isahwtlys the which makes NG’s divisive hierarchical approachatde of
closest relative or the best functional counterf@inenomena identifying overlapping clusters. NG’s method finds
like Horizontal Gene Transfer complicate mattersommunities by edge removal. The modifications ineaode
additionally. Last but not least, most biologicalnEtions are removal or node splitting. The decisions about Whédges to
achieved by collaboration of many different progegnd a remove and which nodes to split, are based ontéterall pair
proteins function is often context sensitive, defieg on shortest path calculations.

presence or absence of certain interaction partners



In this paper, we present a new approach, called, PF FOREACH row i of the Coupling Matrix B

which is based on the notion of Coupling matrix ¢ommon
neighbors). In the rest of the paper, we first dbecPFC and
compare its results with the best results achielbgdthe
aforementioned soft approaches. The second pahiofvork
aims to illustrate the biological relevance of swiéthods by
giving several examples of how the biological fumes of
overlap nodes relate to biological functions of pexdive
clusters.

3 PFC Method

IFmin(B(i,:)) < | max(B(i,:)) *«) |

THEN B(i,:) =| B(i,:) ./ (Bavg (i) * §) |

Where: “./” is the Matlab cell wise division operator, | | is the basic floor operation and « and j are

values less than and greater than 1 respectively.

This purification step is robust in regard to cleoaf values
for its parameters. In particular in our experimeith a yeast
PPI network, the results fer= 0.8 and3 = 1.2 did not differ
from those for. = 0.7 and = 1.3 .

The method introduced here is based on the puidica 3-3 Filtering of the purified coupling matrix

and filtering of coupling matrix, PFC. PFC is atsgfaph

The set of nonzero entries in each line of thefledri

clustering method that involves only a few matrixcoypling matrix can be considered as a candidaisterl For

multiplications/ manipulation. Our experimental ukks show
that it outperforms the above mentioned methodgrims of
the p-values for MIPS functional enrichment [15] tbfe

a network of _ nodes, this generally means _ catelid
clusters. However, not all rows are equally inténgs The set
of nonzero entries (the information content) of pnaows is

identified clusters. The PPI net works we usedégaper are likely to be very similar to, or contained largehjthin the

yeast PPI networks (4873 proteins and 17200 intierss).

3.1 Coupling Matrix

Bibliographical coupling is an idea from
classification: If two documents (for example twaestific
papers) share a significant number of cited refarenthey
are likely to deal with similar topics. A couplingatrix in a
network describes the number of shared neighbonsaihs of
length two) for each node pair. For undirected bsdike PPI
networks, this matrix is symmetric and can be gasitained
from the original adjacency matrix by: B = A* A. Notably,
for second degree neighbors, the entry in couptiagrix is
nonzero, even if there is no edge between the nofles
importance of second degree neighbors in PPI n&swvoas
been emphasized before in the literature. For el@anip6]
note that “A substantial number of proteins areeobsd to
share functions with level-2 neighbors but not wighel-1
neighbors.”

3.2 Purification of the Coupling Matrix

Adjacency matrices of biological networks are
general very sparse. The coupling matrix descrileolve is
slightly denser. However, not all nonzero-values equally
valuable. In the purification step, we determine tlumber of
nonzero values (in unweighted graphs like PPI-Nétsjathis
corresponds to the row sum), the maximum entry ted
minimum non-zero value for each line of the couplinatrix.
Rows in which the minimum nonzero entry and the imam
value are relatively close are considered homogeaod left
unchanged. For other rows, we delete nonzero enthat
don't make a significant contribution to the rownmrsuThe
Purification Process is summarized below:

tex

sets of nonzero entries of other rows. This mehas many
rows are likely to represent spurious or redundaugters. In
the filtering step, we address this problem anddrgelect the
most relevant and interesting rows of the purifamipling
matrix. The set of nonzero entries in each of #lecied lines
of the purified coupling matrix represent our firdusters.
The filtering step of PFC is a flexible step. Twitemnative
filtering approaches are discussed below.

t

34 Filtering by Simple, Local Criteria

The first Filtering approach is motivated by
assumptions about the nature of the data and sie darget
clusters. PPl data are for the most part resultshigh
throughput experiments like yeast two hybrid anel lamown
to contain many false positive and many false negantries.
For certain, more thoroughly studied parts of tlework,
additional data might be available from small scatere
accurate experiments. In PFC, the emphasis liesoarmon
second degree neighbors and this can magnify fieetefof
noise. Under the assumption that Nodes with lowrekeg

inbelong in general to the less thoroughly examirextispof the
network, it is conceivable that the current datatfe graph
around these low nodes contains many missing liMkssing
links in these areas can have dramatic effects lom t
constellation of second degree neighbors. This sdhe
Coupling data for low degree nodes is particulariyeliable.
On the other hand, many extremely well connectatksare
known to be central hubs that in general help tmeat many
nodes of very different functionality with each ethhence,
their second degree neighbors compromise hugehsstsre
less likely to be all functionally related. Additially, it has
been shown that most functional modules are mesie-$6].
There are also some fundamental physical const@inthe
size and shape of a protein complex that make isnge
modules unlikely. Taking these considerations atoount, a
filter is easily constructed by the following rules



Discard all clusters (rows of purified coupling mrgt where methods. For soft clustering methods, further ggeng
the labeling node (the th node in the th row) laas questions arise that deal with relationships betvadesters. A
particularly low (< 14) or particularly high (>30Jegree. possible conceptual disadvantage, production of elyid

Discard all clusters where the module size is tmals(<35) overlapping, redundant clusters was addressed emiqus
or particularly large (>65). sections. Figure 2 is a clustering results of tR€ PThe result

demonstrates an importaativantage of soft methods against
The selected minimum and maximum values for degre@fisp ones: They show how soft clustering can agtsiy
of labeling nodes and module size are heuristicaiyivated. ~mirror the fact that many proteins have contexteseient
The intervals can be easily changed to obtain swadd more functions, and how in some cases overlap nodesacams
clusters, but the enrichment results for theseniate seem functional bridges between different modules.
reasonably good. The peak log value for the enrgtinof

selected clusters is at -91.00 and the averageatie$8.99. Table 1 Comparison of results from different method
Using this filter, by clustering yeast PPI netwQrR&C yields | Method Cluster | Average | Average Network | Diversity
. . . Count Cluster Enrichment | Coverage
151 clusters from 52 different Functional categarigigure 1 Size
gives an example.
Betweenness | 20 302.70 -15.11 0.58 19/20
viFo9ic based
f’\ =y Chinese 38 23.45 -12.11 0.17 32/38
g Whispe
C Finde 68 14.5( -15.7(C 0.1¢ 48/6¢
— PFC 182 44.7¢ -19.3¢ 0.31 55/18:
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Figure 2. result #1: There is a relatively large overlapltye
Figure 1 This Figure shows the community for the rownodes). All 10 overlap nodes are involved in “naclelRNA
labeled “YKL173w” in the purified coupling matrixfoyeat  splicing, via spliceosome-A”. The sameis true far25% (12
PPI network. It is one of the clustered selectedPBZ1. Out out of 45) of the green nodes to the left and 68% qut of
of the 63 proteins in this community, 58 belongMPS  25) of the green nodes to the right of the overlap.
Funcat 11.04.03.01 Furthermore, two of the overlap nodes are also li@ebin
spliceosome assembly the total number of such niodése

4 Experimental Resultsand Discussions entire network is 19.

The results of the PFC are compared with resul :

obtained by other soft clustering methods. A PRWwagk of tg Conclusions

yeast with 4873 Nodes and 17200 edges is usedeatesh This paper introduced PFC, a new clustering cancep

data set. The other methods are an in-house impltatien of pased on purification and filtering of a couplingoimon

Pinney and Westhead's Betweenness Based propo2Bl [Ineighbor) matrix. It discussed a very differenttefiing

Chinese Whisper [10], CPM as implemented in C-Fife  method. PFC consists of only a few matrix multigtions and

Whenever other methods needed additional inputhpetexs, manipulations and is therefore very efficient. TR&EC

we tried to choose parameters that gave the béstsiaThe  outperforms current soft clustering methods on R&Wworks

results from different methods are summarized iblg4. by a few orders of magnitude in terms of averagdissical
confidence on biological enrichment of the ideetificlusters.
The paper illustrated the importance of soft cliste
methods in systems biology by giving a few concrete

4.1 Biological Functionsof Overlap Nodes examples of how the biological function of the daprnodes

. . o . relates to the functions of the respective clusters
The hypergeometric evaluation of individual clustes P

the main pillar in assessing the quality of cridpstering
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