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Abstract—Among the many contributions made by 

information technologies to Bioinformatics, the techniques of 
intelligent data analysis combined with optimization techniques 
are the main application field nowadays. Many researches 
focused on DNA microarray field have proposed different 
approaches trying to obtain new undiscovered knowledge of 
diseases such cancer. All these researches can be represented as 
a standard unique process. Thus, this paper presents an 
overview of a common biological and computational process of 
DNA microarray data analysis that include these types of 
researches, based on the known CRISP-DM model. 

I. INTRODUCTION 
Nowadays, around 60 people die of diseases such as 

cancer every minute. The value is even more concerning if 
instead of thinking in minutes, we do it in hours or days. It 
is, therefore, a problem of high social impact that must be 
solved as quickly as possible. Finding a cure for diseases 
such as cancer would translate into a much higher life 
expectancy. In the scientific field, expert biologists are 
devoted to the study of possible solutions to these kinds of 
diseases. Among the many approaches, the DNA microarray 
technology will be the focus of this paper. 

A DNA microarray is a large set of hybridized DNA 
molecules arranged on a solid (silicon or plastic) surface, 
called biochip. These types of experiments allow relative 
levels of mRNA abundance to be determined in a set of 
tissues or cell populations for thousand of genes 
simultaneously. A complete review of the methods used in 
the processing and analysis of gene expression for data 
generated by DNA microarrays experiments [11]. 

Many computer resources are needed in the work routine 
of an expert molecular biologist while studying DNA 
microarray data. That is why bioinformatics has been so 
important to meet the scientists’ needs. The evolution of this 
new specialization was originally promoted by the biologists 
themselves and the needs they had at work. Nowadays, 
researchers from information technologies are beginning to 
work on this field, contributing on the data management and 
processing with their background of new tools and 
technology. We must bear in mind that we are talking of 

rather complex information for non-biologists; therefore an 
intrinsic collaboration with the experts is absolutely 
essential. 
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Among the many contributions made by information 
technologies to bioinformatics, the techniques of intelligent 
data analysis combined with optimization techniques are the 
main application field nowadays. Many researchers 
contribute to improve, using these techniques, the results 
obtained with simple statistical studies. All researches that 
use Data Mining and Knowledge Discovery techniques to 
apply them on DNA microarray analysis are more or less 
supported on the same scheme or methodology. However, 
there is no any methodological process that describes all the 
possible Data Mining steps to analyze this kind of data.  

Thus, this paper proposes an overview of a common 
biological and computational methodological process that 
includes practically all these types of researches. It is 
important to mention that the Computational Process is 
instanced and adapted of a known KDD model used by 
many Data Mining experts, which is called CRISP-DM. 

 
The structure of the paper is as follows: The next section 

describes briefly the DNA Microarray technology. Section 3 
presents the Biological process of DNA Microarray analysis, 
while section 4 describes the Computational process of these 
types of analysis and also analyzes each one of the steps of 
this process. Finally, all conclusions are presented in the last 
section (5). 

II. DNA MICROARRAY TECHNOLOGY 
 
DNA microarrays [17,27,31,11] are a relatively new and 

complex technology used in molecular biology and 
medicine. Microarrays present unique opportunities in 
analyzing gene expression and regulation in an overall 
cellular context. This technology has been applied in diverse 
areas ranging from genetic and drug discovery to disciplines 
such as virology, microbiology, immunology, endocrinology 
and neurobiology. Microarray technology is the most widely 
used technology for the large-scale analysis of gene 
expression because it provides a simultaneous study of 
thousands of genes by single experiment. 

A DNA microarray consists of an arrayed series of 
thousands of microscopic spots of DNA oligonucleotides 
(shorts molecules consisting of several linked nucleotides, 
between 10 and 60, chained together and attached by 
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covalent bonds), called Expressed Sequence Tags (ESTs), 
each containing several molecules of a specific DNA 
sequence. This can be a short section of a gene or other 
DNA element. 

 

III. BIOLOGICAL PROCESS OF DNA MICROARRAY ANALYSIS 
 
There are several steps [28,21] in the design and 

implementation of a DNA microarray experiment (figure 1). 
Many strategies have been researched in each of these steps. 

 
Fig. 1.  Biological process of DNA Microarray analysis. Image from Gibson 
& Muse 2002 
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IV. COMPUTATIONAL PROCESS OF DNA MICROARRAY 
ANALYSIS 

is model 
di inguishes six main phases of a KDD process:  

preliminary plan 

 subsets 

 
• Probe: First of all, the sample is obtained. The DNA 

type (cDNA/oligo with known ide
organism must be chosen in this step. 

• Chip manufacture: The probes are placed on a 
surface. In standard microarrays, the information is 
attached to a solid surface by a covalent bond. The 
solid surface can be glass or silicon, in which case 
they are commonly known as gene chip or biochip. 
Here, several techniques have been used: 
Photolithograp
(ink-jet), etc.  

• Sample preparation: In this step the samples have 
been prepared. cDNA transcripts are prepared and 
labelled with a red fluorescent dye. A control library 
is constructed from an untreated sourc
with a different fluorescent green dye. 

• Assay: All information is hybridized (figure 2). 
Hybridization [28] is the process of combining 
single-stranded nuc  

 
•

to the microarray. 
• Redaout: Dual-channel laser excitation excites the 

corresponding dye, whose fluorescence is 
proportional to the degree of hybridization that has 
occurred. Relative gene expression is measured as the 
ratio of the two fluorescences: up-regulation of the 
experimental transcriptome relative to the control will 

be visualized as a red pseudo-color, down-regulation 
show as green, and constitutive expression as a 
neutral black. The intensity of col
the expression differential. 

• Informatics: In this final step, where new information 
and values are obtained from the fluorescence 
intensities using different computer techniques such 
as Robotics control, image processing [1], DBMS, 
etc. This step does not include data mining 
techniques, which have been st

 
. 2.
 
Nowadays, there are companies that create tools for 

analyzing complex genetic information such as DNA 
microarrays. Companies such as Affymetrix [7], Celera, 
Gene Logic, Xenometrix … have built commercial 
platforms to carry out microarray experiments. Each 
platform obtains results using different methods (as 
Fluorescence, Mass spectrometry, Radioisotope, etc.) at 
each step of the microarray experiment. The use of platform 
determines the type of ex

pe of norm

 
Once Biological process is finished, the Computational 

process starts. Trying to obtain any standard methodological 
process that englobes all published researches, we propose 
to instance the CRISP-DM model [41]. Th

st

 Business Understanding: This initial phase focuses on 
understanding the objectives and requirements from a 
business perspective, then converting this knowledge 
into a problem definition and a 
designed to achieve the objectives.  

• Data Understanding: The data understanding phase 
starts with an initial data collection and proceeds with 
activities in order to become familiar with the data, to 
identify data quality problems, to discover first 
insights into the data or to detect interesting



 
 

 

to form hypotheses for hidden information.  
• Data Preparation: The data preparation phase covers 

all activities for constructing the final dataset (data 
that will be fed into the modelling tool(s)) from the 
initial raw data. Data preparation tasks are likely to 
be performed many times and not in any prescribed 
order. Tasks include record and feature selection as 
well as transformation and cleaning of data for 

ack to the data preparation 

decision on the 

will need to be presented in a way 
that can be used.   

 

Fig  The phases of the CRISP-DM process model  

w, often 
more focused questions to be answer by biologists. 

 

Fig. 4: Computational process of DNA Microarray analysis 
 

mputational process is described and 
analyzed briefly. 

 and possible classification of diseases, labels or 
outcomes. 

essary to be able to access 
and compare correctly the data. 

modelling tools. 
• Modelling: In this phase, various modelling techniques 

are selected and applied and their parameters are 
calibrated to optimal values. Typically, there are 
several techniques for the same problem type. Some 
techniques have specific requirements for the form of 
data. Therefore, stepping b
phase is often necessary.  

• Evaluation: Before proceeding to final deployment of 
the model, it is important thoroughly to evaluate the 
model and review the steps executed to construct the 
model in order to be certain it properly achieves the 
objectives. A key objective is to determine if there is 
some important issue that has not been sufficiently 
considered. At the end of this phase, a 
use of the results should be reached.  

• Deployment: Creation of the model is generally not the 
end of the project. Even if the purpose of the model is 
simply to increase knowledge of the data, the 
knowledge gained 
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Adapting this model to the microarray analysis process, 

the computational process of Microarray analysis is 
obtained. The Figure 4 shows a standard computational 
process with each phase. The life cycle of a computational 
process of DNA microarray analysis study consists of five 
phases. The sequence of the phases is not strict, moving 
back and forward between different phases is almost 
required, passing always on the Interpretation phase. It is 
because all decisions, results and objectives of each phase 

have to be assessed and approved by expert biologists 
(biological interpretation). It is possible that an objective 
obtained in any phase has not a possible interpretation or is 
not a correct objective for the biologists. This can be 
produced, for instance, due to it is needed another 
Understanding iteration to understand the real objective. The 
lessons learned during the any phase can trigger ne

A large number of data mining experiments with DNA 
microarray data can be represented with this methodological 
process, using all or not all phases, depending on the 
specific problem to be solved. In the next subsections each 
phase of the co

 

A. Understanding 
This initial phase focuses on understanding the research 

objectives and requirements from the expert biologists, and 
then converting this knowledge into a data mining problem 
definition. The biologists define and comment one specific 
problem. They provide a microarray expression dataset with 
descriptions, headers, gene identifications, patient 
information

 

B. Data Survey 
In this phase all data is studied and prepared. Figure 3 

defines the Data Survey tasks, Normalization and Pre-
processing algorithms, both nec

 
a) Normalization: After the hybridizing and microarray 

image processing to obtain Cy5 and Cy3 fluorescency 
intensities (explained in section 3), it is needed to 
normalize [26,37,40] the data from each of the two 
scanned channels. There can be differences in labelling 
and detection efficiencies for the fluorescent labels and 



 
 

 

differences in the quantity of the initial values from the 
two samples examined in the assay. These problems can 
cause a shift in the average ratio of the fluorescence 
intensities, so they must be re-scaled before an 
experiment can be properly analyzed. The normalization 
factor is used to adjust the data to compensate for 
experimental variability and to balance the fluorescen

NA microarray experiments, can 
remove this dependency. 

ta. The most commonly used algori

(features) th

80% of missing gene values can be 

weighted nearest neighbor impute algorithm. 

ase is divided in 
tw  possible tasks to obtain these features. 

stic 
egression to make a dimension reduction [32]. 

hose features that are not relevant 

ch includes supervised and non-
supervised learning. 

ta mining 
al thms) or the final objective of the process. 

), to enrich knowledge 

d patients 
simultaneously) to obtain better knowledge. 

ce  
b) Feature Selection: Trying to compare Feature Subset 

Selection (FSS) and Dimension Reduction, the first one 
selects only the best features from the data and the 
second one discards t

signals from the two samples. 
There are many approaches for normalizing the gene 

expression. Some, such as total intensity normalization, are 
based on the assumption that the quantity of the initial RNA 
is the same for both labelled samples, so that consequently 
the total integrated intensity computed for all the elements in 
the array should be the same in both channels. Under this 
assumption, a normalization factor can be calculated and 
used to re-scale the intensity for each gene in the array. In 
addition to total intensity normalization, there are a number 
of alternative approaches for normalizing expressions, 
including linear regression analysis, log centering, rank 
invariant methods and Chen’s ratio statistics (normalization 
using ratiostatistics), among others[26]. However, none of 
these approaches takes into account systematic biases that 
may appear in the data: dependence between intensity and 
ratio expression. Locally weighted linear regression 
(LOWESS) analysis [27], the most commonly used 
normalization method in D

 
b) Preprocess: Obviously real data have a lot of 

redundancy, as well as incorrect or missing values, 
depending on some factors. Thus, usually it is needed 
some preprocessing algorithms in order to clean up and 
prepare the da thms 

D. Multistrategy Learning 
This phase is divided in two possible tasks (figure 3), 

unsupervised and supervised learning. Both tasks are used to 
obtain new knowledge (using different da

[17,8,38] are: 
• Replicate handling or genes at are  

a) Unsupervised Learning: In DNA microarray 
technology, genes (features) classification is one of the 
typical final objective, although patients (rows) can be 
classified too. This classification can be obtained using 
different methods [18,25,34], such as Hierarchical 
cluster, EM, K-Means, QT, etc. Furthermore, it is 
interesting to obtain a patient classification (using the 
same methods) to later use this new information on the 
next task (supervised learning

replicated can be discarded. 
• Missing value handling or patients (rows) that had 

more than 
discarded. 

• Imputing missing values can be estimated using 
different algorithms. The most known is the k-

 

C. Selection 
In this phase a selection of the principal features is made 

in order to improve the understanding of the problem and its 
possible solution. In figure 3, Selection ph

o
 

a) Dimension Reduction: Here a feature reduction task can 
be applied to the data. This task is used to discard 
features that are not relevant for the study or can 
produce noise. Among all the dimension reduction 
algorithms [4], the most broadly used ones in 

microarray data [6] are based on Principal Components 
Analysis (PCA), Partial Least Squares (PLS) or even 
discarding variables with low internal variance or with 
low Pearson correlation with outcome. Other approach 
presents an algorithm based on Penalized Logi
R

for the study. 
FSS can be used as a simple task to obtain the best 
features to later obtain the best new knowledge using 
these features. For that, simple FSS algorithms based on 
statistics are proposed and compared in DNA 
microarray field [14], such as Fold Change, ANOVA, 
Rank Products, etc. However, FSS is a so important 
task in DNA microarray data that sometimes is the final 
objective of many researches, that is to obtain the 
Biomarkers. FSS in Bioinformatics are reviewed by 
Saeys [30]. These techniques use wrapper and filter 
mechanisms with supervised and non-supervised 
algorithms. Thus, although the final objective is Feature 
Selection, it is needed to execute a Multistrategy 
Learning phase whi

 

gori

and improve possible learners. 
In Unsupervised Learning task, several studies obtain a 
Feature Subset Selection using wrapper mechanisms 
and unsupervised classification algorithm, such as EM 
or K-Means, to identify relationship between gene 
expressions [9,16]. Other researches [33] have proposed 
the use of biclustering technique (genes an

 
b) Supervised Learning: Usually in this task it is used a 

simple supervised learning using any supervised 



 
 

 

classification method. Larrañaga [18] mentions the most 
used supervised classification methods in 

istic regression 

lgorithms [19] with supervi
classification methods. 

ally validated. This validation is based on

l sample classifi

e and comparing obtained result

work or using gene databases, such as GO or KEGG. 

in a 
result and/or objective in the microarray analysis. 

 

V. CONCLUSIONS 
 

te and execut
one of the steps proposed in this paper. 

 

Bioinformatics, such as SVM, KNN, NaiveBayes, etc. 
However, this task can be something more complicated 
as a simple supervised classification algorithm. The 
same as Unsupervised Learning task, in Supervised 
Learning it is possible to make a FSS using wrapper [5] 
and filter mechanisms and different supervised 
classification algorithm, such as log
[39,36], KNN, C4.5, NaiveBayes [12]. 
Furthermore, several researches use evolutionary 
algorithms, such as genetic algorithms [24], EDAs [29], 
or hybrid evolutionary a sed 

[1]  P. Bajcsy. An overview of dna microarray image requirements for 
automated processing. In CVPR ’05, page 147, Washington, DC, 
USA, 2005. IEEE Computer Society. 

 

E. Validation 
Both Unsupervised and Supervised Learning tasks have to 

be extern  three [4] Miguel Carreira. A review of dimension reduction techniques. 
Technical Report CS–96–09, Dept. of Computer Science, University 
of Sheffield, January 1997. aspects: 

• data mining external validation, using a validation 
technique (depending on the classifier) and a external 
dataset. For supervised classification, cross-validation 
and bootstrap [3] have been the most commonly used 
validation methods, but [13] comments that these 
methods are unreliable in smal cation. [7] D. D. Dalma-Weiszhausz, J. Warrington, E. Y. Tanimoto, and C. G. 

Miyada. The affymetrix genechip platform: an overview. Methods in 
enzymology, 410:3–28, 2006. For unsupervised classification, 

• using literatur s with [8] S. Durinck. Pre-processing of microarray data and analysis of 
differential expression. Methods in molecular biology, 452:89–110, 
2008. 

other results. 
• using biological experiments validations for validate our [

 

F. Interpretation 
All interpretations, decisions, processes, feature selections 

and relations between genes or patients must be assessed 
and approved by expert biologists in order to obta valid [11] Wolfgang Huber, Anja Von Heydebreck, and Martin Vingron. 

Analysis of microarray gene expression data. In in Handbook of 
Statistical Genetics, 2nd edn. Wiley, 2003. 

A complete standard biological and computational 
process of DNA microarray analysis is proposed. Mention 
that image processing techniques have been studied out of 
the computational process. Approaches, such as 
[35,15,20,23], etc., use each one of these phases, creating an 
overall computational process as the proposed. Other 
approaches fit with the proposed process in several phases. 
Applications, such as Bioconductor [10], GAMS [22], 
Knime [2], Weka, etc., allow us to crea e each [17] S. Knudsen. A biologist’s guide to Analysis of DNA microarray data. 

JohnWilley and Sons, 2002. 
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